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Preface 

The third edition of Building Simulation Applica-

tions BSA 2017, the biannual conference of IBPSA 

Italy hosted by the Free University of Bozen-

Bolzano, proved to be at least as successful as the 

previous events. From February 8th to 10th 2017, it 

featured more than 100 participants and more than 

75 presentations, about 40 % of which from abroad 

– Austria, US, South Korea, Ireland, Switzerland 

and the UK, among the first contributors. In addi-

tion, besides researchers, it also hosted a half-day 

special roundtable discussion about the potential 

and limitations of a set of simulation tools, attend-

ed by about 80 practitioners, to discuss the oppor-

tunities opened up to professionals by the use of 

building simulation, as well as the main barriers 

preventing its broader diffusion. 

This was one of the reasons for presenting awards 

to some distinguished examples of use of building 

simulation in practice with the second edition of 

the IBPSA Italy Project Award, and, since the stu-

dent of today will be the practitioner and the de-

signer of tomorrow, for starting the first edition of 

a simulation introductory school for students.  

Regarding the topics, some clear trends were doc-

umented in BSA 2017, as highlighted by the four 

keynotes.  

If parametric simulation has increased the possibil-

ity of investigating a broader range of configura-

tions, the adoption of optimization techniques al-

lows the identification of the best design or opera-

tive configuration. Real time optimization, in par-

ticular, enables model-predictive control strategies 

in which the building model is used to identify and 

update the best control actions based on short-term 

weather and occupancy forecasts. Gregor Henze 

(University of Colorado Boulder, USA – Depart-

ment of Civil, Environmental and Architectural 

Engineering) addressed those aspects in his key-

note “Exploration of Building Model Complexity 

for Residential and Commercial Model Predictive 

Control”.  

Multi-domain simulation is at the base/bottom of 

an integrated analysis of building performance, 

allowing the occupant to effectively become the 

aim of the design and operation activities. Energy 

efficiency, global cost and environmental sustaina-

bility in this perspective are only constraints, 

which need to be considered in the light of the 

quality of the indoor environment. Humans are at 

the very core of the project, and buildings have to 

be designed to interpret their needs and to facili-

tate their interactions in order to achieve high per-

formance levels, as Panagiota Karava (Purdue Uni-

versity, USA – School of Civil Engineering) clari-

fied in her speech about “Cyber-Physical-Human 

Systems for High Performance Buildings”. 

Reinhard Radermacher (University of Maryland, 

USA – Center for Environmental Energy Engineer-

ing) reminded the audience about a long-lasting 

trend in building simulation dealing with the con-

stant increase in the simulation detail and com-

plexity and the co-simulation of building and tech-

nical systems. Design of high-performance build-

ings requires careful use of natural resources, from 

solar gains to renewable energy sources, using new 

technologies whose potentialities need to be ex-

plored and evaluated by means of coupled simula-

tion of building and HVAC systems, as emerged 

from the keynote “Thoughts on Emerging Tech-

nologies and Simulation Aspects for HVAC in 

Buildings”.  

Finally, in the keynote “Urban Energy Computing: 

an Hourglass Model”, Ardeshir Mahdavi (Tech-

nische Universität Wien, Austria – Department of 

Building Physics and Building Ecology) reported 

about an additional tendency, related to multi-

scale simulation. Buildings interact with each other 

and with the external environment, especially in 

urban contexts, and such an intertwined perfor-

mance needs to be studied simultaneously. The 

capability of predicting the behavioral whole of 

urban areas is then of crucial importance but, none-

theless, still challenging and requiring innovative 

approaches. 

 

Andrea Gasparella, Free University of Bozen-Bolzano 
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Urban Energy Computing: An Hourglass Model 
Ardeshir Mahdavi – TU Wien – bpi@tuwien.ac.at 
Neda Ghiassi – TU Wien - neda.ghiassi@tuwien.ac.at  

Abstract  
This contribution describes an urban energy modelling 

method that enables the use of dynamic performance sim-

ulation for urban-scale energy inquiries. The associated 

framework involves two components. The first component 

is tasked with the systematic reduction of the computation 

domain through clustering based sampling of the urban 

building stock. The second component recovers part of the 

lost diversity (due to the reductive procedure) via stochas-

tic variation of selected model parameters such as thermal 

properties of building components and occupancy-related 

factors. 

1. Introduction  

The development of energy performance improve-
ment strategies for the built environment requires 
reliable data on the spatial and temporal distribu-
tion of energy demand and supply. This implies the 
need for modelling environments that can facilitate 
energy-related district-level inquiries (pertaining, 
for example, to candidate intervention scenarios) 
beyond the scope of individual buildings. The bot-
tom-up modelling approach (Swan and Ugursal, 
2009) has the potential to support the impact inves-
tigation of energy-relevant change and intervention 
scenarios (Kavgic et al., 2010). Thereby, results from 
thermal models of a number of sample buildings are 
up-scaled to the neighbourhood or even whole-city 
level. The effectiveness of this approach depends 
not only on the underlying performance assessment 
routines, but also on the nature of the reductive pro-
cedure adopted to reduce computational loads. 
Past efforts have frequently adopted simplified and 
reduced order algorithms in order to meet massive 
data requirements and extensive computational 
loads. This may yield a broad urban-scale energy 
view, but is unlikely to capture the temporal 

dynamics of building thermal states given transient 
internal and external (occupants and climate). On 
the other hand, most current reductive procedures 
follow stock segmentation methods that ignore a 
number of relevant morphological aspects of the 
urban stock such as adjacency relations and the 
effect of mutual shading. In our implementation of 
the reductive method, such issues were addressed 
in the adopted classification criteria, together with 
measures to include the building operational prop-
erties beyond function-related assumptions 
(Ghiassi et al., 2015).  
In this context, we have developed a reductive bot-
tom-up urban stock heating demand model, which 
relies on a Building Performance Simulation (BPS) 
tool to assess the performance of the buildings, such 
that scenario modelling capabilities and resolution 
are enhanced. To enable the large-scale adoption of 
BPS tools a two-module framework (an hourglass 
model) was conceived. The first (reductive) module 
uses data-mining methods to reduce the computa-
tional load via representative sampling. As this 
inadvertently results in some loss of diversity, a sec-
ond module was designed to partially recover lost 
diversity.  The resulting urban energy decision sup-
port environment has thus the potential to compar-
atively analyse and evaluate various change and in-
tervention scenarios pertaining to macro and micro-
climate conditions, inhabitants' demography and 
behaviour, physical and technical aspects of the 
buildings, and urban morphology. 

2. Approach 

The framework architecture is depicted in Fig. 1. To 
accommodate the high informational and com-
putational requirements of BPS as the framework's 
computational engine, the first module involves the 
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selection of a sample of buildings representative of 
the energy diversity of the stock. The second mod-
ule aims to recover part of the building diversity lost 
through the reductive process. The initial reduction 
and subsequent re-diversification steps explain the 
authors’ choice of the "hourglass model" to charac-
terise their approach. 

Fig. 1 – The proposed urban energy computing framework 

3. The Reductive Module

The reductive module is designed and implemented 
as a plug-in for the open source GIS environment 
QGIS (2015). The plug-in, written in Python pro-
gramming language (2016), uses the available GIS 
data of an urban area, as well as relevant standards 
and statistical data to reach an energy-relevant sam-
ple of buildings. The prerequisite urban stock repre-
sentation includes the geometry and adjacency sta-
tus of the building enclosures; area, orientation and 
shading condition of transparent building compo-
nents; various usages present in each building, and 
relevant standard operational parameters; age-
dependent thermal properties of building compo-
nents; floor area, etc. (for more details, Ghiassi et al., 

2015; Ghiassi and Mahdavi, 2016a; 2016b, 2016c). 
Once the representation is created, key energy-
relevant features of the buildings are aggregated 
into descriptive indicators (Table 1) that constitute 
the criteria adopted for the segmentation of the 
building stock. The resulting matrix of indicator 
values for all buildings is subjected to Multivariate 
Cluster Analysis, MCA (Hair et al., 2010), to identify 
groups of buildings with similar properties. Three 
different MCA techniques, K-means (MacQueen, 
1967), model-based (Fraley and Raftery, 2002), and 
hierarchical agglomerative (Hair et al., 2010) were 
examined towards their efficiency for the segmenta-
tion of building stock. Preliminary performance 
tests, carried out using the results of steady state 
heating demand calculations on the neighbourhood 
based on the previously derived stock representa-
tion, suggest that the representatives emerging from 
the application of the k-means method on the pre-
sented set of classification criteria, performs best in 
predicting the monthly heating energy demand of 
the neighbourhood (according to ÖNORM, 2014). 

4. The Re-Diversification Module

The re-diversification module was developed to 
reintroduce part of the diversity lost due to the 
reductive step and to obtain more realistic represen-
tations of energy demand's spatial and temporal 
distribution. Once the reductive module selects the 
representative buildings, reference simulation mod-
els are developed using EnergyPlus (2016) and 
detailed building plans. In reference models, opera-
tional parameters are represented through standard 
schedules. 
Constructions are specified according to available 
plans or the common practice of the construction 
period of the buildings. Ventilation is modelled as 
dependent on the occupants’ presence. The re-
diversification module, also developed in Python 
programming language, requires these reference 
models as an input.  
Given the extensive time and effort required for the 
acquisition of building information and generation 
of the geometric building models (Mahdavi and El-
Bellahy, 2005), the reductive module limits the 
modelling domain to a manageable (user-defined) 
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number of buildings. The re-diversification module 
readjusts a number of non-geometric parameters of 
the reference simulation models. For this purpose, 
for all buildings within the study domain, permu-
tations of the relevant reference simulation models 
are created with the modified parameters. Building 
parameters subjected to diversification include:  
- Schedules of the occupants’ presence and 

activity, lighting, and equipment use; 
- Thermal properties of building envelope; 

- Internal loads (inhabitants, equipment and 
lighting power); 

- Ventilation (air change) rates. 
 This diversification process is guided by the 
information contained in the initially generated 
building stock representation. The reference simu-
lation model is modified based on descriptive indi-
cators defined in Table 2. Simulation models gen-
erated by the re-diversification module are subject-
ed to computations with hourly resolution.  

Table 1 – Descriptive energy-related indicators of buildings' characteristics as the classification criteria by the reductive module 

Abbr. Variable Description Formula Parameters 

G
eo

m
et

ry
 

Vn Net Volume [m3] 
An indicator of the size of 
the building 

 Vn=Σ(Afeat,I . hfeat,i) . fn Afeat,i

hfeat,i

fn 

Area of footprint feature [m] 
Height of foot print feature [m] 
Net to gross volume ratio 

he Effective floor height [m] 
Ratio of the building volume 
to the floor area  

he=Vn / (Af,I . nf) Af,i 
nf 

Total floor area [m] 
Number of floors 

Ct Thermal compactness [m] 
Ratio of the net building vol-
ume to the thermally 
effective envelope area 

Ct=Vn / Ae 

Ae =Σ(Ai . ft,i) 

Ae

Ai

ft,i 

Thermally effective envelope area [m]  
Area of element [m] 
Corresponding temperature correction 
factor 

So
la

r 
G

ai
ns

 

GRe Effective glazing ratio 
Average glazing to wall ratio 
weighted by orientation and 
corrected for the shading 
effect of the surroundings 
Weights associated with 
orientations were based on 
reference climate data 

GRe=WWR . GWR . g . 
Σ(Aow,i . fo,i . SVFi)/ ΣAow,i   

WWR 
GWR 
Aow,i

fo,i

g 
SVFi 

Window to wall ratio 
Glass to window ratio 
Area of outside wall [m] 
Corresponding orientation correction 
factor 
Solar factor of glazing  
Sky View Factor near the wall 

Th
er

m
al

 Q
ua

lit
y Ue Effective average envelope 

U-value [W.m-2.K-1] 
Average u-value of the 
envelope corrected for 
adjacency relations and 
weighted by the 
corresponding areas 

 Ue = Σ(Ui . Ai . ft,i) / Ae Ui U-value of element [W.m-2.K-1] 

O
pe

ra
tio

n 
Pa

ra
m

et
er

s Ou Fraction of time the building 
is used annually 

Ou = tuse,a / ta tuse,a

ta 
Annual use hours [h] 
Total hours in a year[h] 

Igd Daily area related internal 
gains [Wh.m-2.d-1] 

Igd = Σ (qi,h . tuse,d . fi) qi,h

tuse,d

fi 

Usage-based internal gains rate [W.m-2] 
Daily use hours [h] 
Share of the usage in the overall 
building volume 

Acd Daily air-change rate [d-1] Acd = Σ(nv . tuse,d. fi) nv Usage-based hourly air-change rate [h-

1] 

4.1 Diversification of schedules 

Reference schedules suggested by standards (e.g. 
ASHRAE, 2013), represent the temporal distribution 
of internal gains in aggregate terms. Use of these 
average profiles for detailed demand assessments

on a large scale, however, will result in 
unrealistically monotonous internal load profiles 
and identical peak hours across the computation 
domain. To achieve a more realistic representation 
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of occupancy-related factors, for each building, a set 
of randomized schedule files are created, based on 
the reference schedules for various days of the 
week. To diversify each schedule, for every time 
step, the value provided by the reference schedule 
is considered as the mean of a Gaussian probability 

distribution. A default Coefficient of Variance (CV) 
is used along with the mean value to generate this 
distribution (Mahdavi and Tahmasebi, 2015). Based 
on the generated distribution for each time step, a 
value is randomly selected for the schedule. 

Table 2 – Descriptive indicators for the re-diversification process 

Abbr. Variable Description Formula Parameters 

Ue,r Effective roof/ceiling U-
value [W.m-2.K-1]  
 

Ue,r = Σ(Ui,r . Ai,r . fi,r) / Ae 
 
   

Ui,r 

Ai,r 

fi,r 

 
Ae 

U-value of roof/ceiling element [W.m-

2.K-1] 
Area of roof/ceiling element [m] 
Corresponding temperature correction 
factor 
Effective envelope area [m] (Table 1) 

Ue,f Effective floor U-value  
[W.m-2.K-1]  

Ue,f = Σ(Ui,f . Ai,f . fi,f) / Ae 
 
   

Ui,f 

Ai,f 

fi,f 

 

U-value of floor element [W.m-2.K-1] 
Area of floor element [m] 
Corresponding temperature correction 
factor 

Ue,w Effective wall U-value  
[W.m-2 .K-1]  

Ue,f = Σ(Ui,w . Ai,w . fi,w) / 
Ae 
 
   

Ui,f 

Ai,f 

fi,f 
 

U-value of wall element [W.m-2.K-1] 
Area of wall element [m] 
Corresponding temperature correction 
factor 

Igd Daily area related internal 
gains [Wh.m-2.d-1] 

 See Table 1 
Acd Daily air-change rate [d-1] 

4.2 Readjustment of internal loads and 
ventilation rates 

The diversified operational parameters (i.e. refer-
ence values for equipment and lighting power, 
number of occupants, and air change rate) are 
computed for each building such that the aggre-
gated internal gains and ventilation rates, match the 
values of the daily area-related internal gains and 
daily air change rate computed for the building.  
For this purpose, annual area-related internal gains 
are computed based on the average daily values and 
the number of annual use days provided by 
standards (e.g. ÖNORM, 2011). Similarly, the aver-
age hourly air change rate across the year is calcu-
lated. The annual value of internal gains is dis-
aggregated into occupants, lighting and equipment 
gains, based on the share of these items in contrib-
uting to the internal gains according to literature 
(e.g. Kemna and Moreno Acedo, 2014). 

4.3 Readjustment of thermal properties 

The readjustment of the thermal properties of the 
main building elements is informed by the respec-
tive effective element U-values. The buildings that 
belong to the same construction period, with dif-
ferent geometries and adjacency situations, have 
different effective component U-values.  
This diversification step modifies each simulation 
model, so that the resulting effective U-values of the 
major envelope components match the expected 
values calculated for every building. Since the 
geometry of the simulation model associated with 
every building is identical to that of the 
corresponding reference model, any deviations 
from the effective U-values of the reference building 
must be accounted for by modifying the U-values of 
the constructions in the new model. For this 
purpose, the differences between the effective U-
values of the elements of the reference building and 
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the building undergoing diversification are calcu-
lated. Subsequently, the thermal properties of the 
main constructions in the new model (external 
walls, uppermost and lowermost enclosures) are 
determined so that they reflect the deviation in 
effective U-values from those of the reference 
model. Since a modification of the thermal mass of 
the building was not intended, only the thermal 
conductivity of the main layer (massive load bear-
ing element or insulating element) is readjusted.  

5. Illustrative Example  

5.1 Case Study 

The utility of the developed computational frame-
work was tested via a case study in the city of 
Vienna, Austria (located in the centre of the city, 
featuring over 740 buildings of various usages and 
construction periods). Following data was incorpo-
rated: 
- Land Use Plan (ViennaGIS, 2015) 
- Digital Elevation Model (ViennaGIS, 2015) 
- Building Inventory (ViennaGIS, 2015) 
- Building Usage (Open Street Map, 2015) 
- Sky View Factor map generated by DEMTools 

plug-in for QGIS (Hammerberg, 2014) 
- Austrian standard: Model of climate and user 

profiles (ÖNORM, 2011) 
- Austrian standard: Principles and verification 

methods, heating demand and cooling demand 
(ÖNORM, 2014) 

- Guidelines: Energy-technical behaviour of 
buildings (OIB, 2015)  

5.2 Modelled Scenarios 

To assess the impact of the diversification process, 
predictions of the non-diversified model were 
compared with the predictions resulting from 
models with two levels of diversification. The non-
diversified model is based on the reference simula-
tion files. The first level of diversification involves 
only operational schedules. The second level in-
cludes all diversification steps introduced in the 
method (Table 3).  
 
 

Table 3 –Overview of the investigated models with various levels 
of diversification. (D: Diversified, ND: Not Diversified) 

Abbr. Schedules Thermal 
properties 

Internal 
gains 

Number of 
simulations 

NDM ND ND ND 7 

DM-1 D ND ND 744 

DM-2 D D D 744 

 
Three simple illustrative scenarios pertaining to 
changes in the operational parameters of buildings 
(occupant behaviour) were designed. The first sce-
nario follows the standard assumptions for internal 
temperature and HVAC availability hours. The 
second scenario assumes a setback heating setpoint 
for the vacant hours in non-residential spaces, 
which is closer to the actual building operation 
tendencies. The third scenario, emulating the be-
haviour of a more energy-aware population, main-
tains the setback threshold, and modifies the inter-
nal heating setpoint temperatures in proportion to 
the occupancy rate of the building in every time 
step. These scenarios were simulated with the NDS 
and DS-2 models. Table 4 provides an overview of 
the modelled scenarios. 

6. Results and Discussion 

6.1 Reductive Module 

The implementation of the reductive method for the 
case study area resulted in 7 clusters. The buildings 
representing these clusters include three residential 
buildings, two office buildings, as well as two mixed 
use residential and gastronomy building (Fig. 2). 
As mentioned before, the representational perfor-
mance of the reductive module was tested using the 
results of simplified steady state demand calcu-
lations (ÖNORM, 2014). The volume related heating 
demand of the buildings in every cluster as well as 
that of the representing building is shown in Fig. 3. 
Buildings grouped together in each cluster, feature 
similar performances. The most representative 
building performance is close to the cluster mean, 
however, the representatives of Clusters 3 and 6 
underestimate their respective categories demand. 
To investigate the representativeness of the selected 
sample, the volume-related demand of the rep-
resentative buildings along with the volume of 
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buildings in every cluster were used to predict the 
heating demand of the represented buildings. These 
predictions were compared to the standard-based 

values (Fig. 4), suggesting an acceptable building-
level predictive performance. 

Table 4 – An overview of the modelled behaviour change scenarios 

6.2 Re-Diversification Module 

The impact of the diversification process is illus-
trated for an office building in Fig. 5, where ref-
erence schedules are compared to a one-week data 
generated for one building. The generated sched-
ules maintain the overall tendencies of the reference 
schedules, but provide, due to their probabilistic 
nature, unique profiles for various buildings. The 
diversification of the schedules results in minor 
modifications in the annual peak load (+1 %) and 
the aggregated annual demand of the neigh-
bourhood (-1 %). The additional readjustment of the 
building thermal properties, internal loads, and 
ventilation rates causes more significant changes in 
model predictions (-3.4 %). 
The impact of the diversification process is magni-
fied when the observation scale is reduced. At a 
building level, the annual volume-related heating 
demand of the buildings computed by DM-2 can 
deviate by as much as 30 % from reference build-
ings, but the values predicted by DM-1 do not vary 

significantly from the reference values. If the ob-
servation scale is further reduced to a single time 
step, both DM-1 and DM-2 result in noticeable 
deviations from the non-diversified hourly predic-
tions (Fig. 6). Although unnoticeable at aggregate 
scale, such variations can have significant implica-
tions (e.g. for the design of small scale distributed 
generation schemes).  

Fig. 2 – Buildings representing the clusters emerged from apply-
ing the reductive module to the case study 

Residential Non-Residential 

S0
 Setpoint assumptions [°C] 20  20 

HVAC Availability 24 hours a day 14 hours on weekdays 

S1
 Set point assumptions [°C] 20 20 during work hours 

14 other times 
HVAC Availability 24 hours a day 24 hours a day 

S2
 

Set point assumptions [°C] 16 
16 
20 
Interpolate 

Night hours 
Occupancy rate <25 % 
Occupancy rate >55 % 
Other times 

14 
16 
20 
Interpolate 

Not working hours 
Occupancy rate <25 % 
Occupancy rate >75 % 
Other times 

HVAC Availability 24 hours a day 24 ours a day 
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Fig. 3 – Volume related heating demand of buildings in each 
cluster and the cluster representative 

Fig. 4 – Sample-based prediction of heating demand compared to 
the computed heating demand 

Fig. 5 – a. Office reference schedules according to ASHRAE 
b: One-week data of the diversified schedules generated for an 
office building 

Fig. 6 – Relative deviation of hourly demand results of all build-
ings as predicted by the DM-1 and DM-2 from NDM predictions 
for a single time step in heating period 

6.3 Scenario Modelling Results 

The results of modelled scenarios are summarised 
in Table 5. At the aggregated level, peak, mean, and 
total heating demand simulated for the base case 
assumptions (S0) change little due to the inclusion 
of a re-diversification in the modelling procedure. 
The application of the first behaviour change 
scenario does not result in the divergence of the 
tendencies of non-diversified and the diversified 
model. This is to be expected, as the modifications 
applied in this scenario are somewhat independent 
from the occupancy-related aspects (they apply only 
to non-residential spaces in non-occupied hours).  

Table 5 – Results of the behaviour change scenarios as simulat-
ed by the diversified and non-diversified computational models 

Scenarios 

A
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l P
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k 
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[M
W

h]
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n 
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0 
[%

] 

To
ta
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nn
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 [G
W
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R
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e 
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n 

fr
om

 N
D

M
-S

0 
[%

] 

N
on

- 

D
iv

er
si

fie
d 

M
od

el
 (N

D
M

) 

S0 153.1 0 198.35 0 

S1 128.2 -16.3 200.70 1.2 

S2 122.6 -19.9 169.14 -14.7 

D
iv

er
si

fie
d 

M
od

el
 (D

M
-2

) 

S0 151.4 -1.1 191.66 -3.4 

S1 124.5 -18.7 195.22 -1.6 

S2 111.7 -27.0 170.30 -14.1 

The differences become more visible in case of the 
second scenario. The comparison of the second 
scenario predictions of both models (NDM-S2, 
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DM-2-S2) with the respective base case predictions 
of the same models (NDM-S0, DM-2-S0) shows that 
in the non-diversified model, the application of the 
occupant-sensitive HVAC control scenario has led 
to a much larger decrease in demand than in the 
diversified model (14.7 % compared to 11.1 %). 
Moreover, the peak load predicted by the non-
diversified model is much higher than the predic-
tions of the diversified model, which provides a 
more realistic representation of the people’s pres-
ence and actions. The non-diversified model ap-
pears to overestimate annual demand reduction due 
to occupant behaviour change, while failing to 
realistically predict the impact of these improve-
ments on the peak loads. This can have major im-
plications for the design of energy infrastructure 
and sizing of distributed generation systems. 

7. Conclusion 

This contribution described an urban energy-
computing environment for urban-level change and 
intervention scenario modelling. The proposed 
"hourglass" framework entails a reductive module 
toward a sampling-based reduction of the compu-
tational domain via cluster analysis. Thus, detailed 
transient numeric simulation can be deployed to 
analyse the building thermal behaviour. Thereby, to 
more systematically capture the dynamic nature of 
the urban building stock and its transformations 
through retrofitting and densification, as well as op-
erative changes, an original set of energetically 
relevant indicators was assembled for stock seg-
mentation. The computational framework involves 
a second (re-diversification) module to partially 
reintroduce to the model diversity lost through the 
reductive procedure as well as the adoption of 
standard-based reference schedules. The utility of 
the diversification was illustrated via simple be-
haviour change scenarios. The non-diversified 
model appears to overestimate the urban-level 
consequences of occupancy-related changes in the 
system control settings, due to its unrealistic repre-
sentation of the occupants’ presence and behaviour. 
Re-diversification has the potential to ameliorate 
this circumstance, supporting thus, amongst other 
things, a more effective approach to the design and 

deployment process of urban-scale distributed 
energy networks. 
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Abstract 
Plastic waste is a growing issue that needs to be addressed, 

multiple solutions are established to reduce its impact on 

the environment. The aim of this research is to make use 

of the plastic waste piling up and, at the same time, to cre-

ate a convenient daylighting solution. The research pro-

poses a sustainable fenestration system to be used in hot-

arid climates, particularly in Egypt, where it is common to 

use tinted glass to lower the heat gain. First, a recycling 

process was carried out to create samples, the samples 

were then tested to obtain their optical properties and 

lastly Radiance, a daylighting simulation tool, was used to 

test the performance of recycled plastics as a window glaz-

ing material. In the recycling process, three plastic types 

were used to create the samples: polypropylene PP (num-

ber 5), polystyrene PS (number 6), and polycarbonate PC 

(number 7). It was concluded that the use of recycled plas-

tics as a glazing material is indeed possible. Polycarbonate 

ranked as the most transparent, yet its impurities were the 

most visible. Polystyrene was also observed to be quite 

transparent, however its transparency was inversely re-

lated to its thickness. Polypropylene was the least trans-

parent under the selected settings. Nonetheless, further re-

search is required regarding the recycling process settings, 

to determine the possibility of obtaining more transparent 

results. 

1. Introduction 

Daylighting is one of the major indoor environmen-
tal aspects that has a major influence on the behav-
iour and attitude of the occupants (Cuttle, 1983). 
Daylighting is used as one of the effective passive 
strategies to uniform illumination within living 
spaces, where high energy savings can be achieved 
(Lim et al., 2012). It is a major factor in human health 

and productivity that has a positive effect on the 
psychological comfort more than artificial lighting 
(Cheung and Chung, 2008; Cuttle, 1983). Neverthe-
less, daylighting is hard to fully exploit due to the 
challenges that accompany it, like excessive heat 
gain or the need for complex expensive strategies to 
introduce it adequately into the space. Conse-
quently, daylighting benefits are often overlooked 
in Egypt as most common practices favor the small 
fenestration area, which hardly allows an adequate 
daylighting distribution. For instance, according to 
the Egyptian Energy Code 306-2005 (2006) a win-
dow-to-wall ratio that exceeds 30 % is unacceptable, 
a rather insufficient value for deep spaces. Moreo-
ver, very few daylighting techniques utilize passive 
strategies that don’t require the use of virgin mate-
rials. 
Egypt produces around 980,000 tons of plastic waste 
annually (2005/2006) while only 30 % gets recycled 
and 5 % is reused. The remaining 65 % is either 
burnt or buried unused (Plastic Technology Center, 
2008). 
This paper proposes a sustainable Fenestration Sys-
tem with a translucent glazing that makes use of the 
accumulating plastic waste and serves as a conven-
ient means to utilize daylighting as well. The trans-
lucent layer will be made of recycled plastics, such 
as polypropylene PP (number 5), polystyrene PS 
(number 6), and polycarbonate PC (number 7). PC 
is considerably used in construction projects for 
semi-transparent roof tiles, therefore, considered 
fairly expensive compared to other types of plastics. 
PP is the main kind of plastic for food containers 
that comes in different colours, transparencies, and 
optical properties. PS is also used in the food sector, 
however, more disposable than PP and less cheap. 
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Polystyrene products consist of a very high percent-
age of air gaps in between their structure, therefore 
they are considered light. The recycled plastic layer 
will diffuse the light transmitted into the room in 
order to prevent bright spots near the window. At 
the same time, this will ensure privacy to users in-
side the space as well as adequate daylighting. 

2. Literature Review 

2.1 Recycle Plastic Usage 

Recycled plastics have numerous uses in the build-
ing industry. Aminudin et al. (2011) reviewed the 
potential use of recycled expanded polystyrene 
(EPS) as a thermally insulating material in build-
ings. Aminudin et al. also stated that EPS has high 
compressive stress, which makes it suitable for inte-
grating with building materials. 
In an extensive literature review Lei Gu and Togay 
(2016) stated that plastics such as Polyethylene ter-
ephthalate (PET), EPS, high-density polyethylene 
(HDPE) and low-density polyethylene (LDPE) can 
be recycled and used as plastic aggregates, while PP 
and PET fibres can be used as plastic fibres, and both 
Polyamide (PA) and Phenol formaldehyde (PF) are 
used in concrete in different ratios and weights, 
since they give different properties to the concrete 
mix. 
Recently, Dalhat and Al-Abdul Wahab (2016) for-
mulated a cement-less and asphalt-less concrete mix 
using recycled plastic such as recycled PP and recy-
cled HDPE.  
Yet, no cited research mentioned the use of recycled 
plastic as a glazing in a fenestration system, and a 
few researchers mentioned the optical properties of 
recycled plastics to be used for glazing. 

2.2 Glazing Technologies 

Glazing systems went through several improve-
ments since the beginning of the 20th century, from 
the introduction of the double and triple pane glass 
to the creation of tinted and Low-E glass. In his pa-
per entitled “Solar Radiation Glazing Factors for 
Window panes, Glass Structures and Electro-
chromic Windows in Buildings—Measurement and 
Calculation” Bjørn Petter Jelle (2013) summarized 

the state of the art technologies in glazing systems. 
He specifically focused on Electro Chromatic Win-
dows (ECW), which are dynamic window struc-
tures that vary in voltage according to the solar ra-
diation, thus changing the window’s color and tint. 
In “The Role of Window Glazing on Daylighting 
and Energy Saving in Buildings” Hee et al. (2015) 
compared the performance of single, double, and 
triple glazing windows thermally and visually. 

2.3 Glass Properties and Use in CFS 

One of the windows’ main design parameters, with 
regard to visual properties, is the visible transmit-
tance (Tvis), which ranges from 0 to 1.0. When it ap-
proaches 1.0 it means that the material transfers 
more light energy when light passes through (Law-
rence Berkley National Laboratories, 2015). Another 
main property is the transparency of the material, 
defined as the amount of perception of an object 
within or at the other side of any material. When 
light is transmitted without the clarity of the image 
this is called “translucency” (Tripathi, 2002). Last 
but not least, the refraction index is a vital optical 
property of any material which controls the refrac-
tion angle of any incident light on a material, fur-
thermore the total internal reflection of the material 
(TIR) is determined by the value of the refraction in-
dex. As the refractive index value is higher, a higher 
refraction angle occurs as light propagates through 
the material. 

3. Methodology 

The process of manufacturing and selecting the suit-
able recycled plastic included several steps which 
are categorized as experimental physical work and 
simulation and validation work. The experimental 
work involves recycling plastic products and testing 
the optical properties of the final recycling output. 
While the simulation work engages with the optical 
properties and incorporates them in a Radiance-
based simulation to test the daylight performance of 
the materials. 
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3.1 Recycling Plastic Material Manufac-
turing Process and Optical Property 
Testing  

A suitable plastic material was selected by testing 
different alternatives, and visually observe the opti-
cal properties of the products. The plastic types in-
cluded Polycarbonate PC, Polypropylene PP and 
Polystyrene PS in this paper. The 3 materials were 
bought as post-consumer products and a recycling 
process was carried out. First the materials were 
cleaned then shredded using a shredding machine. 
The shredded plastic underwent another refined 
shredding process in order to reach fine pellets of 
the material. 

(a) (b) 

(c) 
Fig. 1 – (a) Fine pellets of PS shredded (b) Pellets inserted be-
tween two plates (c) Hydraulic press machine with heaters 

The fine pellets were inserted between two plates as 
shown in Fig. 1. Afterward, the dyes were placed on 
a hydraulic press with heaters installed on the up-
per and lower plates. Different pressures and tem-
peratures were tested for each material, in order to 
reach an acceptable range of optimum settings as 
shown in Table 1. The final product dimensions 
were 10 cm x 10 cm, and 4 mm thickness. 
The successful products were optically tested using 
a UV/VIS spectrometer to measure the optical prop-
erties of the material such as the transmission and 
reflectance. 

Table 1 – Settings for recycling different types of plastics 

Material Temperature (°C) Pressure (psi) 
PC 150-170 2000 
PS 105-110 1500 
PP 120-140 2000 

3.2 Daylight Simulation Software: 
Radiance 

After manufacturing and testing different recycled 
plastics, they were simulated on Radiance, a light 
simulation software to ensure viability before man-
ufacturing an actual prototype. 
Radiance simulates prismatic designs with variable 
outputs, dependent on the input angle, using the 
BSDF. The BSDF is generated by creating an accu-
rate geometrical 3-dimensional model, also the ma-
terial is modelled on Radiance using flexible mate-
rial definitions. To model a translucent plastic ma-
terial on Radiance the trans definition is used. How-
ever, it is highly probable that the recycling process 
would not be 100 % pure homogenous plastic. Any 
type of impurities will affect the optical properties 
of the final product. The impurities are randomly 
present within the medium of the panel. Therefore, 
to represent those impurities during the simulation 
the prismatic panel material should contain a Func-
tion File replicating those impurities. The most suit-
able function file done in radiance for the previous 
circumstances is the Noise.cal. In order to use the 
Noise.cal function file, another material definition 
should be used. The transfunc is a unique material 
definition script that is used for arbitrary Bidirec-
tional Reflection Distribution Function (BRDF). The 
arguments to this material are the data file, in this 
case, the Noise.cal, and coordinate index functions in 
addition to specular transmission and reflectance. 
The only modifier that is not available in this mate-
rial definition is roughness, which is not required 
since the BRDF data is dominant. The transfunc pa-
rameters is defined as follows: 

modifier transfunc identifier 
2+ brtd funcfile 
0
6 R G      B (Colour) 

rspec  (specularity) 
trans tspec (transmission 

& transmitted specularity) 
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The BSDF is created using genBSDF and afterwards 
tested using Radiance’s latest 5-phase method. The 
5-phase method is considered an effective method 
for performing annual simulations of complex fen-
estration systems (CFS) and dynamic fenestration 
systems. The flux transfer is categorized into 3 inde-
pendent simulation stages as the following: 
1. Sky dome to the exterior of fenestration
2. Transmission by BSDF through fenestration
3. Interior of fenestration into the simulated

room

The space design used to test the proposed design is 
a standard office room by Reinhart et al. (2013) used 
for daylighting and illumination. The test was con-
ducted in Cairo, Egypt, a hot arid area, with clear 
sky conditions throughout the year. 

Table 2 – Simulation settings for Radiance 

Interior Room 

Surface 

Parameter Value 

Interior Walls 

Reflectance (%) 

0.50 

Floor 0.50 

Ceiling 0.80 

Window Frame 0.50 

Window/wall 

ratio 
Ratio (%) 

0.20 

Windows 

Dimensions 
Length x Width (m) 

2.0 x 1.8 

Shading Device Y/N No 

Illuminance 

sensor point 

Height (m) 0.75 

Distance in-between 

(m) 

0.50 

Number of points 45 

Distribution (L x W) 8 x 5 

Sky Condition 
Clear/Overcast/uniform 

Clear 

Sky 

To obtain accurate and comparable results for an an-
nual simulation, it is recommended to use the state-
of-the-art measurement method. The Spatial Day-
light Autonomy (sDA) and Annual Sunlight Expo-
sure (ASE) are 2 factors lately published by the US 
Illuminating Engineering Society in the LM-83-12 
document “Approved Method: IES Spatial Daylight 
Autonomy (sDA) and Annual Sunlight Exposure 
(ASE)” (IES, 2013). The sDA describes “the percent-
age of floor area that receives at least 300 lx for at 

least 50 % of the annual occupied hours”. Specifi-
cally, ASE measures “the percentage of floor area 
that receives at least 1000 lx for at least 250 occupied 
hours per year”. Combining both measurements 
gives an indication of daylighting adequacy and vis-
ual comfort (IES, 2013). 

4. Results and Discussion

4.1 Optical Properties and Visual 
Observations of Different Recycled 
Plastic Materials 

Visual Observation of the different recycled materi-
als: First, the samples were visually observed. All 3 
materials are translucent but with different grades. 
The polycarbonate is the most transparent, visually, 
while the polypropylene is hardly transparent. Yet, 
it can transmit some light. Both polycarbonate and 
polystyrene developed a brownish colour; however, 
polypropylene developed a white colour. 

 (a) (b) (c) 

Fig. 2 – The recycled plastic samples (a) PC (b) PS (c) PP 

The polycarbonate visual texture indicates the pres-
ence of high impurities and incomplete mixing of 
the polycarbonate pellets. However, polystyrene 
had a clearer texture with little impurities to see. On 
the other hand, polypropylene showed some vine-
like impurities which resulted from “un-cooked” PP 
particles. 

(a)               (b) (c) 

Fig. 3 – Close-up of the 3 materials (a) PC (b) PS (c) PP 
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Diffused Transmission Measurements: 
The spectrophotometer results at 550 nm are shown 
as follows: 

Table 3 – Diffused and specular transmittance and reflectance of 
the different plastics 

Material Transmittance Reflectance 
Diffused Specular Diffused Specular 

RPC 8.6 % 20.0 % 34.0 % 37.4 % 

RPS 2.5 % 2.8 % 45.1 % 49.6 % 

RPP 2.2 % 2.4 % 45.5 % 50.0 % 

The previous findings resulted from the average 
values of the material along different points on the 
surface since recycled plastic is impure and contains 
different foreign particles within the medium of the 
material. Those impurities would affect the overall 
light transmission of the material. 

4.2 Radiance Simulation Results of the 
Different Recycled Plastic Materials 

The readings from the spectrophotometer were 
used in the material definition in Radiance in order 
to accurately model the behaviour of the materials 
selected along the whole year using the five-phase 
method. The rPC material was chosen for compari-
son and was modelled with trans where the diffused 
and specular transmission and reflection were con-
verted to Radiance’s trans material definitions. 

void transfunc FlatGlass 
2 brtd noise.cal 
0 
6 0.672 0.672 0.672 

0.370 
0.286 0.20 

As for the Radiance simulation, the recycled PC 
samples resulted in decreasing the direct illumina-
tion in front of the window in comparison with the 
ordinary tinted glass of the same transparency; 
however, the illumination also decreased in the 
whole room due to the decrease in total transmis-
sion of the sample. 

(a) 

(b) 

Fig. 4 – Total hourly illuminance in lux for 1 year at the node near 
the window (a) Tinted glass (b) Recycled Polycarbonate 

As for the sDA and ASE, there was a decrease in the 
total values of both measurements, which means 
that less direct daylighting has entered the space. 
The sDA decreased from 40 % to 22 % whereas the 
ASE decreased from 33 % to 18 %. 

(a)    (b) 

(c)       (d) 

Fig. 5 – ASE (left) and sDA (right) for both Tinted glass (a,b) and 
recycled PC (c,d) 

5. Conclusions

The idea of using recycled plastic as a glazing part 
in the window is feasible, and its texture and visual 
appearance could serve as a tinted glazing material. 
However, further modifications in the recycling 

0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

0% 0% 0% 0% 0% 1% 2% 2% 2% 2%

0% 0% 0% 0% 0% 4% 5% 4% 3% 4%

0% 0% 0% 0% 2% 16% 17% 18% 17% 15%

0% 0% 0% 0% 0% 26% 32% 31% 29% 29%

3% 5% 4% 5% 4% 47% 53% 53% 52% 47%

12% 15% 17% 16% 14% 68% 72% 73% 71% 67%

24% 34% 37% 35% 25% 75% 79% 81% 80% 76%

29% 53% 62% 54% 32% 77% 83% 84% 83% 77%
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process and proper treatments are needed. Polycar-
bonate has the highest transparency yet its impuri-
ties are the most visible. While polystyrene might 
have greater potential in achieving greater transpar-
ency either by decreasing the thickness or enhanc-
ing the recycling process. As for polypropylene, fur-
ther research has to be done on the right settings and 
smaller thicknesses should be tested since it has the 
potential of creating white and translucent glazing. 
On the other hand, further tests should take place to 
analyze the material’s thermal properties, such as 
the U-value, and physical properties to ensure that 
the recycle plastic will withstand internal and exter-
nal changes in the environment. A wider variety of 
plastics should be tested, as well as different mix-
tures of plastics. 
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Abstract 
The analysis of 11 shopping centres in Europe reveals a 

lack of availability of indoor natural daylight, especially in 

shops and sales areas. The aim of this paper is to investi-

gate the consequences on energy consumption and elec-

tricity use for lighting that novel retrofitting measures 

have when applied to Norwegian shopping centres (Haase 

et al., 2015a).  

Internal daylight and internal illuminance levels were 

measured in two shopping centre buildings in Trondheim 

and Modena together with detailed monitoring of energy 

use and indoor air quality. 

Scenarios were modelled to simulate the artificial lighting 

use patterns and control strategies in the shopping centres 

by considering occupancy hours and type of activity (illu-

minance levels), in order to cover different possible com-

binations used in the energy and daylight simulations.  

Existing conditions of shopping centres (pre-retrofitting) 

in Trondheim, Norway were modelled based on drawings 

and validated with energy use measurements. Energy and 

daylighting simulations were performed and combina-

tions of use pattern scenarios and facade variables were 

used to evaluate the influence on the electricity use for 

lighting and energy use for heating and cooling of the dif-

ferent scenario combinations. There is a trade-off, which is 

quantified in terms of reduction in electricity use and cool-

ing demand as well as an increase in heating demand. The 

implications of lighting retrofitting on heating and cooling 

(aside from the end energy use savings) make the applica-

tion complicated in shopping centres. Modelling and sim-

ulation of a shopping centre can help us understand the 

holistic consequences of single energy retrofitting 

measures. 

1. Introduction

The paper is part of activities performed in the Com-
mONEnergy project, where the aim is to transform 

shopping centres into lighthouses of energy effi-
ciency. It is a project with 23 partners that studies 
comprehensive retrofit solution sets to save energy 
and promote high IEQ in shopping centres, as well 
as the optimal environmental conditions for display 
and sale of merchandise. In a comparison with the 
pre-retrofit conditions, the project aimed to achieve 
a 75 % reduction of energy demand, power peak 
shaving, a 50 % increased share of energy used from 
Renewable Energy Sources (RES) compared to a 
base-case (renewables share so far), and an im-
proved Indoor Environmental Quality (IEQ). The 
research was based on the demand for a comprehen-
sive approach for the development of a retrofitting 
package for shopping centres, taking into account 
the specific needs of the building, such as indoor 
conditions, complex energy flows and the lack of 
standard energy intensity performance indicators 
(Bointner et al., 2014; Haase et al., 2015a; Haase et 
al., 2015b; Haase et al., 2015c). 
Shopping centres are not interchangeable with other 
kinds of complex buildings, such as office blocks, 
hospitals or schools (ICSC, 2008; Stensson, 2014; 
Coleman, 2006). Their form, function, usage, and us-
ers give shopping centres a particular character with 
special implications for energy use (Coleman, 2006; 
Stensson, 2014; Woods et al., 2015; Woods et al., 
2017). To support the understanding of what causes 
the main inefficiencies in energy usage and to ena-
ble the development of the best solution-sets, Boint-
ner et al. (2014) developed a definition of shopping 
centres which describes shopping centres as "a for-
mation of one or more retail buildings comprising 
units and ‘communal’ areas which are planned and 
managed as a single entity related in its location, 
size and type of shops to the trade area that it 
serves". The definition gives an indication of the 
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main form and function of shopping centres. In ad-
dition, location, type of development, the size and 
GLA, the type of anchor stores and the trip purpose 
are all aspects that have been used to indicate the 
needs that a shopping centre serves within a social 
and physical context (Woods et al., 2015; Woods 
et al., 2017). 

In the CommONEnergy project a number of solu-
tion-sets were developed starting from 11 real refer-
ence buildings located in different climatic, environ-
mental, social and economic contexts, representa-
tive of the whole EU shopping centre building stock. 
Such solution-sets are tailored on architectural, con-
structive and technological features of this very spe-
cial kind of building. Both energy load profiles and 
final uses are not comparable with other building 
categories, needing specific tools and dedicated ap-
proaches to achieve the best benefits/costs ratio. The 
analysis of 11 shopping centres in Europe (Fig. 1) re-
veals a lack of availability of indoor natural day-
light, especially in shops and sales areas (Woods et 
al., 2015; Haase et al., 2015b). 

Fig. 1 – The 11 different reference buildings 

2. Objectives

The aim of this paper is to investigate the conse-
quences on energy consumption and electricity use 
for lighting that novel retrofitting measures have, 
when applied to a Norwegian shopping centre. 

3. Methodology

Together with detailed monitoring of energy use 
and indoor air quality, internal daylight and inter-
nal illuminance levels were measured in a shopping 
centre in Trondheim. 
Scenarios were modelled to simulate the use pat-
terns and control strategies of artificial lighting in 
the shopping centres considering occupancy hours 
and type of activity (illuminance levels), in order to 
cover different possible combinations used in the 
energy and daylight simulations.  
The building was modelled in TRNSYS according to 
the plans and architectural drawings. A sketchup 
model (Fig.2) was developed and the functional 
units in the shopping mall were divided into com-
mon areas, shops, and others (Haase et al., 2015d). 
Existing conditions of the Norwegian shopping cen-
tre (pre-retrofitting) were modelled in TRNSYS 
based on the energy use measurements and energy 
and daylighting simulation were performed. Com-
binations of use pattern scenarios and facade varia-
bles were used for daylight and energy simulations 
in the retrofitted shopping centres to evaluate the 
influence on the electricity use of lighting and en-
ergy use of the combinations of the scenarios. Radi-
ance was used for the lighting analysis (Ward, 1989). 

Fig. 2 – Sketchup model of the shopping centre from Haase et al. 
(2015d) 

3.1 Energy Audit 

The shopping centres that were analysed vary in 
size and energy use. Fig. 3 shows the share of gross 
leasable areas in the different reference buildings.  
Fig. 3 shows that common areas cover 13 % of the 
gross leasable area (GLA) in all the shopping cen-
tres. Retrofitting measures will have an accordingly 
minor effect on the total energy use in shopping cen-
tres. 
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Fig. 3 – Gross leasable areas (GLA) of the different reference 
buildings 

An identification and analysis of the current build-
ing energy behaviour was done in order to define 
the power peaks and the energetic balance in differ-
ent time frames (from day to year). Technological 
active-installation check-ups were done in order to 
get a clear and detailed understanding of where and 
how the different facilities operate to match the 
building loads. An evaluation of the gathered data 
provided valuable input for the dynamic simulation 
platform, through a reverse engineering process, to 
compare generation and consumption profiles, 
highlighting overloads, overproductions, inefficien-
cies, lack of coordination, possible gaps and over-
lapping, necessities of shifting and storing among 
others, based and verified through the monitored 
data.  
Fig. 4 shows that the simulated and measured elec-
tricity use in the Norwegian shopping centre match 
well. 

Fig. 4 – Validation of model with measured data 

Finally, a definition of the energy retrofitting pro-
cess – through the implementation in dynamic soft-
ware of the novel developed and proposed concepts 
– was developed in order to verify the viability of
the selected technologies and to assess foreseen re-
sults. The output of this analysis was used to define 
the baseline for the development of the control strat-
egy for the improvement of existing technologies 
and the implementation of new ones.  

3.2 Climatic Influence and Schedules 

Sky conditions, especially the amount of sunny 
skies is different. Trondheim has few hours of clear 
blue sky. Opening hours are from 09:00 to 21:00, 
preparation hours are from 07:00 to 09:00 and night 
milieu hours are from 17:00 to 21:00 (see also Tab. 1 
for further explanations of the lighting concept. 
Cases (3) and (4) introduce preparation periods.). 

Fig. 5 – Sky conditions in Trondheim and opening hours of the 
shopping centre 

Fig. 5 shows that almost during the whole year sun-
rise takes place before the opening hours. Bear in 
mind that even before sunrise and after sunset, it is 
not completely dark either. Preparation hours (re-
stocking, cleaning, etc.) are often before sunrise/ af-
ter sunset. Cloudy and intermediate sky have 
brighter diffuse light levels than a blue sky. 

3.3 LED Lighting 

Description of the LED lighting strategy: 
- Case (0) 
- Case (1) New luminaires 
- Case (2) constant light output (CLO) 
- Case (3) zoning 
- Case (4) night milieu with reduced intensity 
- Case (5) light pipes 
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Each case is described in more detail in Tables 1 and 
2. It can be seen that the resulting power per lumi-
naire is reduced for Cases (1) to (5) compared to 
Case (0). 

Table 1 – Lighting control strategy 

Case  No. of 
luminaires 

Control 
strategy 

Power per 
luminaire [W] 

(0) 43 constantly 

on during 

op. hours 

70 

(1) 57 constantly 

on during 

op. hours 

37.72 

(2) 57 constantly 

on during 

op. hours 

33.86 

(3) 57  + PREP 

hours 

27.02 

(4) 57  + PREP 

hours + 

day/night 

milieu 

27.02 

(5) 31 32.26 

Not daylit zone 

(5) 26  + light tubes 21.15 

Daylit zone 

By installing three light tubes it was possible to re-
duce the lighting according to daylight illuminance. 
Table 2 shows the results of the nominal power for 
the demonstration shop area in the Trondheim 
shopping centre. Cases (1) to (3) reduce nominal 
power during opening hours. Cases (3) to (5) intro-
duce additional preparation periods with reduced 
nominal power. Cases (4) and (5) introduce in addi-
tion a night milieu period with again reduced nom-
inal power.  

Table 2 – Lighting power installed in demonstration shop area 

Case Power 
per lum. 
(PREP) 

Nominal power 

during 
opening 
hours 

during 
prep 
hours 

during 
night 
milieu 

[W] [kW] [kW] [kW] 

(0)  - 3.39  -  - 

(1)  - 2.15  -  - 

(2)  - 1.93  -  - 

(3) 18.95 1.54 1.08  - 

(4) 18.95 1.54 1.08 1.08 

(5) 22.58 1 0.7 0.7 

not daylit zone 

(5) 14.628 0.55 0.38 0.38 

daylit zone 

3.4 Light Tube Solutions 

In one demonstration shop on the first floor of the 
shopping centre in Trondheim, a retrofitting to en-
hance daylight was conducted with three light tubes 
(see Fig. 6 for details).  
The demonstration shop area was 100 m2 (including 
15 m2 storage). Fig. 6 shows the plan and a section, 
Fig. 7 a photo. The diameter of each light tube is 
1000 mm. Rooftop domes were placed on top of each 
light tube to provide air and water tightness. 

Fig. 6 – Plans of light tube solution in demonstration area 
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Fig. 7 – Photo of the light tube solution in demonstration area 

4. Results

The implications of the installed power reductions 
of the cases (1) to (5) compared to case (0) are shown 
in Table 3. The mean specific power demand per 
area is reduced from 39.8 (case (0) to 16.5 W/m2 (case 
(4)) and to 15.2 W/m2 (case (5)) with luminous flux.  
The implications of the different lighting retrofitting 
measures were then applied to the whole shopping 
centre. Two strategies were tested. First, the lighting 
retrofitting cases (1) to (5) were applied to the com-
mon areas (cma). Electricity savings were deter-
mined in primary energy (PE). Heating and cooling 
implications were determined. Secondly, the light-
ing retrofitting cases (1) to (5) were applied to the 
shop areas. Electricity savings were determined in 
primary energy (PE). Heating and cooling implica-
tions were determined. 
The results from energy the simulations can be di-
vided into electricity use, heating and cooling 
needs. Here, a focus was put on the lighting retrofit-
ting measures, not on appliances nor on ventilation. 

Table 3 – Results of the lighting strategy 

Case Specific 
yearly 
energy 
demand 

Mean 
specific 
power 
demand 
per area 

Specific 
luminous 
flux per 
area 

[kWh/m2a] [W/m2] [klm/m2] 

(0) 178.2 39.8 2.06 

(1) 113 25.3 1.69 

(2) 102 22.8 1.69 

(3) 77 17.2 1.28 

(4) 74 16.5 1.23 

(5) 68 15.2 1.23 

4.1 Final Energy Use 

Table 4 shows the heating and cooling implications. 
Cooling decreases from 20.1 kWh/(m2 a)) (case (0) to 
4 kWh/(m2 a)) in cases (4) and (5). The need for heat-
ing increases from 49.5 kWh/(m2 a)) (case (0)) to 70.4 
kWh/(m2 a) for case (4) and  84.3 kWh/(m2 a) for case 
(5). Together with the electricity reduction from 
lighting the total also decreases from 206.8 kWh/(m2 
a)) (case (0)) to 124.4 kWh/(m2 a) for case (4) and 
119.5 kWh/(m2 a) for case (5).  
The changes are small when looking at the results 
for the common areas. Energy use for cooling de-
creases insignificantly from 20.1 kWh/(m2 a) (case 
(0) to 19.4 kWh/(m2 a) in case (4). Energy use for 
heating increases from 49.5 kWh/(m2 a) (case (0) to 
58.1 kWh/(m2 a) in case (4). 

Table 4 – Final energy use of lighting strategy in [kWh/(m2 a)] 

Case area Lighting Heating Cooling Total 

(0)  - 137.3 49.5 20.1 206.8 

(1) cma 121.6 57.2 19.5 198.3 

  cma+shp 109.3 58.2 16.2 183.7 

(2) cma 120.9 57.5 19.5 197.9 

    cma+shp 80.1 59.9 7.0 147.0 

(3) cma 120.1 57.8 19.4 197.3 

    cma+shp 55 67.5 4.0 126.5 

(4) cma 119.4 58.1 19.4 196.9 

    cma+shp 50 70.4 4.0 124.4 

(5) shops 
on 
first 
floor 

31.2 84.3 4.0 119.5 

4.2 Primary Energy Use 

Fig. 8 shows the energy implications in Trondheim 
with cases (1) to (5) applied to different parts of the 
shopping centre.  
Primary energy (PE) use for the whole shopping 
centre is 712 kWhPE/(m2 a). Primary energy (PE) use 
for case (0) for lighting is 343 kWhPE/(m2 a), for ap-
pliances 141 kWhPE/(m2 a), for ventilation 110 
kWhPE/(m2 a), for heating 67.2 kWhPE/(m2 a), and for 
cooling 50 kWhPE/(m2 a). 
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Fig. 8 – Primary energy use in Trondheim 

Primary energy (PE) use for lighting can be reduced 
to 34 kWhPE/(m2 a) (4.8 % for case (1)) to 39 
kWhPE/(m2 a) (5.5 % for case (4)) if applied to the 
common areas (cma). These are the typical areas, 
which are managed and maintained by the centre 
managers directly.  
The application of lighting retrofitting cases (1) to 
(4) to all areas (cma and shops) results in PE savings 
of 74 kWhPE/(m2 a) (10.4 % for case (1)) to 246 
kWhPE/(m2 a) (34.6 % for case (4)). 
PE savings of 282 kWhPE/(m2 a) (39.6 % for case (5)) 
could be reached, if case (5) was applied to all suit-
able shops (all shops on the first floor). 

5. Discussion

Existing conditions of the Norwegian shopping cen-
tres (pre-retrofitting) were modelled based on the 
energy use measurements and energy and daylight-
ing simulations were performed. Combinations of 
use pattern scenarios and facade variables were 
used for the daylight and energy simulations in the 
retrofitted shopping centres to evaluate the influ-
ence on the electricity use of lighting and energy use 
of the combinations of the scenarios.  
Together with the reduction of electricity employed 
for lighting, the total used for lighting, heating and 
cooling also decreases. However, the final energy 
use for heating increases.  
PE savings of 35 % were possible with lighting ret-
rofitting (case (4)) in common areas and shop areas. 
However, lighting retrofitting of shop areas is the 
responsibility of the shop owner/manager. It re-
quires further engagement of these stakeholders to 
effectively implement lighting retrofitting solutions. 
These solutions save electricity (end energy use) but 

also influence heating and cooling end energy use.  
The highest heating energy use is for case (5) (up to 
84 kWh/(m2 a)). Even if the total energy use is mini-
mized, an increase in heating demand requires ad-
ditional investment in a heating system upgrade. In 
the next step, further measures should be applied to 
reduce energy use for heating to complement the 
lighting retrofitting strategy. 

6. Conclusions

The work that formed the basis for this paper inves-
tigated the consequences on energy consumption 
and electricity use for lighting that novel retrofitting 
measures have when applied to a typical shopping 
centre. Lighting retrofitting results in a PE reduction 
of up to 40 %. The end energy use for lighting, heat-
ing and cooling also decreases. However, while end 
energy use for lighting and cooling decreases, the 
end energy use for heating increases.  
There is a trade-off, which can be quantified in 
terms of reduction in electricity use and cooling de-
mand as well as an increase in heating demand. As 
a consequence, existing window and roof structures 
needs to be further developed in order to give centre 
and shop managers a basis for decision making on 
refurbishment investments. 
Shopping centre managers are usually responsible 
for providing heating (and often cooling, or at least 
cooling energy) to the shops. Lighting is usually in 
the responsibility of (each) shop owner/manager. 
The implications of lighting retrofitting on heating 
and cooling, aside from the end energy use savings, 
make the application complicated in shopping cen-
tres. The modelling and simulation of a shopping 
centre can help to understand the holistic conse-
quences of single energy retrofitting measures. 
Aside from the straight forward end energy use sav-
ings (electricity), lighting retrofitting has implica-
tions for heating and cooling end energy use and 
primary energy savings. Shopping centre managers 
need to collaborate closely with shop own-
ers/managers on energy retrofitting measures if the 
full potential is to be applied. 
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Abstract  
The paper describes the implementation of a 1-dimen-
sional transient model based on the enthalpy method to 
analyse the thermal behaviour of a Phase Change Material 
(PCM) layer integrated in a window. The model and 
algorithm have been validated by comparison with experi-
mental data. The model has then been expanded to couple 
a PV layer with the PCM layer. The complete model is 
implemented in MATLAB and linked to TRNSYS in order 
to estimate the dynamic thermal energy demand of a 
building equipped with a double skin façade with a PV-
PCM layer in a ventilated cavity. 
A parametric study was carried out, investigating three 
different cavity ventilation strategies for two European 
cities (Venice and Helsinki). The results show that, when 
the PCM layer is coupled with the PV layer, in Venice the 
cooling energy demand is 60 % lower, while in Helsinki 
the heating demand during the winter season is 36 % 

lower. 

1. Introduction

PV modules conversion efficiency depends on the 
temperature of the panel, and an increment in PV 
surface temperature reduces the solar to electrical 
energy conversion efficiency by 0.4–0.5 %/K 
(Batagiannis et al., 2001). Therefore, the thermal 
control of PV modules (Machniewicz et al., 2015) is 
an important aspect to ensure effective solar energy 
conversion. According to the literature, six basic 
techniques for PV thermal management are 
possible: natural or forced air circulation, hydraulic 
or thermoelectric cooling, heat pipes, and the 
implementation of PCM. As far as the latter strategy 
is concerned, quite a few studies have appeared in 
the literature. A numerical PV/PCM model was 

presented and validated through comparison with 
experiments for three different configurations. This 
model provided a detailed insight into the thermal 
performance of a solid–liquid transition PCM when 
employed in a PV.  
Ciulla et al. (2012) presented a one-dimensional 
thermal analysis of an isothermal PV-PCM model by 
using an explicit finite-difference approach. The 
numerical model was validated against 
experimental data given by a test facility in Palermo, 
Italy. Then, it can be used to determine the thermal 
behaviour of a multilayer (opaque) wall where PCM 
is coupled with a PV module. A simplified thermal 
network model to build integrated photovoltaic 
with PCM (BIPV-PCM) was analysed by Aelenei et 
al. (2014), it was developed in MATLAB/SIMULINK 
and validated with experimental results during the 
heating period. The comparison showed a good 
agreement, with most discrepancies occurring when 
airflow begins to flow into the gap. The maximum 
electrical efficiency of the PV system reached 10 %. 
The economic consequences of applying PCM to a 
PV system in two different climates, were investi-
gated by Hasan et al. (2014). They concluded that 
such a system is financially viable in higher 
temperature and higher solar radiation 
environments. The implementation of PCM in 
combination with PV seems a very promising 
technique but it requires a good design under many 
aspects (Machniewicz et al., 2015). 
The aim of the study presented in this paper is to 
develop one-dimensional fixed nodal grid model for 
PV-PCM in double skin facades. The model is 
capable of describing, with a sufficient degree of 
accuracy, the optical and thermal performance of 
such a façade system, which is particularly 

https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjf992dm5nRAhUkJMAKHZGnBW4QFggcMAA&url=https%3A%2F%2Fwww.ntnu.edu%2F&usg=AFQjCNHd6t9zYXsnyfw7YV2dUgpealrb7Q&sig2=-yCSK9H6F7cY2KetlSRaqg
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challenging in terms of modelling because of the 
cavity’s airflow, and of the dynamic thermal and 
optical properties of the PCM.  
The present work is a continuation of an activity 
presented by Elarga et al. (2016). It improves the 
simulation of the phase change of the PCM through 
the use of the enthalpy method, and couples the PV-
PCM double skin façade to a building (modelled in 
TRNSYS) in order to calculate heating and cooling 
demands. The innovations presented in this paper 
are:  
1. A validated one dimensional heat transfer

model for the PCM layer based on the enthalpy
linearization method; and

2. The coupling (co-simulation) of the PV-PCM
double skin facade model, developed in
MATLAB, with the model of a building in
TRNSYS, in order to evaluate in detail the
annual thermal energy demand of a building
equipped with such a façade system.

A numerical study is also presented to highlight the 
importance of PCM cooling time related to external 
and internal building loads. 

2. Methods

Different elements control the efficient 
implementation of the PCM in building 
components, especially the melting/solidification 
temperature range, specific heat capacity value, and 
the charging/discharging synchronization with 
thermal loads. Accordingly, accurate and effective 
modelling and simulation tools are required to 
ensure the proper selection of PCM type. Different 
methods have been proposed to track the phase 
transient behaviour of the material. In the present 
article, the numerical modelling is divided into 
three sections: 
- Enthalpy method and validation. 
- PV-PCM model implemented in MATLAB. 
- MATLAB-TRNSYS coupling for annual 

simulations. 

2.1 Enthalpy Method 

The enthalpy method was proposed by Swamina-
than and Voller (1992) in order to model the thermal 

behaviour of the materials undergoing a phase 
change, under the assumption that a phase change 
occurs over an arbitrarily narrow temperature 
range. In this way, enthalpy can relate to the tem-
perature by a piecewise continuous function. En-
thalpy can be approximated with three temperature 
possibility ranges by assuming constant specific 
heat capacity in each phase, as in Equation 1. 
H= 
𝑐𝑐𝑠𝑠𝑇𝑇 𝑇𝑇 ≤ 𝑇𝑇𝑚𝑚−∈ 

(1) 
𝑐𝑐𝑠𝑠(𝑇𝑇𝑚𝑚−∈) + �𝑐𝑐𝑠𝑠+𝑐𝑐𝑙𝑙

2
+

𝐿𝐿
2∈
� (𝑇𝑇 − 𝑇𝑇𝑚𝑚+∈)   

𝑇𝑇𝑚𝑚+∈  <
 𝑇𝑇 < 𝑇𝑇𝑚𝑚−∈ 

𝑐𝑐𝑙𝑙 𝑇𝑇 + ( 𝑐𝑐𝑠𝑠 − 𝑐𝑐𝑙𝑙)𝑇𝑇𝑚𝑚 + 𝐿𝐿 𝑇𝑇 ≥ 𝑇𝑇𝑚𝑚+∈ 
where ϵ is an arbitrarily small value representing 
half the phase change temperature interval. The 
approximate definition H(t) can be differentiated 
into Equation 2 with respect to temperature: 

𝐶𝐶𝐴𝐴 =  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

=  

⎩
⎪
⎨

⎪
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  𝑐𝑐𝑠𝑠   𝑇𝑇 ≤ 𝑇𝑇𝑚𝑚−∈

�
𝑐𝑐𝑠𝑠 + 𝑐𝑐𝑙𝑙

2 +
𝐿𝐿

2 ∈�   𝑇𝑇𝑚𝑚+∈  <  𝑇𝑇 < 𝑇𝑇𝑚𝑚−∈

𝑐𝑐𝑙𝑙    𝑇𝑇 ≥ 𝑇𝑇𝑚𝑚+∈ ⎭
⎪
⎬

⎪
⎫

(2

The definitions of H(T) and CA can be used to 
linearize the discretized enthalpy equation in 
iterative form as in Equation 3: 
∑ anb Tnb − (ap + ρ CA )Tp

n  =

 ap ρ CA Tpn−1 −  ρ ∙ v
∆τ
�HP

° − HP
n−1� 

(3) 

Where: 
HP

° : Enthalpy node value of the previous time step 
HP

n−1: Enthalpy node value of iteration n-1 
a: Nodal coefficients 
τ:  Time Step  
The solution domain is defined where the derived 
linear equations form a matrix system and is solved 
instantaneously by inverting the matrix to obtain 
the temperature values according to an iterative 
scheme. 
At the start of the time step the initial iterative fields 
are set to the previous time step values. From the 
known temperature field and enthalpy at iteration 
n-1 the temperature nodes are achieved. In order to 
ensure solution consistency, a correction and 
iterative loop has to be followed by saving the 
solution of the matrix in the previous iteration, and 
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then re-solving the system after having corrected 
the nodal temperature Tpn by Equation 4 with three 
possibilities of enthalpy ranges until convergence is 
reached. The code thus saves the calculated 
temperature field, and starts a new time step. 
 
Tpn = 

𝑑𝑑𝑃𝑃𝑛𝑛

𝑐𝑐𝑠𝑠
;  

𝑑𝑑𝑃𝑃𝑛𝑛 ≤ 𝑐𝑐𝑠𝑠(𝑇𝑇𝑚𝑚−∈) 

(4)  
𝑑𝑑𝑃𝑃𝑛𝑛 + �𝑐𝑐𝑠𝑠 + 𝑐𝑐𝑙𝑙

2 + 𝐿𝐿
2 ∈� (𝑇𝑇𝑚𝑚−∈)

𝑐𝑐𝑠𝑠 + 𝑐𝑐𝑙𝑙
2 + 𝐿𝐿

2 ∈
 
𝑑𝑑𝑃𝑃𝑛𝑛 > 𝑐𝑐𝑠𝑠(𝑇𝑇𝑚𝑚−∈)  

𝑑𝑑𝑃𝑃𝑛𝑛 < 𝑐𝑐𝑙𝑙(𝑇𝑇𝑚𝑚+∈) + L  

𝑑𝑑𝑃𝑃𝑛𝑛 − ( 𝑐𝑐𝑠𝑠 − 𝑐𝑐𝑙𝑙)𝑇𝑇𝑚𝑚 − 𝐿𝐿
𝑐𝑐𝑙𝑙

;  
𝑑𝑑𝑃𝑃𝑛𝑛 ≥ 𝑐𝑐𝑙𝑙(𝑇𝑇𝑚𝑚+∈) + 𝐿𝐿  

2.1.1 Mathematical model description 
A nodal scheme was developed to describe the 
double glazed layered window integrated with 
PCM (Goia et al., 2012; Elarga et al., 2016). The PCM 
window is schematized in nine-temperature nodes 
(Fig. 1-a) and the code solves instantaneously the 
nine linear equations. The validation of the model 
was carried out by comparing the numerical 
simulations with the data measured by Goia et al. 
(2015). For the sake of brevity, only half of the RC 
model is illustrated in Fig. 1-b since the scheme is 
symmetric. 

 

(a) 

 

(b) 

Fig. 1 – PCM glazing scheme (a), (b) symmetric 
scheme of RC model 

 

Nodes (1) and (9): 
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(5)  
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ag2
2
� − (Tihi)  (6)  

Nodes (2) and (8): 
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xg1
�T1 + �− kg1
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−Is �
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2� �  

(7)  

�kg2
xg2
�T9 + �− kg2

xg2
− kp5

xp5
�T8 + �kp5

xp
�Tp5 =

−Is �
ag2

2� �  

(8)  

PCM nodes (3:7); each homogenous sub-layer (from 
the five nodes comprising PCM layers) is 
represented by a conductive resistance and the 
enthalpy term. The resulting thermal balance 
Equation 9 is shown for one node only (P2). 

�𝑘𝑘𝑝𝑝
𝑥𝑥𝑝𝑝
� 𝑇𝑇𝑝𝑝1 + �−2 𝑘𝑘𝑝𝑝

𝑥𝑥𝑝𝑝
−
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∆τ
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𝑥𝑥𝑝𝑝
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�ρ ∙𝑥𝑥𝑝𝑝∙�𝑐𝑐𝐴𝐴��𝑝𝑝2

∆τ
�
𝑛𝑛−1

𝑇𝑇𝑝𝑝2
𝑛𝑛−1 −  𝜌𝜌 𝑥𝑥𝑝𝑝

∆𝜏𝜏
 �𝑑𝑑𝑃𝑃° −

𝑑𝑑𝑃𝑃𝑛𝑛−1�  

(9)  

2.1.2 Short-wave radiation 
Within the PCM layer, the analysis of the optical 
performance, and accordingly the short wave 
radiation, is not simple because the PCM has 
variable optical characteristics that depend on the 
current physical status of the material. When the 
PCM is in solid state, the dominant transmission 
mode is (direct to diffuse), and the scattering effect 
is prominent. While in the liquid phase the 
transparency increases and (direct to direct) trans-
mission takes place. Accordingly, the optical 
properties such as absorption, scattering, and 
transmission, which control the radiation propa-
gation within the PCM, were evaluated based on 
auxiliary equations that compute the nodal optical 
properties as a function in the liquid fraction β. The 



Hagar Elarga, Francesco Goia, Ernesto Benini 

30 

liquid fraction value is the relative amount of liquid 
phase present in the PCM. This approach has been 
explained thoroughly in Gowreesunkera et al. 
(2013) and Elarga et al. (2016). The code is then able 
to identify the solar radiation energy balance for 
each time step of the entire glazing-PCM assembly. 
The final resultant solar radiation transmitted to the 
façade cavity (i.e. the solar gain), is then provided to 
the TRNSYS model as input, as explained in Section 
(2.3), to calculate the hourly profile of the thermal 
loads. 

2.1.3 Enthalpy linearization method 
validation  
Experimental data available in the literature (Goia 
et al., 2012) for a PCM glazing made of two panels 
of clear glass and a layer of paraffin wax (15 mm 
thickness) was used for validation purpose. A 
comparison between the measured and calculated 
surface temperature values of the inner and outer 
glass layers as illustrated in Fig.s 2a and 2b 
respectively for a week during the summer, has 
shown a good agreement. The RMSE for the inner 
glass reached 1.6 °C and within the outer glass 2 °C. 

(a) (b) 

Fig. 2 – Numerical Model validation, calculated vs measured, (a) inner glass surface, (b) outer glass 

(a) 

(b) 
Fig. 3 – Numerical Model validation, calculated vs measured, (a) inner glass surface, (b) outer glass 
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2.2 PV-PCM Resistance Model in 
MATLAB 

The second model developed is that of a PCM layer 
integrated with a PV module, and installed inside a 
façade cavity composed of two glass layers (the 
inner and outer) as shown in Fig. 3a. The entire 1-D 
numerical model of the glazed façade was 
developed. Thermal nodes of each element are 
illustrated in Fig. 3b. PCM were divided into 5 
homogenous layers. 

2.2.1 Mathematical model description 
For the sake of brevity, the energy balance equations 
for Nodes 3 and 13 that describe the cavity 
ventilation from outside air (out-out technique), are 
presented below. The rest of the nodes are similar to 
Equations 5 to 9, previously mentioned. More 
information on this model can be found in Elarga et 
al. (2016). 

( hc1) T2 + (−2 hc1 − m ∙ c)T3 +
(hc1)T4 = −(m ∙ c)To  

 

(10)  

( hc2) T12 + (−2 hc2 − m ∙ c)T13
+ (hc2)T14 = −(m ∙ c)To 

(11)  

2.2.2 PCM Technical specifications  
It is important to highlight that PCM physical 
specifications (𝑇𝑇𝑚𝑚,ℎ𝑃𝑃𝐶𝐶𝑃𝑃 ,𝐿𝐿, 𝑐𝑐𝑠𝑠, 𝑐𝑐𝑙𝑙)  are those of a 
real, commercially available product (Rubitherm 
RT35), and summarised in Table 1. 

Table 1 – PCM Table of properties 

Name RT35- Organic  

Solid temperature  29°C 

Nominal melt. temperature 33°C 

Liquid temperature  36°C 

Specific heat Capacity 2 kJ kg-1 K-1 

Latent heat of fusion 160 kJ kg-1 

2.3 MATLAB-TRNSYS Coupling 

In order to obtain a reliable simulation of the impact 
of a PV-PCM double skin façade on the building 
energy demand it is necessary to link the previously 
presented PV-PCM 1-D model developed in 
MATLAB to TRNSYS (Klein et al., 2009). TRNSYS is 
a dynamic thermal model that takes into account the 

external, internal loads and the stored heat in the 
building components. The interaction between 
MATLAB and TRNSYS simulation studio was 
carried out using TYPE 155 from TRNSYS library. 
This type is dedicated to read external codes 
executed by MATLAB. The numerical algorithm 
starts by linking the required weather condition 
from TYPE 16 to both the MATLAB and the zone 
built in TRNbld (TYPE 56). Generally, it is 
mandatory to link the weather file to (TYPE 56) in 
order to operate the simulation model. On the other 
hand, for each listed inner zone on (TYPE 56), there 
is the availability to set its input data and boundary 
conditions as a user defined option. The PV-PCM -
1D numerical code estimates the temperature and 
transmitted solar radiation for each of the fixed grid 
nodes, including the last node that represents the 
inner surface layer temperature Node 15 (see Fig. 
3a). However, the transient interface between 
TRNSYS and MATLAB models happens in air node 
B (see Fig. 4), i.e. Node 13 (Fig. 3a). The estimated 
transmitted solar radiation and air temperature 
with a five-minute time step are read as a user 
defined value for the inner layer zone on (TYPE 56). 
The reason behind considering the coincident 
interface between the two models in node B is that 
the complete room structure and the correspondent 
radiative/convective heat exchange (which include 
thermal storage of the room components) are 
computed by the MATLAB code alone. These heat 
transfer components have an influence on the 
energy balance of the inner glass layer and its final 
surface temperature. The inner glass layer was 
identified in the TRNbld (TYPE 56) library with the 
specifications as in Table 2. The considered facade is 
west oriented. 

Table 2 – Glazed layer specifications 

Density (kg/m3) 2500 

Heat capacity kJ/(kg K) 0.84 

Conductivity kJ/(h m K) 0.27 
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Fig. 4 – MATLAB/TRNSYS link scheme 

2.4 PV.PCM Module Cavity Ventilation 

The influence of the façade cavity ventilation 
schedule on the building energy performance is 
very relevant in general, and especially after PCM 
integration given the ventilation, strategy resides in 
controlling the pattern of phase changing. A 
compromise evaluation through three strategies 
was analysed, shown in Fig. 5. Strategy 1 assumed 
ventilation all year at day-time, Strategy 2 during 
the winter season the ventilation stopped entirely 
while in the summer season it was on during night 
hours, Strategy 3 assumed ventilation off all year. 
The ventilation volume flow rate was assumed 5 l/s 
per façade meter and the ventilation technique was 
(out-out), i.e. air flows from the outside passing 
through the cavity and then expelled from the top to 
the outside again. 

(a) The ventilation system of the façade cavity was on 
all year during working hours only. 

(b) This strategy investigates the ventilation influence 
throughout the summer season only during night 
hours from 8 pm to 7 am of the following morning.  

(c) No active or passive ventilation system was 
considered in this strategy in order to investigate the 
PCM charge/discharge phase. 

Fig. 5 – Different ventilation strategies during summer season, (a) 
Strategy 1, (b)-Strategy 2, (c)-Strategy 3 

3. Results of the Parametric Analysis

The parametric study includes the comparison 
between the three ventilation strategies and a case 
of PV-PCM double skin façade, and a baseline case 
where the façade is without PCM. An open office 
area of 80 m2 was considered in TRNbld (Klein et al., 
2009) to estimate the yearly thermal loads. The 
internal loads were 70 W/person, 10 W/m2 for 
lighting, and 130 W for the equipment. The 
following results were presented: 
- Yearly thermal loads for each ventilation 

strategy and also a case study without the PCM 
(considered as a baseline reference). 

- Inside operating temperature for each of the 
investigated cases (to highlight the PCM 
influence on the stability of the indoor 
temperature, and how that will support the 
peak load shaving). 

3.1 Thermal Loads 

Yearly thermal loads were calculated for two 
European cities with different climate 
classifications. Venice (Italy) with a fully humid, 
warm summer climate, and Helsinki (Finland) with 
a cool summer climate (Kottek et al., 2006). As 
shown in Fig. 6, the thermal performance varies 
according to the different investigated ventilation 
strategies. In Venice (Fig. 6a), during winter months, 
the highest consumption was recorded for Strategy 
1 followed by the case without PCM. Strategies 2 
and 3 came next with an almost similar pattern. The 
illustrated energy profiles were influenced by the 
PCM, and ventilating the cavity during daytime 
kept the PCM in its solid state. Under these 
conditions, the solar radiation transmission and the 
cavity temperature were reduced (Goia et al., 2015). 
Accordingly, the required thermal loads for 
Strategy 1 had the highest values. On the other 
extreme, the ventilation of the cavity during the 
night (Strategy 2) and the lack of ventilation 
(Strategy 3) allowed the PCM during daytime to be 
charged and melt, thus inducing a higher 
transmission and solar gains to the room. However, 
during the summer season, the highest energy 
consumption was recorded for the case without 
PCM (a predictable result), followed by Strategy 3 
and finally, a similar pattern for Strategies 1 and 2. 



PV-PCM Integration in Glazed Buildings. Numerical Study Through MATLAB/TRNSYS Link Model 

33 

In Strategy 3, the lack of cavity ventilation combined 
with higher solar radiation intensity and external 
temperature values caused the PCM to reach the 
melting phase without having a chance to be cooled 
and re-solidified (Turnpenny et al., 2000). Con-
versely, using the Strategies 1 and 2, ventilation al-
lowed the PCM to be cooled either during the day 
or night-time to efficiently fulfill the purpose of 
integrating phase changing substances. In Helsinki 
(Fig. 6b), during summer season thermal energy 
demand (Strategy 3) with no ventilation shows the 
highest value compared to other cases, with the case 
without PCM being the next in line. Strategies 2 and 
1 determine the minimum energy demand, with 
almost zero demand during all summer months in 
the latter strategy. This shows that a proper 
integration of PCM in building elements, combined 
with a right synchronization between PCM’s 
charging/discharging phase and thermal loads can 
support the nearly zero energy-building concept 
(Zalba et al., 2004). During the winter season, the 
case without PCM and ventilation (Strategy 1) 
showed the highest energy demand, followed by 
Strategies 2 and 3, with the same thermal energy 
demand – as in both cases there was no ventilation 
of the cavity during the winter season. 

3.2 Inner Zone Operating Temperatures 

The impact of the PCM layer on the thermal comfort 
was investigated by analysing the inner zone oper-
ating temperatures for each strategy. In Fig. 7a; the 
daily profiles of the inner zone operating tem-
perature are shown for July 16 (the design day for 
summer load). As shown, the closest profiles to the 
design temperature during working hours are those 
in case of ventilation (Strategies 1 and 2), followed 
by (Strategy 3) and the case without PCM. This can 
be explained by considering the PCM melting/ 
solidification influence: the ventilation of the PCM 
during working hours or during the night improves 
the zone operating temperature and makes it closer 
to the desired setpoint temperature. Conversely, the 
lack of ventilation prevents the PCM from an effi-
cient discharge phase, which leads to a performance 
similar to that of the reference case without PCM. In 
Helsinki, Fig. 7-b, the ventilation of the PV-PCM 
during working hours leads to indoor operating 
temperatures below the design set temperature by 
about 3 °C. Starting from midday, the difference 
decreased and the profiles were almost identical 
with the design temperature. This increment was 
due to the facade’s west orientation and the solar 
intensity propagation. The temperature profiles for 
the (Strategy 3) and for the case without PCM were 
almost the same within the working hours. The 
difference reached 1.5 °C higher than the design set 
temperature. 

(a) (b) 
Fig. 6 – Yearly thermal energy profiles, (a) Venice city, (b) Helsinki city 
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(a) (b) 
Fig.7 – Operating daily temperature profiles (a) Venice city, (b) Helsinki city 

4. Conclusions

The article presents a validated numerical model 
that adopts the enthalpy method to describe a PCM 
glazing thermal performance. The model based on 
the enthalpy method was implemented in MATLAB 
to simulate an integrated PV-PCM system in a 
ventilated transparent façade. Then, this model was 
linked to an office building in TRNSYS 
environment, to estimate the dynamic thermal 
performance of the system (PV/PCM ventilated 
transparent façade and office building). Simulations 
were then carried out through a combination of 
software tools/models and the impact of three 
ventilation strategies on the performance of the 
system estimated for two European cities. The 
results show that the energy savings obtained 
through this façade system are significant and that 
PV-PCM can be a promising solution especially in 
Nordic countries, considering the thermal 
properties of the PCM as adopted in the simulation. 
In fact, it is important to stress that the PCM per-
formance has to match transmission losses due to 
external temperature, solar radiation intensity, and 
internal loads, to be optimal. Further studies will 
focus on optimizing the features of the PCM in 
relation to different climates and ventilation 
strategies. 
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Abstract 
During the last decade, the application of electronics to the 

different components of HVAC systems has offered new 

and sophisticated control systems capable of adapting the 

behaviour of each single device and of the whole plant to 

design specifications. These sophisticated finely-tuned 

control systems are, in principle, able to play an important 

role in reducing energy consumption and in improving 

thermal comfort. At the same time, there has been a 

marked increase in the complexity of the HVAC plant lay-

out. By combining the complexity of the plants with that 

of the control systems and by taking into account the pos-

sibility of equipping each component of the plant with its 

own control system, the result is a new generation of en-

ergy systems with many possible interactions between 

controllers. Hence, it becomes impossible for a designer to 

evaluate, in an easy way, the effects of such interactions. 

As a consequence, it is difficult to know, at the design-

stage, how the overall control system will operate. Nowa-

days, the dynamic simulation of the complete HVAC sys-

tem makes it possible to emulate the system in which the 

controllers operate. In this paper, the dynamic model of a 

basic HVAC system involving a condensing boiler, radia-

tors with thermostatic valves and an inverter driven 

hydraulic pump is presented. Each element of the circuit 

is equipped with its own control. The model of the system 

was built by using a custom-made library of Simulink 

blocks specifically created for the dynamic simulation of 

controlled HVAC systems. The dynamic model will be 

used in order to underline the strong influence of the con-

trol system on the HVAC energy efficiency and thermal 

comfort conditions. Specific design rules limiting the neg-

ative interaction among the activated control systems are 

inferred by the results shown in this paper. 

 

 

 

1. Introduction 

Dynamic simulation is an important tool for design-
ers of hydronic systems. Satyavada and Baldi (2016) 
highlighted the importance of an effective control 
strategy for HVAC system in order to reduce energy 
consumption and to avoid instabilities. As shown by 
Morini and Piva (2007; 2008), SIMULINK is a suitable 
framework for the analysis of the behaviour of a 
controlled HVAC system. CARNOT (Conventional 
And Renewable eNergy Optimization Toolbox) is 
one of the most popular SIMULINK block sets for 
dynamic modelling of heating equipment (Wem-
höner et al., 2000), developed with the financial 
support of Viessmann GmbH. One of the main ad-
vantages in adopting a MATLAB/SIMULINK frame-
work is that this platform is widely used both in 
academic and professional environments, and it 
becomes easy for users to model new HVAC devices 
and control logic. In this way, each user can easily 
add new components to the library either by design-
ing directly new graphical Simulink models or by 
using C-, Fortran- or MATLAB M-scripting languages. 
Since the authors are convinced of the potential of 
this approach, for this study a SIMULINK library 
named ALMAHVAC, fully compatible with the 
CARNOT block set, was used for modelling of heat-
ing plants coupled with ALMABuild library for the 
description of the building thermal characteristics. 
A description of ALMABuild can be found in Cam-
pana et al. (2017). In this paper, ALMAHVAC was 
used in order to analyse the impact on the energy 
and indoor comfort performance of some design 
choices regarding the supply temperature setpoint, 
the continuous or intermittent operating mode of 
the heating plant, as well as the pump sizing and its 
control mode, and the valve sizing. 
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2. Description of the Model

ALMAHVAC is used in order to model the heating 
plant of a building (modelled with ALMABuild) by 
using a series of blocks able to simulate boilers, ther-
mostatic valves, pumps, and radiators. The hydrau-
lic loops are built in SIMULINK by simply connect-
ing the blocks to thermal bus lines (defined in 
CARNOT), able to exchange data among the blocks. 
The building is a one floor detached house located 
in Bologna and composed of four thermal zones 
(kitchen, living room, bathroom, bedroom). A 
description of the envelope components of the 
building is given in Campana et al. (2017). A room 
temperature equal to 24 °C is set for the bathroom, 
and 20 °C for the other rooms. 
Winter simulations were carried out considering the 
typical winter period of Northern Italian sites from 
September 15 to April 30 (5448 hours). The complete 
set of METEONORM climatic hourly data for Bolo-
gna was considered in the simulations. The heating 
system was based on a condensing boiler; radiators 
were used as terminals and each radiator was con-
trolled by means of a thermostatic valve according 
to the operative temperature. Fig. 1 shows the lay-
out of the hydraulic loop. Different types of circula-
tion pumps were considered in this work (i.e. con-
stant or variable speed circulators). The perfor-
mances of the variable speed circulators were calcu-
lated following the method presented in Ahonen et 
al. (2010). The condensing boiler used in the heating 
plant is a VITODENS 222-W B2LB, with a nominal 
thermal power equal to 19 kW and a large power 
modulation ratio (1:10). 
A SIMULINK model was created on the main tech-
nical data of this boiler. The model needed as inputs 
only the values which are available from the boiler 
technical sheet. 

Fig. 1 – Hydraulic system scheme 

Starting from a first guess, exhaust gas temperature, 
the chimney and envelope losses were calculated on 
the knowledge of both the exhaust gas and water re-
turn temperature. Then, the power released to the 
water was calculated. Finally, the exhaust gas tem-
perature was recalculated by means of a thermal 
power balance between the exhaust gas and water. 
The condensing boiler was controlled by a PI con-
troller on the supply water temperature; its param-
eters were determined by the Ziegler-Nichols loop 
tuning method for open loop test. The PI control im-
plements a back calculation for anti-windup. The 
condensing boiler control implements two addi-
tional logics based on the water mass flow rate and 
on the minimum switch off time. When the water 
mass flow rate across the boiler is lower than 1/12 of 
its nominal value, the control switches off the boiler. 
This kind of control is mandatory especially for boil-
ers having low water content in order to avoid boil-
ing conditions within the device. In addition, in or-
der to reduce the on-off cycles, it is generally 
imposed that a minimum time interval equal to ∆τ 
(i.e. 15 minutes) must be guaranteed between two 
consecutive boiler switches. The radiator was mod-
elled by using an RC scheme with 7 thermal 
resistances and 7 capacities (7R7C). The whole radi-
ator was divided into 7 nodes with the same thermal 
capacity. The power exchanged with the room air 
and with the water was calculated in each radiator 
node. The total thermal power delivered from the 
radiator to the room was divided between the radi-
ative node and the convective node of the thermal 
zone on the basis of the radiator characteristics. In 
this case, 30 % of the heat exchanged with the room 
was charged on the convective node (low tempera-
ture radiators). The thermostatic valve block calcu-
lated the pressure drop over the valve body by con-
sidering the valve flow coefficient 𝐾𝐾𝑣𝑣 as a function 
of the valve position, both for linear and equal per-
centage valves. In this work, only equal percentage 
valves were considered. Reference thermostatic 
valves with a rangeability of 40, and the appropriate 
flow coefficient values for each room (𝐾𝐾𝑣𝑣,0 𝐾𝐾𝐾𝐾𝐾𝐾𝑐𝑐ℎ𝑒𝑒𝑛𝑛 =
0.64, 𝐾𝐾𝑣𝑣,0 𝐿𝐿𝐾𝐾𝑣𝑣𝐾𝐾𝑛𝑛𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚 = 0.72,  𝐾𝐾𝑣𝑣,0 𝑊𝑊𝑊𝑊 = 0.48 and 
𝐾𝐾𝑣𝑣,0 𝐵𝐵𝑒𝑒𝐵𝐵𝐿𝐿𝐿𝐿𝐿𝐿𝑚𝑚 = 0. 47), were considered in the simula-
tions. In order to simulate oversized valves, in some 
cases the reference 𝐾𝐾𝑣𝑣,0 values were increased by a 
𝐶𝐶𝐾𝐾𝑣𝑣 factor (as indicated in Table 1) larger than 1. 
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Table 1 – A summary of the different cases simulated (A: fixed 
speed pump, B: variable speed pump with controlled constant 
pressure head, C: variable speed pump with controlled 
decreasing pressure head) 

Case 
Valve 
sizing 
(CKv) 

Pump 
type 

Pump 
sizing 
(CH) 

ϑsupply,set 
[°C] 

(1) 1 A 1 60 
(2) 1 A 1 70 
(3) 1 A 1 80 
(4) 1 B 1 70 
(5) 1 B 1.2 70 
(6) 1 B 1.5 70 
(7) 1 B 2 70 
(8) 1 B 3 70 
(9) 1 C 1 70 
(10) 1.2 B 1 70 
(11) 1.5 B 1 70 
(12) 2 B 1 70 
(13) 3 B 1 70 
(14) 1 B 1 70 

The reference pump had a hydraulic head of 18 kPa 
for a volume flow rate of 0.6 m3/h. In order to sim-
ulate oversized pumps, in some cases the pump hy-
draulic head was increased by a CH factor (as re-
ported in Table 1) larger than 1. A complete over-
view of the different scenarios analysed in this pa-
per is given in Table 1; for each case the values of CH 

and CKv, the pump type and the water supply tem-
perature setpoint used in each simulation are indi-
cated. Fourteen cases were simulated to gain infor-
mation about the role played by the pump type and 
sizing, valve sizing, and water temperature supply 
on the seasonal performance of the heating plant.  

3. Influence of Supply Temperature

The interaction between the imposed boiler setpoint 
temperature (water supply temperature) and the 
thermostatic valves was analysed first, by consider-
ing the layout of the heating system analysed in this 
paper. The thermostatic valve controls the water 
mass flow rate across the radiators with the goal to 
maintain a constant room temperature. Since the 
power exchanged between the radiators and the 
room depends on the mean radiator temperature, if 

the room load is fixed the mean radiator tempera-
ture is also fixed. If the water supply temperature 
increases, the thermostatic valve reduces the water 
mass flow rate and, as a consequence, the water 
temperature at the radiator outlet, is also reduced. 
The lower the water return temperature, the higher 
the condensing boiler efficiency is. However, by in-
creasing the water supply temperature, the water 
mass flow rate is progressively reduced, and lower 
mass flow rates can become a problem for the boiler 
and the system stability.  
In fact, boilers with low water content cannot oper-
ate with low water mass flow rates in order to avoid 
the risk of localized water boiling. For this reason, 
the interaction between the water supply tempera-
ture setpoint and the thermostatic valves becomes 
so important for variable mass flow rate hydraulic 
loops, as demonstrated by Lazzarin (2012 and 2014). 
The results of Cases (1), (2) and (3) are now analysed 
(see Table 1). Fig. 2 shows the trend of the yearly 
distribution of the total water mass flow rate 
(𝑚𝑚𝑤𝑤,𝐾𝐾𝐿𝐿𝐾𝐾), of the water supply temperature (𝜗𝜗𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑙𝑙𝑠𝑠), 
of the water return temperature (𝜗𝜗𝐿𝐿𝑒𝑒𝐾𝐾) and of the 
load factor (𝜙𝜙). By comparing the different charts, it 
is possible to highlight the percentage of winter time 
in which the heating system works under defined 
operating conditions. It becomes evident how, when 
reducing the water supply temperature, the time 
during which the boiler is switched on and the ther-
mostatic valves are opened, increases; at the same 
time, the water return temperature is larger when 
the water supply is reduced. 
Table 2 summarizes the most important results car-
ried out from the yearly simulations by varying the 
water supply temperature setpoint. Table 2 shows 
that by adopting a supply temperature of 80 °C 
(Case (3)) the boiler works in condensing regime 
and the amount of condensate per hour is 142 % 
higher when compared to Case (1) and 81 % higher 
than Case (2). 
This is due to the lower water return temperature 
obtained through a larger water supply tempera-
ture. 
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Fig. 2 – Yearly simulation results with different supply water tem-
perature setpoints at full load: ((1) ϑsupply = 60 °C, (2) ϑsupply = 
70 °C, (3) ϑsupply = 80 °C) 

However, more condensation doesn't always corre-
spond to higher boiler seasonal efficiency. In fact, it 
can be noticed that the seasonal efficiency of the 
boiler, by neglecting all the losses (Ƞg,no losses), increases 
when the supply temperature is increased; on the 
contrary, the boiler seasonal efficiency Ƞg (which 
takes into account the losses) decreases  when the 
supply temperature goes from 70 °C (Case(2)) to 
80 °C (Case(3)). The opposite trend of Ƞg,no losses and Ƞg 
highlights that from Case (2) and Case (3) the boiler 
losses are increased. This is due to the increase of the 
boiler on-off cycles from Case (2) to Case (3). In fact, 
Case (3) is characterized by a higher number of on-off 
cycles because when the supply temperature is in-
creased, the water mass flow rate becomes lower and 
its value, especially during the warmest months, can 
become lower than the value in correspondence of 
which the boiler with a low water content, must be 
switched off. In Case (1) the water mass flow is higher 
than in the other cases because of the low supply tem-
perature; in this case the condensing boiler operation 
is rarely stopped due to the large value of the mass 
flow rate. This means that during the warmer periods 
when the building thermal loads are lower and the 
condensing boiler works with low load factors (close 
to the minimum of its modulation range) in Case (1), 
the boiler on-off cycles have a frequency limited only 
by the minimum time interval between two consecu-
tive switches (i.e. 15 min). The net energy delivered 
to the water increases with the supply temperature 
setpoint, but it is necessary to notice that also the 
comfort level increases. In fact, the number of hours 

in which the rooms are under their setpoint tempera-
ture decreases when the supply temperature in-
creases; this means that the radiators were designed 
to work with a supply temperature higher than 70 °C 
and in the colder periods a supply temperature of 
60 °C is not enough to cover the building demands. 
However, the heating plant is not able to satisfy the 
bathroom setup temperature during the entire colder 
season, even in Case (3). The energy demand of the 
pump decreases if the supply temperature increases 
because the water flow rate is reduced.  

Table 2 – Seasonal results reached by varying the water 
supply temperatures setpoint 

(1) (2) (3) 
Efuel [kWh/y] 9785 9907 10040 
Ew  [kWh/y] 9705 9826 9898 
Ƞg 99.18 99.18 98.59 
Ƞg,no losses 100.66 101.06 101.79 
ton [h/y] 3258 2854 1919 
%tcond 98 98 100.0 
Cond [kgH2O/h] 0.12 0.16 0.29 
Nr. on/off cycles 1355 668 1016 
Epump [kWh/y] 17 13 12 
ϑkitchen<19.9 °C [h] 335 0 0 
ϑliving <19.9 °C [h] 0 0 0 
ϑwc<23.9 °C [h] 3144 1300 873 
ϑbedroom<19.9 °C [h] 0 0 0 

4. Influence of Pump Type and Size

4.1 Pump size 

In this section, the effects generated by the adoption 
of an oversized circulation pump are analysed. The 
interactions between circulation pump and thermo-
static valves have an influence on the correct behav-
iour of the whole circuit. The pump must be chosen 
in order to avoid that thermostatic valves operate at 
the limits of their operative field. Since the thermo-
static valves are not able to close their cross section 
area (A) completely, a minimum mass flow rate is 
always present, and its amount depends on the 
pressure drop over the valve for a fixed value of the 
valve rangeability (𝑅𝑅)  and 𝐾𝐾𝑣𝑣 as indicated by the 
following relationship: 
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�̇�𝑉 =  �𝐷𝐷𝑃𝑃𝑣𝑣𝑣𝑣𝑙𝑙𝑣𝑣𝑣𝑣
105

  𝐾𝐾𝑣𝑣,0  [𝑅𝑅(𝐴𝐴%−1)] (1) 

By selecting a more powerful pump, the mass flow 
rate increases and the thermostatic valves tend to 
operate closer to the final part of their stroke (small 
values of A). In this way, they lose their modulating 
capacity completely and become on-off controls. 
The thermal indoor comfort can be affected by this 
behaviour. In order to investigate this effect, differ-
ent simulations by adopting different variable speed 
pump sizes were carried out. Five different cases 
(Cases (4), (5), (6), (7) and (8)) were considered (see 
Table 1). 

Table 3 – Seasonal results obtained by adopting pumps of differ-
ent sizes 

(4) (5) (6) (7) (8) 
Efuel 
[kWh/y] 9857 9905 9975 10081 10300 
Ew 
[kWh/y] 9773 9824 9902 10019 10274 

Ƞg 99.14 99.19 99.27 99.38 99.74 

Ƞg,no losses 101.1 101.1 101.1 101.1 101.1 

ton [h/y] 2853 2863 2906 2993 3279 

%tcond 98.4 98.4 98.1 97.9 97.8 
Epump 

[kWh/y] 10.1 12.2 15.3 20.6 31.0 
On Off/h 
[n/h] 0.23 0.23 0.22 0.20 0.14 
Cond 
[kgH2O/h] 0.16 0.16 0.16 0.16 0.15

ϑkitchen> 
20.8 °C 
[h] 

1206 1304 1416 1645 2234 

ϑliving 

>20.8 °C 
[h] 

2313 2469 2881 3498 4358 

ϑwc

>24.8 °C 
[h] 

7 5 7 14 21 

ϑbedroom 

>20.8 °C 
[h] 

1865 2181 2421 2857 3616 

Table 3 shows that when the pump hydraulic head 
is increased, the thermostatic valves are no longer 
able to control the ambient temperature and the 
overheated periods are longer.  
The bathroom is the room where overheating is less 
important, due to the higher thermal loads which al-
low the thermostatic valve to work in its whole op-
erative range. 

Along with the indoor comfort issue, also energy 
consumption supports the conclusion that the adop-
tion of an oversized pump is always a bad design 
choice. Table 3 shows that with an oversized pump 
the heating system delivers more energy to the 
building, but unfortunately, this additional heat is 
mainly used to overheat the rooms. The condensing 
boiler efficiency is not influenced by the pump size, 
but the pump energy consumption increases pro-
portionally to the pump hydraulic head. 

4.2 Pump Type 

In this section, three different pump types are com-
pared (i.e. Cases (2), (4) and (9), see Table 1). Varia-
ble speed circulation pumps are generally coupled 
to thermostatic valves in order to minimize the pres-
sure drop across the valve when the load factor goes 
down. In this way noise problems due to high-pres-
sure drops across the valve can be overcome and the 
pump energy consumptions can be reduced.  
In Table 4 the main results obtained by adopting 
constant speed and variable speed pumps are re-
ported. It is evident that the condensing boiler effi-
ciency and its operating time are not influenced by 
the pump type. It can be noticed that adopting a var-
iable speed pump with a decreasing pressure head 
(Case (9)) less energy is delivered to the water, and 
this is underlined by longer periods in which the 
rooms are underheated. The overheating period is 
strongly reduced in Case (9) because the pump re-
duces its hydraulic head when the valves are clos-
ing. Therefore, the water mass flow rate along the 
hydraulic loop is lower than in the other cases. On 
the other hand, the underheating periods are longer 
in Case (9) with respect to the other cases because 
the mass flow rate moved by the pump is slightly 
lower than in Cases (2) and (4). The minimum oper-
ative temperature guaranteed in the rooms is simi-
lar in the three cases; it can thus be assessed that the 
indoor comfort level is quite good, independently 
from the adopted pump type. The results reported 
in Table 4, put into evidence that the pump energy 
consumptions are considerably reduced in Case (9) 
(-51 % with respect to Case (4), -62 % when com-
pared to Case (2)). In large hydraulic networks im-
portant energy savings are expected by the use of 



Mara Magni, Jean Pierre Campana, Gian Luca Morini 

42 

variable speed pumps with a decreasing pressure 
head coupled to thermostatic valves. 

Table 4 – Seasonal results obtained by using different pump 
types 

(2) (4) (9) 

Efuel [kWh/y] 9907 9857 9723 
Ew [kWh/y] 9826 9773 9630 
Ƞg 99.18 99.14 99.04 
Ƞg,no losses 101.06 101.06 101.06 
Epump [kWh/y] 13 10 5 
ton [h/y] 2854 2853 2805 
ϑkitchen<19.9 °C [h] 0 2 45 
ϑliving <19.9 °C [h] 0 0 0 
ϑwc<23.9 °C [h] 1300 1665 3000 
ϑbedroom<19.9 °C [h] 0 0 0 
ϑmin,kitchen [°C] 19.93 19.90 19.84 
ϑmin,livingroom [°C] 20.22 20.19 20.14 
ϑmin,wc [°C] 23.61 23.57 23.50 
ϑmin,bedroom [°C] 20.18 20.15 20.09 
ϑkitchen >20.8 °C [h] 1300 1206 1020 
ϑliving >20.8 °C [h] 2479 2313 1668 
ϑwc >24.8 °C [h] 5 7 4 
ϑbedroom >20.8 °C [h] 2190 1865 1526 

5. Valve Sizes

Thermostatic valve sizing is important because it is 
correlated to its authority. The authority is the ratio 
between the pressure drop over the open valve to 
the total pressure drop over the controlled branch of 
the hydraulic circuit in which the valve is inserted. 
A rule of thumb for the valve sizing is to select the 
valve size in order to obtain a valve authority of 
around 0.5. In fact, if the valve is oversized its au-
thority is low and the valve is no longer able to re-
duce the mass flow rate in the controlled branch, if 
needed. In order to show the effects of the adoption 
of oversized valves on the performances of the heat-
ing plant five yearly simulations were carried out in 
order to compare the seasonal results obtained with 
different valve sizing (Cases (4),(10),(11),(12),(13)), 
by changing the Ckv factor as described in Table 1. 
Table 5 summarizes the main results. By increasing 
the valve size, the water mass flow rate increases be-
cause the valves are characterized by lower author-
ity; this means that, even in the warm period, the 

radiators receive larger water flow rates with high 
temperatures that contribute to the room overheat-
ing. Since the minimum mass flow rate increases 
with the valves size, the boiler is switched on for 
longer periods when larger valves are adopted. The 
water return temperature increases and the flow 
rate of condensed water decreases. The number of 
the boiler on-off cycles per hour is lower in the 
Cases (4), (10), and (11) because in the warm periods 
due to the low mass flow rates the boiler remains 
switched off. This parameter is 0 in Case (13) be-
cause the mass flow rate is always large enough to 
avoid the boiler switch off, and it has a peak in Case 
(12).  

Table 5 – Seasonal results obtained by using different valve sizes 

(4) (10) (11) (12) (13) 

Efuel 
[kWh/y] 

9857 9957 10129 12004 13553 

Ew [kWh/y] 9773 9883 10075 12069 13567 
Ƞg 99.1 99.3 99.5 100.5 100.1 
Ƞg,no losses 101.1 101.1 101.1 101.6 100.1 
ton [h/y] 2853 2899 3049 4417 5448 
On Off/h 
[n/h] 

0.23 0.22 0.19 0.47 0.00 

Cond 
[kgH2O/h] 

0.16 0.16 0.16 0.16 0.08 

Epump 
[kWh/y] 

10.1 10.2 10.3 9.8 11.0 

ϑkitchen 
>20.8 °C [h] 

1206 1390 1787 3225 4306 

ϑliving 

>20.8 °C [h] 
2313 2822 3624 5088 5448 

ϑwc 

 >24.8 °C [h] 
7 7 17 2089 2912 

ϑbedroom  
>20.8 °C [h] 

1865 2380 3040 4268 5437 

In Case (12), the water mass flow rate is always 
larger than the minimum value needed in order to 
keep the boiler switched on but the load factor is of-
ten close to the boiler minimum modulation level. 
This leads the boiler to work in on-off cycles with a 
frequency imposed by the minimum switch off time 
of the boiler (i.e. 15 min). The energy required by the 
pump is almost constant because when the water 
mass flow rate increases, the pressure drop over the 
valves decreases if larger valves are adopted. The 
most important aspect linked to the adoption of 
valves having different sizes, is related to the room 
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comfort. From Table 5 it is evident that oversized 
valves can have problems in controlling the room 
temperature: important overheating periods are 
present especially in Cases (12) and (13). This leads 
to an increase of energy consumptions (see Efuel in 
Table 5), too. 

6. Intermittent Operation Mode

It often happens that, during the nighttime, the us-
ers decide to reduce the setup value of the room 
temperature or to switch the heating plant off with 
the aim to reduce energy consumption. If the heat-
ing plant is switched off, room temperature can de-
crease 2-4 K during the nighttime, depending on the 
building thermal insulation level. This leads the 
thermostatic valves to be open completely when the 
heating system restarts in the morning.  

Table 6 – Seasonal results obtained under continuous (case (4)) 
or intermittent (Case (14)) operation mode 

(4) (14) 

Efuel [kWh/y] 9857 9664 
Ew [kWh/y] 9773 9524 
Ƞg 99.14 98.56 
Ƞg,no losses 101.06 100.41 
ton [h/y] 2853 2358 
%tcond 98 55 
Cond [kgH2O/h] 0.16 0.14 
Epump [kWh/y] 10.1 15.6 
ϑkitchen<19.9 °C [h] 0 1185 
ϑliving <19.9 °C [h] 0 480 
ϑwc<23.9 °C [h] 1665 3544 
ϑbedroom<19.9 °C [h] 0 521 

The boiler will work at the maximum load factor 
and also the water mass flow rate will be at its max-
imum.  
This makes the system work with larger water re-
turn temperature, which can reduce the boiler sea-
sonal efficiency. In Table 6 the main results of the 
simulations in continuous operation mode (Case 
(4)) and intermittent regime (Case (14) are reported: 
the same input parameters of Case (4) but the boiler 
is switched off every day from 11pm to 6 am during 
the whole winter). From Table 6, it becomes evident 
how the adoption of an intermittent regime reduces 
the boiler seasonal efficiency. Since the boiler has 

good performance even when it works without con-
densation, the seasonal efficiency is always quite 
large.  

Fig. 3 – Supply temperature, return temperature, water mass 
flow rate and boiler efficiency under continuous (Case (4) and 
intermit-tent (Case (14)) operation mode 

The energy saving is only 1.95 % in Case (14) with 
respect to Case (4) even if the average room temper-
atures are much lower. This result can be explained 
if one considers that the number of hours in which 
the boiler works in condensation regime is reduced 
to 50 % by adopting an intermittent regime.  
Fig. 3 shows a period of seven days in wintertime 
starting from December 19. The trends of the water 
mass flow rate, of the water return temperature and 
of the boiler efficiency confirm that the intermittent 
regime is characterised by lower efficiency due to 
larger water flow rates and higher return tempera-
tures. 

7. Conclusion

In this work the capability of a new Simulink block 
set named ALMAHVAC (coupled with ALMA-
Build) as tools for the dynamic simulations of hy-
dronic systems was tested. The Simulink blocks 
used to model pumps, boilers, radiators and ther-
mostatic valves are fully compatible with the CAR-
NOT library. A series of numerical results are 
shown, analysing the influence of the pump sizing 
rules, the pump control type, the valves sizing and 
user behaviour (by varying the water supply tem-
perature setpoint and by selecting the intermittent 
use of the heating system) on the seasonal efficiency, 
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and on the thermal indoor comfort. A higher supply 
temperature leads to a lower return temperature, 
which is a good condition for the condensing boiler, 
and to a lower water mass flow rate which can in-
crease the number of on-off cycles especially during 
the warmest winter periods. This means that a 
trade-off supply temperature value exists in order 
to maximize the seasonal efficiency of the system. 
Oversized valves and pumps make the system less 
efficient in terms of capacity, to guarantee both ideal 
indoor thermal conditions and low energy con-
sumption. It is also proven that the adoption of an 
intermittent regime for the heating plant can reduce 
significantly the indoor comfort and the boiler effi-
ciency. 

Nomenclature 

Symbols 

𝜂𝜂 Efficiency [-] 
𝜙𝜙 Load factor [-] 
𝜗𝜗 Temperature (°C) 
E Energy [kWh] 
T Time [h] 
A Valve position [%] 
𝐾𝐾 Flow coefficient [h−1 m3  b ar−1/2] 
R Rangeability [-] 

DP Pressure difference [Pa] 
�̇�𝑉 Volume flow [𝑚𝑚3/ℎ] 

Cond Condensation 
𝑚𝑚 Mass flow rate [kg/s] 
C Multiplication factor 

Subscripts/Superscripts 

g Generation 
g,no losses Generation without the boiler losses 

g,ist Instantaneous generation 
ret Return 
w Water 
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Abstract 
Nowadays, the complexity of the interactions between 

thermal plants and buildings for NZEB buildings is in-

creasing. The decrease in primary energy consumption by 

NZEB is generally pursued by maximizing the use of re-

newable energy which gives a discontinuous contribution 

during the season; it becomes important to study in detail 

the dynamic interactions between the building and the 

adopted HVAC systems, by taking into account unsteady 

state behaviour of walls, roofs, windows, and so on. This 

kind of analysis can be carried out with conventional dy-

namic simulation software (i.e. TRNSYS, ESP-r, Energy 

Plus, DesignBuilder). It has been demonstrated that a de-

tailed analysis of controlled HVAC systems can also be 

carried out by using SIMULINK, and in the past open 

block libraries made in SIMULINK were proposed for 

HVAC system analysis, like in the case of the CARNOT 

blockset. However, besides its completeness, the building 

modelling is still considered a weak point of CARNOT due 

to its limited flexibility. For this reason, a new specific li-

brary named ALMABuild based on SIMULINK blocks for 

the dynamic modelling of a building is presented in this 

paper with the aim to integrate and improve the blocks al-

ready available in CARNOT.  

In ALMABuild, the modelling of a building with SIM-

ULINK is driven by means of a series of Graphical User 

Interfaces (GUI). In this paper a benchmark of ALMABuild 

is shown by using TRNSYS as a reference. The comparison 

evidenced a good agreement between the two methods. 

However, differences were present each time that the pro-

cedure indicated by the European Standard EN ISO 

13790:2008 (and integrally followed by ALMABuild) was 

not in agreement with the procedure followed by TRNSYS 

(based on American standards). 

 

 

1. Introduction  

During the last two decades, the awareness of the 
public opinion on the environmental costs of the 
overall energy consumption has strongly increased. 
Since the building sector represents one of the most 
important energy consumers (up to 40 % of the Eu-
ropean Union final energy demand), the European 
Commission issued a series of Directives to improve 
building energy efficiency and the exploitation of 
renewable energy sources (European Commission, 
2010). As a consequence, the current legislation of 
most Member States imposes upper limits to the an-
nual energy consumption of HVAC systems cou-
pled to buildings. During the design phase, the eval-
uation of the predicted building energy needs is car-
ried out by means of simulation models, according 
to various techniques: some of them are based on 
the knowledge and resolution of the thermal bal-
ance equations of the building, while others are 
based on the monitoring of data inside the thermal 
zones (Foucquier et al., 2013). 
SIMULINK has been demonstrated in the past dec-
ade, to be an efficient framework to develop 
Lumped Parameters Whole Room models (LPWR), 
which evaluate the behaviour of a thermal zone by 
lumping the whole zone, and Lumped Parameter 
Construction Element models (LPCE) that simulate 
each building high mass element (i.e. walls, roofs, 
and so on) by means of RC models (Oliveira Panao 
et al., 2016; Morini and Piva, 2007 and 2008). More 
specifically, Fraisse et al. (2002) and Hudson et al. 
(1999) developed RC models of high mass elements 
in SIMULINK in order to study the minimum num-
ber of capacities needed for the accurate evaluation 
of the surface temperature of both sides of a wall, 
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whilst Riederer et al. (2000) and de Wit (1988) 
showed how a room and a multi-zone building 
model can be obtained in SIMULINK. 
In 2000, the Solar Institute Juelich (Wemhöner et al., 
2000) proposed an open library of SIMULINK 
blocks for the modelling of solar plants. This library 
is commercially available since 1999 with the name 
of CARNOT blockset (Conventional And Renewa-
ble eNergy Optimization Toolbox). The develop-
ment of CARNOT was started with the financial 
support of Viessmann GmbH, a German manufac-
turer and market leader for house heating equip-
ment, who needed models of conventional and re-
newable components of house heating systems to 
accelerate the design process of the control systems. 
However, the success of CARNOT has been scarce, 
as proved by the actual limited diffusion of this li-
brary (limited to German countries). Nowadays, un-
der the impulse of Viessmann, CARNOT contains a 
set of blocks representative of the most important 
HVAC devices but only simplified blocks for the 
building modelling are available, this aspect is still 
an open problem for the diffusion of the CARNOT 
blockset. One of the main advantages to operate in 
a MATLAB/SIMULINK framework is that this plat-
form is very well known and spread both in aca-
demic and professional environments and it be-
comes easy for the users to approach it in order to 
model new HVAC devices and building elements. 
In this way each user can easily add new compo-
nents to the library both by designing directly new 
graphical Simulink models and by using C-, 
Fortran- or MATLAB M-scripting languages. 
Since the authors are convinced of the huge poten-
tial of this approach and are aware that the improve-
ment of the building modelling is one of the most 
important constraints to be removed in order to en-
hance the spreading of CARNOT, in this paper a 
SIMULINK library named ALMABuild, useful for 
the realization of LPCE models, is presented. 
ALMABuild allows to describe and to evaluate the 
heat transfer mechanisms in a thermal zone by cou-
pling a 3R4C model to each massive building ele-
ment.  
Each elementary building element is modelled 
through customized SIMULINK blocks, by means of 
which the energy conservation equation is solved 
according to a lumped formulation procedure. Since 

this approach is the same proposed by CARNOT, 
the complete compatibility of the new ALMABuild 
library blockset with CARNOT has been guaranteed 
by adopting the same structure of the bus connec-
tion among blocks. In this way ALMABuild can be 
used as an integration of CARNOT blockset in a 
similar way in which TRNBuild is used in TRNSYS 
in order to improve the native building modelling. 

2. The ALMABuild Library 

ALMABuild contains all the elementary blocks 
needed for a complete description of the heat trans-
fer mechanisms in a building. The ALMABuild 
blockset is composed by three different kinds of 
blocks: (i) Building Massive Element blocks (BME) 
that contain the physical model of each massive 
opaque building component (walls, floors, roofs, 
etc.); (ii) Building Clear Components (BCC) that 
contain the physical model of low mass clear com-
ponents of the building envelope (windows, etc.) 
and (iii) Building Thermal Balance (BTB) blocks that 
enable to couple BME and BCC blocks in order to 
solve the thermal balance of the thermal zone. 
The BME blocks are based on a fourth order RC 
model in which three thermal resistances and four 
capacities (3R4C) are used to calculate the dynamic 
trend of temperature and heat flux across the build-
ing element. 
On the contrary, BCC blocks contain a 1R2C model 
for the dynamic analysis of light and clear building 
elements. BTB blocks are based on a two-star model 
for the calculation of the air and the radiative tem-
perature associated to a single thermal zone defined 
by a series of BME and BCC blocks. One BTB block 
is used for each thermal zone in order to put to-
gether all the BME and BCC blocks related to the 
zone. Since each building element (i.e. walls, roofs, 
floors, ceilings, windows) differ in exposition (inter-
nal, external, or on the ground), slope (vertical, in-
clined, or horizontal) and optical behaviour (clear or 
opaque), in order to facilitate the creation of a com-
plete model for each element, ALMABuild uses a se-
ries of Graphical User Interfaces (GUIs) by means of 
which all the properties of each building element 
and each thermal zone can be defined. In this way a 
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complete set of BME, BCC, and BTB are created au-
tomatically without the use of the SIMULINK 
graphical desktop. GUIs facilitate the use of ALMA-
Build also for users without experience in the use of 
SIMULINK. 
Once all the data requested by the GUIs are set, each 
thermal zone will be associated to a BTB block and 
the connections between the different BTB blocks 
are automatically created in SIMULINK. 
In this way, the creation of a building model in 
ALMABuild is faster than in CARNOT and, most 
importantly, the risk of making a mistake during the 
creation of the building model in SIMULINK is 
strongly reduced. 

3. ALMABuild vs TRNSYS 

With the aim to demonstrate the accuracy of the nu-
merical results by using ALMABuild for the dy-
namic modelling of a building, a comparison be-
tween ALMABuild and TRNSYS was carried out. In 
order to test each single heat transfer mechanism, a 
series of numerical runs have been done to decouple 
a single mechanism from the other ones. The first 
test considers a single thermal zone delimited by 
opaque components only. In this way, it is possible 
to test how ALMABuild is able to reproduce the ex-
pected dynamic behaviour of the opaque walls 
linked to: (i) the heat transfer due to the inner and 
outdoor temperature difference (ii) the external ra-
diative heat transfer with the sky, (iii) the heat trans-
fer linked to the absorption of solar radiation on the 
wall external surface. The second test is related to 
the thermal zone behaviour in the presence of a clear 
component (vertical window). In this way it is pos-
sible to check if ALMABuild is capable of predicting 
accurately the effect on the zone’s thermal balance 
due to the entrance of solar radiation into the room. 
In all the numerical runs shown in this paper, the 
external conditions, are evaluated using METE-
ONORM climatic data of Bologna (Italy). No inter-
nal gains or HVAC systems are considered. 
 
 
 
 

3.1 Room with Opaque Walls Only 

3.1.1 Heat transfer due to inner and outlet 
temperature difference 

In this first numerical run a thermal zone delimited 
by opaque walls only is considered. The internal 
volume of the room is 210 m3, the room has a rectan-
gular shape and is closed with 4 external vertical 
walls, two of them of 21 m2 (East and West) and the 
other two of 30 m2 (North and South), an adiabatic 
floor and a horizontal roof of 70 m2. The main char-
acteristics of the layers of the external walls and roof 
are described in Table 1 and Table 2. 

Table 1 – Thermophysical characteristics of the main wall layers 
(from the internal to the external side) 

Layer 
s 

 [cm] 

 λ  

[W m-1 K-1] 

ρ 

 [kg m-3] 

cp 

 [J kg-1 K-1] 

Plaster 1.5 0.9 1800 910 

Bricks 25 0.287 800 840 

Insulation 6 0.039 30 1200 

Plaster 1.5 0.9 1800 910 

Table 2 – Thermophysical characteristics of the main roof layers 
(from the internal to the external side) 

Layer 
s 

 [cm] 

  λ  

[W m-1 K-1] 

ρ  

[kg m-3] 

cp  

[J kg-1 K-1] 

Ceiling 24 0.65 800 840 

Screed 4 1.35 2000 1000 

Insulation 3 0.039 30 1200 

 
Solar absorbance and infrared emissivity of all com-
ponents are set to zero. In this way, the only heat 
flux considered across the opaque walls is due to the 
temperature difference between the inside and the 
outside. The numerical simulation period started on 
January 1 and lasted for the full month of January. 
In order to have more readable figures, only the re-
sult of the last two simulated days were plotted. 
It is important to highlight that for each opaque ele-
ment ALMABuild uses an RC-model (3R4C); on the 
contrary TRNSYS uses the Mitalas transfer function 
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method (Mitalas et al., 1972) for the modelling of the 
dynamic heat transfer across opaque walls. 
Fig. 1 shows a comparison between the room air 
temperature calculated for the room described be-
fore by ALMABuild and TRNSYS models.  
It can be noticed that both ALMABuild and TRNSYS 
give the same value of the room air temperature 
with an average difference less than 0.01°C; in addi-
tion, the phase lag between internal air temperature 
and the external one is the same, be it with TRNSYS 
or ALMABuild. However, Fig. 1 evidences a slight 
average time delay of the order of 20 minutes, be-
tween the two temperature trends. However, these 
results show that the 3R4C model and Mitalas trans-
fer function method are in good agreement, and that 
the total thermal inertia of the room is correctly ac-
counted for by ALMABuild. 

 

Fig. 1 – Comparison of the room air temperature (Tint) obtained with 
ALMABuild (dashed line) and TRNSYS (solid line) 

3.1.2 Radiative heat exchange with the sky 
The infrared emissivity coefficient of all the opaque 
walls was set to 0.9, in order to verify the effect of 
the radiative heat exchange between the external 
surface of the opaque walls and the sky.  
ALMABuild calculates the radiative heat transfer in 
agreement with UNI EN 13790: 2008 and UNI TS 
11300-1: 2014; the sky temperature is obtained as a 
function of the external vapour pressure following 
the method proposed by UNI TS 11300-1. On the 
contrary, TRNSYS uses as sky temperature with 
hourly values as given by the METEONORM data-
base. 
The comparison of the radiative heat transfer (Qsky) 
calculated by ALMABuild and TRNSYS is shown in 
Fig. 2. It is evident that the values of Qsky calculated 
by ALMABuild and TRNSYS are of the same order 

of magnitude but their trend is very different. This 
is mainly due to the fact that the effective sky tem-
perature, Tsky, used in the two models, is not the 
same, as evidenced in Fig. 2. 

 

Fig. 2 – Comparison of the radiative heat exchange with the sky 
(left side, upper lines) and effective temperature of sky (right side, 
lower lines) obtained with ALMABuild (dashed line) and TRNSYS 
(solid line) 

In order to check if the difference in terms of Qsky is 
mainly due to the different way to calculate Tsky, the 
same evaluation has been repeated by imposing in 
both ALMABuild and TRNSYS, the same trend of 
Tsky. The values of Qsky, obtained by assuming the 
same value of Tsky are shown in Fig. 3. It is evident 
that a systematic difference between the predictions 
of ALMABuild and TRNSYS still remains; however, 
the maximum deviation in the evaluation of Qsky is 
reduced from 19 %, using different Tsky values, 
down to 5 %, using the same trend of Tsky. 
The 5 % difference evidenced in Fig. 3 is due to the 
use of a different Qsky formulation in TRNSYS and 
in ALMABuild. In fact, TRNSYS takes into account 
that the radiative heat transfer between the external 
surface of a building and the sky is in reality a three-
body radiative problem in which also the presence 
of the ground surface must be taken into account. 
On the contrary, ALMABuild, according to the Eu-
ropean Standard UNI EN 13790: 2008 ignores the 
presence of the ground. 
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Fig. 3 – Comparison of the radiative heat exchange with the sky 
obtained with ALMABuild and TRNSYS, using the same Tsky 

Fig. 4 puts in evidence the effect of the difference 
evidenced by Qsky on the room air temperature. In 
this specific case, the different values of Tsky lead to 
a different evaluation of the room air temperature of 
0.5 °C. This difference goes down to 0.2 °C if the 
value of Tsky is the same. 

 

Fig. 4 – Comparison of the room air temperature considering radi-
ative heat exchange, with the same Tsky used in TRNSYS, (ALMA-
Build 2) and with a different Tsky, ALMABuild 1 

3.1.3 Solar heat gain 
In this section, the radiative heat exchange with the 
sky of the external walls is once again disabled (by 
setting the infrared emissivity coefficient to zero), 
whilst solar heat gain of the opaque walls is enabled 
by setting thesolar absorbance coefficient to 0.3. 
In this way, starting from the same climatic data, it 
is possible to compare the calculation of the solar ra-
diation that strikes a surface with a defined orienta-
tion and slope made by TRNSYS and ALMABuild, 
and its effect on the room air temperature. 
Fig. 5 shows the solar radiation that strikes a vertical 
surface exposed to South. From Fig. 5, it is clear that 

the two models give the same results since the cal-
culation of the solar radiation is based on the same 
solar model due to Perez (Perez et al., 1990). 
Fig. 6 shows the difference in terms of room air tem-
perature between the values obtained with TRNSYS 
and ALMABuild. It is evident that the trend is simi-
lar to the trend shown in Fig. 1; this means that 
TRNSYS and ALMABuild count the contribution of 
the solar gains exactly in the same way. 

 

Fig. 5 – Comparison of the incident solar radiation, per surface unit, 
on a vertical South wall, obtained with TRNSYS and ALMABuild 

 

Fig. 6 – Comparison of the room air temperature, considering solar 
heat gains, with TRNSYS and ALMABuild 

3.1.4 The overall simulation 
After analysing the differences between TRNSYS 
and ALMABuild in terms of each single thermal 
flux, all the main heat transfer mechanisms are sim-
ultaneously taken into consideration. The infrared 
emissivity and solar absorbance coefficient of all the 
external opaque surfaces are set to 0.9 and 0.3 re-
spectively. 
In this way, it is possible to see if there is any inter-
ference between the different mechanisms and 

0 10 20 30 40 50

time [hr]

4500

5000

5500

6000

6500

7000

Q
sk

y 
[W

]

TRNSYS

ALMABuild

0 10 20 30 40 50

time [hr]

4.5

4.6

4.7

4.8

4.9

5

5.1

5.2

5.3

Ti
nt

 [°
C

]

TRNSYS

ALMABuild 1

ALMABuild 2

0 10 20 30 40 50

time [hr]

0

50

100

150

200

250

300

350

400

Q
so

l [
W

/m
2

]

TRNSYS

ALMABuild

0 10 20 30 40 50

time [hr]

6.75

6.8

6.85

6.9

6.95

7

7.05

7.1

Ti
nt

 [°
C

]

TRNSYS

ALMABuild



Jean Pierre Campana, Mara Magni, Matteo Dongellini, Gian Luca Morini 

50 

which is the overall effect on the room air tempera-
ture.  
Fig. 7 shows the room air temperature trend ob-
tained by using TRNSYS and ALMABuild. In this 
comparison the evaluation of Tsky in ALMABuild is 
done according to UNI TS 11300-1.  
It is evident from Fig. 7 that the trends of the room 
air temperature obtained with TRNSYS and ALMA-
Build have the same phase lag but a systematic shift 
of 0.3 °C which is less than the greatest deviation 
noticed when only radiative heat exchange, with a 
different evaluation of Tsky, was considered (see Fig. 
4). 

 

Fig. 7 – Comparison of the room air temperature, considering all 
the thermal fluxes on the opaque component, with TRNSYS and 
ALMABuild 

This means that the combination of different heat 
fluxes across the building elements leads to a com-
pensation of the single deviation between the two 
considered models.  
In summary the results shown in Fig.s 1–7 can be 
considered a positive benchmark for ALMABuild 
when only opaque building elements are present in 
a thermal zone. 

3.2 Room with a Window 

In this section a clear component (windows) is add-
ed to the previous thermal zone.  
The room is the same of the previous simulations 
but there is a window inserted in the South wall, the 
properties of which are shown in Table 3. The goal 
of the following simulation is to compare the clear 
building component model used by TRNSYS with 
the BCC block of ALMABuild. Incident solar radia-
tion in a window surface can be absorbed or re-
flected by the frame or by the glass, and transmitted 

through the glass. In order to define a window, re-
flection, transmission, and absorbance coefficient 
have to be known, since they are functions of the an-
gle of incidence of the solar radiation. Moreover, not 
only the window model is more complex than the 
model for an opaque component, but also the intro-
duction of a clear component in a thermal zone 
makes the thermal balance model of the zone more 
complex. In fact the incoming solar radiation trans-
mitted by the window, has to be distributed among 
the internal surfaces of the opaque components that 
bind the thermal zone. 
The TRNSYS model calculates the global heat flux 
through the window glazing, evaluating the pane 
temperature distribution with an iterative proce-
dure. The distribution of the incoming solar radia-
tion is carried out evaluating the short wave radia-
tion distribution factor (Klein et al., 2010) defined by 
the user. 

Table 3 – Window properties 

Property Value Unit 

Surface 2 m2 

Frame Fraction 20 % 

Number of glass 2 - 

Thermal Transmittance 1.4 W m-2K-1 

Solar Transmittance 0.589 - 

 
On the contrary, in ALMABuild windows are de-
scribed using a 1R2C model, so that the temperature 
of the internal and external side of the window is 
calculated, whilst the short wave radiation distribu-
tion factor is automatically evaluated as a function 
of the thermal zone geometry. 
The external conditions considered are the same for 
ALMABuild and TRNSYS models, but with a differ-
ent evaluation of Tsky. 
Fig. 8 shows the global solar radiation incoming in 
the thermal zone, that is the solar radiation trans-
mitted by the window, evaluated by using TRNSYS 
and ALMABuild. It can be noticed that the two pro-
files are very similar with a maximum absolute de-
viation of about 10 W/m2. The room temperature 
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evaluated by TRNSYS and ALMABuild are com-
pared in Fig. 9. 

 

Fig.8 – Comparison of the solar radiation entering the thermal area 
from the window, with ALMABuild and TRNSYS 

From Fig. 9, we can notice that the maximum devi-
ation between these two profiles is around 0.3 °C, 
which is the same value reached by considering a 
room with only opaque elements.  

 

Fig.9 – Comparison of the room air temperature, considering the 
thermal zone with a window, obtained with TRNSYS and ALMA-
Build 

3.3 Annual Simulations 

Annual simulations by considering the room with a 
window have been made in order to compare TRN-
SYS with ALMABuild. For this comparison the 
BESTEST methodology was followed, even if the ge-
ometry of the room is different from the cases pro-
posed by the BESTEST procedure (Judkoff et al., 
1995). In Table 4 the maximum, minimum, and av-
erage annual hourly-integrated internal room tem-
perature values are shown. The annual incident 
solar radiation is not reported because the results 
are identical, since the two codes use the same solar 
model. 

Table 4 – Comparison of the annual result obtained using TRN-
SYS, ALMABuild 1 (considering different Tsky) and ALMABuild 2 
(considering the same Tsky) 

Internal 

Temperature 

TRN 

Build 

ALMA 

Build 1 

ALMA 

Build 2 

Max (°C) 26.47 25.85 26.33 

Min (°C) 2.81 3.01 2.86 

Mean (°C) 15.66 15.63 15.71 

 
The results reported in Table 4 show a good agree-
ment between TRNSYS and ALMABuild in terms of 
internal temperature, both considering equal and 
different Tsky values. Moreover, the hours at which 
minimum and maximum temperature values were 
observed with ALMABuild are shifted by 2 and 6 
hours with respect to TRNSYS, for both equal and 
different Tsky values. The results quoted in Table 1 
confirm that ALMABuild is in good agreement with 
TRNSYS. However, the validation process of 
ALMABuild is at its early stage, that is why new val-
idation cases, following the BESTEST procedure, are 
scheduled in the future.  

4. Conclusion 

In this work the benchmark of a new SIMULINK 
library for building modelling named ALMABuild 
is presented. This library is composed by Building 
Massive Element (BME) blocks based on 3R4C mod-
els, by Building Clear Components (BCC) blocks 
based on 1R2C models and by Building Thermal 
Balance (BTB) blocks based on a two-star thermal 
balance model of a thermal zone. 
Comparing the main results, in terms of heat fluxes 
and room air temperature profiles, with the results 
obtained using TRNSYS, the benchmark of ALMA-
Build has been set. The results shown in this paper 
highlight that differences are present each time that 
the procedure indicated by the European Standard 
EN ISO 13790:2008 (and integrally followed by 
ALMABuild) is not in agreement with the proce-
dure followed by TRNSYS (based on American 
standards), like in the case of the evaluation of radi-
ative heat transfer between the building external 
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surface and the sky. Even if further validations are 
planned, it is possible to conclude that ALMABuild 
library can be considered a good tool for dynamic 
simulation; its strengths are its full coherence with 
European Standards and its full compatibility with 
the CARNOT blockset. 

Nomenclature 

Symbols 

cp Specific heat capacity (J/(kg K)) 
Q Heat flux (W) 
s Thickness (cm) 
T Temperature (°C) 
λ Thermal conductivity (W/(m K)) 
ρ Density (kg/m3) 

Subscripts/Superscripts 

ext Referred to the external air 
int Referred to internal room air 
sky Referred to the sky 
sol Referred to the solar radiation 
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Abstract  
In recent years, there has been a proliferation of air-

conditioning in both residential and commercial buildings 

in India. Mixed-mode buildings are buildings in which a 

combination of air-conditioning and natural ventilation is 

used to provide comfortable indoor environments. These 

buildings are likely to be less energy consuming than fully 

air-conditioned buildings, and further energy savings can 

be achieved by using air movement to increase the cooling 

setpoint temperature without jeopardizing the occupants’ 

thermal comfort. The aim of this research was to develop 

and test on a typical Indian apartment a methodology to 

quantify these energy savings using dynamic thermal 

simulations. The core of this method is the definition of the 

cooling setpoint, which varies monthly according to the 

ASHRAE 55-2013 adaptive model. The results show that 

the annual energy demand for space cooling can be 

reduced by as much as up to 70 percent by using air 

motion devices. Moreover, the indoor thermal conditions 

during the occupied periods predicted by the model are 

closer to the values measured in field studies in India. 

1. Introduction 

In recent years, there has been a proliferation of air-
conditioning in both residential and commercial 
buildings, and, due to the warming climate and the 
growing disposable income in several densely pop-
ulated developing countries, energy demand for 
space cooling is dramatically increasing. The addi-
tional electricity demand generated by new in-room 
air conditioners purchased between 2010 and 2020 
is projected to grow to more than 600 billion kilo-
watt-hours globally by 2020, and four countries, 
namely China, India, Brazil, Japan, together with 

the EU, are expected to represent 90 per cent of this 
market in 2014 (Shah et al., 2013).  
Mixed-mode buildings are buildings in which a 
combination of air-conditioning and natural venti-
lation is used to provide comfortable indoor envi-
ronments (Brager, 2006). There are three possible 
types of mixed-mode buildings based on operation 
strategy: concurrent, changeover, and zoned. In the 
first case, mechanical and natural ventilation are 
simultaneously used in the same space; with the sec-
ond case, only one ventilation type is used in the en-
tire building for a certain amount of time such as 
one day or one month; in the third case, ‘zoned’ 
means that both modalities are used at the same 
time, but in different parts of the building.   
Mixed-mode buildings are likely to be less energy 
consuming than fully air-conditioned buildings, but 
predicting their performance is a more complex 
task. An approach has been proposed (Spindler and 
Norford, 2009a and 2009b), but its authors stated 
that this model cannot be used in domestic build-
ings because the occupants have direct control over 
the system. Moreover, research showed that the 
choice of the comfort criteria significantly affects the 
analysis of mixed-mode buildings (Borgeson and 
Brager, 2011), but the international standards (ISO 
7730-2005, EN 15251-2007 and ASHRAE 55-2013) 
offer too little support for this choice. 
Further energy savings can be achieved by using air 
movement devices, such as ceiling fans. Previous re-
search (Schiavon and Melikov, 2008) estimated 
these savings in fully air-conditioned buildings, 
varying the cooling setpoint temperature based on 
category (EN 15251-2007) and air speed. In that 
study, and also in a more recent one (Hoyt et al, 
2015), the cooling setpoint temperature did not vary 
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across the year, and both studies considered office 
buildings.  
However, research on Indian apartments (In-
draganti, 2010) highlighted that the use of air condi-
tioners highly correlates with both outdoor and 
indoor temperatures. Moreover, previous work on 
the Indian commercial building sector (Manu et al., 
2011) recognized the potential impact of using a 
floating setpoint temperature based on external 
environmental indicators such as air temperature 
and behavioural and psychological adaptations by 
the occupants in energy consumption estimates. 
These studies and also recent work (Manu et al., 
2016) on the Indian Model of Adaptive Comfort 
(IMAC) support the idea that the adaptive model-
ling approach is to some extent applicable also to 
mixed mode residential buildings.  
Thus, the aim of this research was to develop and 
test a new methodology based on the adaptive the-
ory to quantify the energy savings achievable in 
mixed-mode buildings due to air movement. 

2. Methods 

In this study, computer simulations have been used 
to test the new methodology, and the analysis fo-
cused on the energy demand for space cooling and 
the indoor environmental conditions predicted us-
ing this methodology. The core of this methodolog-
ical approach is the way by which the cooling set-
point is defined. The proposed method was applied 
to an apartment in Ahmedabad, India, which is a 
typical example of a mixed-mode building with ceil-
ing fans. 

2.1 Cooling Setpoint Definition 

IMAC was specifically developed from Indian data, 
but its equations implicitly incorporate the effect of 

air speed. Thus, it is not possible to use this model 
to estimate the energy savings due to the use of fans. 
The ASHRAE adaptive model was therefore used in 
this study. 
According to ASHRAE 55-2013 (point 5.4.1), the 
adaptive model is applicable when all the following 
conditions are met:  
a) There is no mechanical cooling system 

installed. No heating system is in operation 
b) Metabolic rates range from 1.0 to 1.3 met  
c) Occupants are free to adapt their clothing to the 

indoor and/or outdoor thermal conditions 
within a range at least as wide as 0.5-1.0 clo 

d) The prevailing mean outdoor temperature is 
greater than 10 °C and less than 33.5 °C 

Considering the Ahmedabad climate and the Indian 
typical domestic environment, all conditions are 
met, with the partial exception of the first condition 
for the case of a mixed-mode building. However, 
based on recent previous works (Indraganti, 2010; 
Manu et al., 2016), in this study we assumed the 
ASHRAE adaptive model is applicable also if air 
conditioning is available.  
Moreover, the acceptable operative temperature 
limit in occupant-controlled spaces can be increased 
by 1.2 °C, 1.8 °C, and 2.2 °C due air speed equal to 
0.6 m/s, 0.9 m/s, and 1.2 m/s, respectively (ASHRAE 
55-2013, table 5.4.2.4). In warm and hot conditions, 
an elevated air speed can improve the thermal sen-
sation of the occupants, rather than being the cause 
of an undesired draught. 
In this research, a dynamic thermal model was cre-
ated for a chosen mixed-mode building in which 
there are also fans. In the initial simulation, the cool-
ing setpoint for temperature was varied monthly 
according to the ASHRAE 55-2013 adaptive model, 
considering the 90 per cent acceptability upper lim-
its. In the subsequent three simulations, these 

Table 1 – Dynamic cooling setpoint  

 JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC 
Tm 20.0 22.0 27.0 31.0 33.0 32.0 29.0 28.0 29.0 28.0 25.0 20.0 
Tcomf 24.0 24.6 26.2 27.4 28.0 27.7 26.8 26.5 26.8 26.5 25.6 24.0 
Tmax (90 %) 26.5 27.1 28.7 29.9 30.5 30.2 29.3 29.0 29.3 29.0 28.1 26.5 
TmaxAirSpeed (1.2 m/s) 28.7 29.3 30.9 32.1 32.7 32.4 31.5 31.2 31.5 31.2 30.3 28.7 
TmaxAirSpeed (0.9 m/s) 28.3 28.9 30.5 31.7 32.3 32.0 31.1 30.8 31.1 30.8 29.9 28.3 
TmaxAirSpeed (0.6 m/s) 27.7 28.3 29.9 31.1 31.7 31.4 30.5 30.2 30.5 30.2 29.3 27.7 
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monthly setpoints were increased according to 
ASHRAE 55-2013 for air speeds up to 1.2 m/s. 
The Ahmedabad weather file used in this study to 
calculate the monthly cooling setpoint (see Table 1) 
was created by ISHRAE in TMY2 format for use 
with building energy performance simulation pro-
grams (EnergyPlus weatherdata, 2016). Tcomf com-
fort temperature, that is neutral operative tempera-
ture at which the lowest total percentage of people 
are expected to be either too hot or too cold (Bor-
geson and Brager, 2011), and Tmax(90 %) 90 per cent 
temperature upper limit, are calculated based on Tm 
monthly arithmetic mean of the daily average out-
door dry bulb temperatures: 
Tcomf = 17.88 °C + 0.31 × Tm (1) 
Tmax(90 %) = Tcomf + 2.5 °C (2) 

2.2 Dynamic Cooling Setpoint 
Implementation 

Once the four sets of monthly cooling setpoints were 
calculated (see Table 1), they were implemented in 
DesignBuilder/EnergyPlus using an advanced fea-
ture called Energy Management System (EMS), 
available in DesignBuilder from the recently real-
ised version 5 (EMS, 2016b). 
In EMS, a simple programming language called En-
ergyPlus Runtime Language (Erl) is used to describe 
the control algorithms. EnergyPlus interprets and 
executes the Erl program as the model is being run 
(EMS, 2016a). 
In this study, an Erl script has been written to spec-
ify a different cooling setpoint per month using an 
IF and ELSEIF structure. Erl currently supports up 
to 199 ELSEIF statements, which means that by 
using Erl the cooling setpoint could not be changed 
every day of the year as would be required by the 
IMAC or EN15251 adaptive model. This is the tech-
nical reason why the ASHRAE adaptive model was 
chosen in this study rather than IMAC. 
Four scripts have been developed, one for each sim-
ulation. These were used only to specify the setpoint 
value, while the ON/OFF control strategy has been 
defined in DesignBuilder. 

2.3 The Case Study Building 

The dynamic cooling setpoint method was tested on 
a typical Indian apartment, this being one of the 

apartments in an on-going international project on 
thermal comfort and air movement in residential 
buildings (Loveday et al., 2016). The project in-
volves Loughborough University and De Montfort 
University in the UK, CEPT University in India, and 
University of California Berkeley in the USA. 

Fig. 1 – Floor plant (the red dashed line indicates an adiabatic 
party-wall) 

Table 2 – Characteristics of construction elements 

Element Layers U-value 
[W/m2K] 

Internal 
partitions 

12mm cement plaster 
115mm brick 
12mm cement plaster 

1.98 

External 
walls 

From inside: 
12mm cement plaster 
230mm brick 
18mm cement plaster 

1.59 

Ceiling 
and floor 

From the top: 
10mm vitrified tile 
50mm cement – sand mix 
150mm reinforced cement 
concrete slab 
12mm cement plaster 

2.17 

This apartment (see Fig. 1) has a floor surface area 
of 145 m2, internal height 3.2 m, and is surrounded 
by other apartments above, below, and to the side. 
Thus, ceiling, floor and party-wall have been 
assumed to be adiabatic. Typical construction ele-
ments of the Ahmedabad region were used (see 
Table 2). Due to the hot climate, there are no insula-
tion layers, all windows have single glazing, and 
there is no heating system installed. The balconies 
were added in DesignBuilder to simulate shading 
effect, and the internal doors were assumed to be 
open 50 per cent of the time.  
Physical partitions were used to create a zone for 
each room of the apartment, and an additional vir-
tual partition was placed between the dining room 
and the drawing room. Although this is a unique 
open space, the former is used for having meals, 
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while the latter is a living room. Therefore, their use 
is significantly different. 
Since the aim of this work was to model a typical 
house, the occupancy schedule and relative internal 
heat gains were chosen from the available standard 
templates based on the type of each room.  
Within DesignBuilder, the chosen method for natu-
ral ventilation is “calculated”, which uses the Ener-
gyPlus airflow network (AIRNET) method to calcu-
late the ventilation rates using wind and buoyancy-
driven pressure, opening size and operation, and 
crack sizes. This option slows the simulation down, 
but it is preferable if a reasonable estimate of the 
natural ventilation rates and infiltration rates in the 
building are not available (EnergyPlus documenta-
tion, 2016). The “medium” crack template was used. 
The “mixed-mode” option was selected, and, for 
any given cooling setpoint temperature, the air con-
ditioning system was ON if: 
a) The space was occupied 
b) The indoor air temperature was above set point 

temperature 
c) The outdoor air temperature was above indoor 

air temperature 
Moreover, the air-conditioning was installed only in 
two rooms, namely “bedroom 1” and “bedroom 2”. 
In an on-going field study, the authors observed 
that in Indian apartments there is often air condi-
tioning only in a few rooms, not everywhere in the 
house. Within DesignBuilder, the modelled system 

is a typical residential mini-split system, with a co-
efficient of performance of 4.5. This type of air con-
ditioners dominates air conditioner sales in most 
parts of the world including Asia and Europe (Shah 
et al., 2013). 
In order to compare Enofan energy demand for space 
cooling of the first simulation and the values of the 
subsequent three Ewithfan, the energy used by the fan 
must also be taken into account. Considering that a 
higher setpoint could have been chosen due to the 
use of a fan, n total number of hours in which this 
was ON in the subsequent three simulations must 
be equal to the total number of cooling hours in the 
first simulation. The fan energy consumption Efan is 
obtained by multiplying n for the average power of 
the fan, which for a typical Indian ceiling fan is 50 W 
(BEE, 2016): 
Efan = n x 50W / 1000   (3) 
Since the air conditioning is available in two rooms, 
in a real scenario two fans may be operating at the 
same time, doubling Efan. Therefore, this second pos-
sible scenario was also considered.  
This value is then added to EAC energy used by the 
air conditioning system: 
Ewithfan = EAC + Efan   (4) 
The energy savings achievable using ceiling fans are 
therefore:  
Esavings = Enofan - Ewithfan   (5) 
Both TA air temperature and TO operative tempera-
ture setpoints were simulated to assess savings ben-
efits using both approaches. 

Table 3 – Energy saving without including energy used by the fan 

Simulation 
Cooling 
hours h] 

Energy for 
space cooling  
[kWh] 

Energy for space 
cooling  
[kWh/m2] 

Savings without 
including the fan 
energy 
consumption 
[kWh] 

Savings without 
including the fan 
energy 
consumption  
[%] 

Control type: TA      
no fan 1482 1381 9.52 0 0 
with fan - 0.6 m/s 873 691 4.76 690 50 
with fan - 0.9 m/s 654 469 3.23 912 66 
with fan - 1.2 m/s 526 359 2.47 1022 74 

Control type: TO      
no fan 2527 2827 19.49 0 0 
with fan - 0.6 m/s 1843 1655 11.41 1172 41 
with fan - 0.9 m/s 1524 1235 8.52 1592 56 
with fan - 1.2 m/s 1327 1011 6.98 1815 64 
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3. Results and Discussion 

This section initially focuses on the effect that the 
choice between TA and TO as control parameter has 
on the energy predictions. It then analyses the de-
mand for space cooling, and the energy savings that 
can be achieved in a typical Indian residential 
mixed-mode building using ceiling fans when a 
dynamic cooling set point is used. 

3.1 Effect of Using Air Temperature or 
Operative Temperature 

There is a noticeable difference in the energy con-
sumption depending on whether TA or TO was cho-
sen as the control parameter. In the initial case 
where no fan was used, the total number of cooling 
hours (see Table 3) is 1482 when TA is used, but it 
reaches 2527 with the other control type, which is a 
70 per cent increase due only to a change in this set-
ting within the simulation program. As the fan 
speed goes up to 0.6 m/s, 0.9 m/s, and 1.2 m/s, this 
percentage grows to 111 per cent, and 133 per cent 
and 152 per cent, respectively. The respective en-
ergy consumption expressed in kWh is relatively 
low when using both TA or TO, but should these pre-
dictions be used to scale up the energy saving esti-
mates to a regional scale, then these differences 
would make a bigger impact.  
In general, TO is a function of TA and TMR mean radi-
ant temperature. For low air speed, smaller than 0.2 
m/s, TO is the arithmetic mean of TA and TMR. Then, 
as the air speed increases, the relative weight of TMR 
decreases (Niu and Burnett, 1998).  

International standards on thermal comfort usually 
refer to TO when a certain temperature limit is given, 
and this is the case also for the ASHRAE adaptive 
model on which the cooling setpoints used in this 
study are based (ASHRAE 55-2013). Indeed, TO 
gives a better indication of the temperature that a 
person feels in a certain environment. 
On the other hand, real-world room air-condition-
ers are controlled by a simple thermostat, which is 
likely to be sensing the air temperature nearby its 
location, but far less influenced by the radiant com-
ponent. In a real scenario, this means that a user 
would simply decrease the setpoint if uncomforta-
bly warm. However, if the model uses TA as a con-
trol, this behaviour is not captured. 
It is important to highlight that in the two condi-
tioned bedrooms, TA and TO are almost identical 
when no air conditioning is used. As the air condi-
tioning is turned on, TA decreases faster, with the 
difference (TO – TA) being within 1.6°C in over 85 per 
cent of the hours in which the air conditioning is 
used. 
Previous research on Indian offices (Jain et al., 2011) 
also noticed that the energy demand for space cool-
ing obtained using TA is significantly lower than 
when TO is used in EnergyPlus simulations. The dif-
ference was found to go up to 29 per cent, which at 
first sight might look a lot smaller that the figures 
mentioned earlier in this paper. However, in that 
case the chosen setpoint temperature was 24 °C, 
which means that the cooling load in kWh was very 
high using either TA or TO. Therefore the relative dif-

Table 4 – Energy saving including the energy used by the fan 

Simulation n [h] 
Fan average 
power [W] 

Efan [kWh] Esavings kWh] Esavings [%] 
Fan only 
hours [h] 

Control type: TA       

no fan 0 0 0 0 0 0 

with fan - 0.6 m/s 1482 50 74 616 45 609 

with fan - 0.9 m/s 1482 50 74 838 61 828 

with fan - 1.2 m/s 1482 50 74 948 69 956 

Control type: TO       

no fan 0 0 0 0 0 0 

with fan - 0.6 m/s 2527 50 126 1046 34 684 

with fan - 0.9 m/s 2527 50 126 1466 52 1003 

with fan - 1.2 m/s 2527 50 126 1689 60 1200 
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ference was smaller. Similarly, in this study, the per-
centage difference grows as the setpoint is increased 
due to the higher air speed.  
Therefore, whenever in a given space TA and TMR are 
different, the energy load for space cooling is more 
realistic if calculated using TO when the users have 
total direct control over the setpoint, and using TA 
when they do not. When air conditioning is used in 
bedrooms overnight, it is likely to be in between 
these two extreme conditions.  
For all these reasons, in this study both control types 
have been used and the respective results reported.  

3.2 Energy Savings 

Despite the choice between TO and TA, a significant 
reduction in energy consumption is achievable if 
ceiling fans are used to increase the setpoint temper-
ature (see Table 4). The figures go up to 69 and 60 
per cent or 948 and 1689 kWh using TA and TO as a 
control temperature, respectively.  
The simultaneous use of a second ceiling fan only 
slightly reduces the energy savings (see Table 5). For 
both TO and TA based estimates, the energy savings 
would be negligible only if 9 ceiling fans were to be 
operating at the same time, which is not a realistic 
scenario. This significant margin has also another 
positive consequence. In an average Indian apart-
ment, there are small fluctuations in the electricity 
supply, and also different speed settings lead to 
slightly different power usage. Both variations de-
pend on the specific house and fan, but having such 
a big margin ensures that ceiling fans are clearly an 
effective way to improve thermal comfort while sav-
ing energy. 
These energy predictions are calculated using the 
new approach based on the dynamic cooling set-
point that varies each month. If the methods used in 
previous research on office buildings (Schiavon and 
Melikov, 2008) had been applied, then the setpoints 
would have been constant throughout the year. 
Considering category II (EN 15251-2007), in which 
case 10 per cent of people are considered to be dis-
satisfied, the temperature thresholds would have 
been 26.0 °C, 27.7 °C, and 28.5 °C for 0.2 m/s or less, 
0.5 m/s, and 0.8 m/s, respectively. These values are 
lower than those used in this study (see Table 1), 
both for the cases without and with air movement, 

and therefore the annual energy consumption calcu-
lated with these setpoints would be higher. How-
ever, research showed that the comfort band in In-
dian residential buildings can be extended up 
32.5°C (Indraganti, 2010), which is much closer to 
the highest setpoint used in this work, that is 32.7 °C 
in May with air speed equal to 1.2 m/s, than the val-
ues used in previous research. Moreover, the same 
study highlighted how complex the domestic envi-
ronment is, that users are heavily influenced by the 
outdoor conditions, and that the different adaptive 
solutions such as ceiling fans and air conditioners 
are widely used and combined. Therefore, energy 
savings predictions calculated with the proposed 
methodology are lower than those calculated with 
traditional methods for fully air-conditioned build-
ings, but they are likely to be more realistic for the 
situation of Indian residential mixed-mode build-
ings. 

Table 5 – Energy saving including the energy used by two fans 

Simulation 
Esavings  
[kWh] 

Esavings  
[%] 

Control type: TA   

no fan 0 0 

with fan - 0.6 m/s 542 39 

with fan - 0.9 m/s 764 55 

with fan - 1.2 m/s 874 63 

Control type: TO   

no fan   

with fan - 0.6 m/s 919 33 

with fan - 0.9 m/s 1339 47 

with fan - 1.2 m/s 1563 55 

4. Conclusions 

The research presented in this paper aims to 
develop and test a new methodological approach 
for estimating the energy savings achievable due to 
air movement in mixed model buildings. 
The key findings are: 
- The dynamic cooling setpoint led to more real-

istic simulation scenarios since it captures the 
existing connection between the users of mixed-
mode buildings and the outdoor temperature 

- The energy demand for space cooling can be re-
duced by as much as 70 percent by using ceiling 
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fans, without jeopardising the occupants’ ther-
mal comfort. 

- The simultaneous use of two fans slightly re-
duces the energy savings.  

- Using the operative or air temperature as con-
trol parameters in EnergyPlus significantly af-
fects the results. Since the air temperature de-
creases faster when the air conditioning is 
turned on, estimates based on it may be exces-
sively low.  

4.1 Limitations and Future Work 

The currently available field-based research on 
mixed-mode buildings supports the idea that the 
users of these buildings are affected by the outdoor 
conditions, and therefore a method based on the 
adaptive model is likely to be closer to real-world 
scenarios.  
However, these studies also show two other im-
portant things. Firstly, when air conditioning is 
available, even if only in certain rooms or at a cer-
tain time, then the occupants of a building tend to 
be a little less tolerant than people in fully naturally 
ventilated buildings. The second point is that in 
mixed-mode buildings the use of air-conditioners 
depends on a range of factors that are not related to 
the outdoor temperature, such as noise, pollution, 
and disposable income, and the situation is even 
more complex in domestic buildings. 
Thus, more studies based on real field data are 
needed to properly address mixed-mode buildings. 
The economies of developing countries such as 
India are growing fast, and represent the main mar-
ket for air conditioners, and mixed-mode buildings 
are extremely common. Therefore over- or underes-
timating their energy requirements for space cool-
ing would heavily affect the global figures for en-
ergy demand. 
It will then be possible to say whether the most suit-
able method for estimating energy savings due to 
air movement in mixed-mode buildings is the one 
proposed in this paper and based on ASHRAE 
adaptive model, one based on IMAC, or a different 
one that has not been developed yet. 
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Abstract  
During the last decade, computational fluid dynamic sim-

ulation tools have been widely applied for accurately 

modelling outdoor airflows and local microclimate condi-

tions. In fact, a complete understanding of heat transfer 

phenomena occurring within the built urban environment 

is needed to properly predict the energy balance, both on 

a single-building and on an inter-building scale. In this 

scenario, several research studies have been carried out to 

evaluate the impact of local passive solutions on buildings 

indoor environment, especially by means of dynamic sim-

ulation tools. However, only a few investigations were 

performed by considering the local distribution and spa-

tial variability of the indoor building physics generated by 

the application of passive cooling strategies.  

The present research is aimed at bridging this gap by mod-

elling the indoor thermal environment of a case study pro-

totype building, i.e. square cavity, located in central Italy, 

by considering indoor heat transfer phenomena. A cali-

brated and experimentally validated CFD model of the 

building was elaborated to predict the indoor temperature 

distribution and profile generated by the application of an 

innovative highly-reflective cool façade painting and cool 

roofing membrane on the building envelope, compared to 

a more traditional “non-cool” envelope finishing. So far, 

the authors have produced only one work about cool roofs 

in buildings that concerned sloped roofs in a non-insu-

lated building envelope. Here, we deal with insulated ar-

chitectures, designed according to the recent energy effi-

ciency regulation, and a combined cool roof and cool 

façade indoor effect. The experimental validation of the 

model is carried out by means of experimental data that 

are continuously monitored both inside and outside the 

case study building by means of dedicated microclimate 

and weather stations. 

Simulation results were therefore post-processed in terms 

of (i) indoor temperature and (ii) indoor airflows. Main 

findings confirmed the huge potentiality of the model in 

realistically reproducing the indoor behavior of the case 

study building and therefore the urgent need for a CFD-

based approach in investigating thermal-comfort condi-

tions. In fact, a non-negligible and positive impact of the 

cool building envelope on the local indoor thermal com-

fort conditions is detected with respect to the more tradi-

tional non-reflective component. 

1. Introduction 

The passive cooling capability of highly reflective 

building envelope materials and solutions, i.e. roofs, 

walls, and pavements, has been largely acknowl-

edged over the course of the years (Georgakis et al., 

2014).  

Such high-albedo solutions characterized also by 

high thermal emittance have been demonstrated to 

be very effective, not only in reducing buildings 

cooling energy requirements and improving the in-

door thermal comfort conditions by avoiding sum-

mer overheating, but also in mitigating local micro-

climate events such as urban heat island and heat 

waves phenomena (Wong et al., 2016; Gracik et al., 

2015).  

The use of cool envelope solutions like cool roofs 

can lead up to 125 kWh/year of annual electricity 

saving and up to an 80 % seasonal energy reduction 

in temperate climates, with little penalties in winter 

(Akbari 2003; Akbari et al., 1997). Moreover, indoor 

air temperature reductions up to 3-4 K in peak sum-

mer conditions were detected by applying cool coat-

ings on the roof of residential buildings with a con-

sequent considerable reduction of the discomfort 
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hours within different climate boundary conditions 

(Synnefa et al., 2007). 

Nowadays, many different tools and approaches are 

available to analyze the impact of the application of 

cool solutions on both the buildings thermal-energy 

performance and the urban environment (Corrado 

et al., 2016; Atzeri et al., 2016), i.e. experimental, an-

alytical, and numerical methods (Pisello et al., 2015; 

Synnefa et al., 2011; Crawley et al., 2001).  

Among such approaches, computational fluid dy-

namic tools represent a suitable and multifunctional 

approach to predict the indoor effect generated by 

the modification of the thermal-optical properties of 

the building envelopes and urban surfaces in terms 

of (i) airflow distribution, (ii) air quality, and (iii) 

temperature field (Yang et al., 2013).  More in detail, 

many research studies focus on the CFD evaluation 

of the impact of the roof inclination, roof-covering 

materials, and the geometry of the environment on 

the internal flow (i.e. laminar or turbulent regimes) 

and temperature distribution in enclosed spaces 

(Saha et al. 2010; Basak et al., 2008). Moreover, a 

huge effort in the use of CFD tools to predict the 

flow and thermal field in enclosed cavities with dif-

ferent geometrical characteristics, such as attic 

spaces, is registered (Hasani et al., 1998; Asan et al., 

2000; Kamiyo et al., 2010; Pisello et al., 2016), by con-

sidering 109≤Ra≤1011 when turbulence occurs.  

2. Motivation 

Even if many studies were performed to investigate 

both numerically and experimentally the impact of 

passive cool solutions applied to building envelope 

components, still a few studies, focusing on the 

combination of different cool technologies, can be 

found in the literature. Therefore, building upon 

previous research efforts about (i) cool roof applica-

tion for improving indoor thermal comfort condi-

tions and (ii) the use of CFD tools to properly 

describe the indoor airflow and thermal environ-

ment of buildings, the present work concerns the 

CFD numerical analysis of the indoor thermal field 

and airflow inside a case study prototype building, 

i.e. test-room. The final aim is to assess the com-

bined effect of the application of two cool envelope 

solutions, i.e. cool roofing membrane and cool 

façade painting, when applied on the building 

envelope. In particular, the CFD was used in order 

to determine the indoor air temperature spatial dis-

tribution profile inside the cavity, by investigating 

at which height the passive cooling effect of the cool 

membrane is extinguished. To this aim, a prelimi-

nary continuous monitoring of the main indoor-out-

door microclimate parameters was carried out to 

support the validation and calibration of the numer-

ical CFD model of the building. Therefore, two sce-

narios were simulated and compared: (i) a more tra-

ditional building envelope (standard non-cool 

surfaces) and (ii) a cool building envelope (charac-

terized by the application of the cool roofing mem-

brane and cool façade painting on the envelope).  

3. Description of the Case Study 

The case study building consists of a fully instru-

mented test-room (3.78×3.78×2.85 m) located in 

Perugia (Italy), and designed according to the recent 

construction techniques (Pisello et al., 2014a).  

Fig. 1 reports the pictures of the roof and the façades 

of the case study building before (Fig. 1a) and after 

the application of the cool membrane and reflective 

painting (Fig. 1b).  

 

 

Fig. 1 – (a) Cool and (b) standard configuration of the case study 
building 

The reference building is characterized by a rectan-

gular double shutter window with wood frames in 

the South façade and a rectangular armored door in 

the North façade, for a global fenestration ratio of 

about 0.041.  

The opaque envelope of the case study building was 

developed by using an innovative construction stra-

tigraphy in order to be consistent with the Italian 

regulations in terms of walls’ thermal stationary 
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properties, and representative of a common residen-

tial building in Italy. The specific characteristics of 

the test-room envelope components are specified in 

Table 1. 

Table 1 – Building characteristics in terms of materials and main 
thermal properties of the envelope 

 Material 
Thickn. 

[m] 

Th. Cond. 

[W/mK] 

Th. 

Transm. 

[W/m2K] 

Walls 

plaster 0.02 0.50 

0.49 
EPS 0.09 0.04 

brickwork 0.30 0.27 

plaster 0.02 0.40 

Roof 

waterproof 

membrane 
0.01 0.23 

0.25 

mineral 

wool 
0.10 0.04 

concrete 

slab 
0.20 0.16 

plaster 0.015 0.40 

Floor 

cast 

concrete 
0.2 1.13 

0.38 stone wool 0.08 0.04 

linoleum 0.015 0.17 

 

All the real thermal properties and characteristics of 

the building envelope components were used as 

input data in both models of the building. 

More in detail, a simplified building geometry was 

implemented, by assuming a single solid layer for 

each building envelope component. 

Therefore, the thermal properties of the one-layer 

simulated configuration were accurately calculated 

by considering the realistic multi-layer components 

connected in series. 

4. Methodology 

The methodology applied consists of the following 

main steps: 

- selection of the proper case study, i.e. prototype 

test-room; 

- continuous monitoring of the main indoor-out-

door microclimate parameters; 

- CFD simulation of the summer indoor thermal 

profile and velocity field generated inside by 

the application of (i) traditional non-cool mate-

rials and (ii) cool highly-reflective envelope 

materials; 

- validation of the model by means of the experi-

mental continuously monitored data; 

- post-processing and discussion of the achieved 

results. 

- Therefore, two building scenarios were 

assessed: 

- Standard configuration: building envelope cov-

ered by traditional non-cool materials; 

- Cool configuration: building envelope covered 

by innovative high albedo materials, i.e. cool 

roofing membrane and wall painting. 

The more traditional envelope materials are charac-

terized by an albedo of 19 %, while the innovative 

cool envelope materials are characterized by a 

higher albedo i.e. 77 %. In both the building config-

urations, the building envelope materials present a 

thermal emissivity of 88 %, as previously experi-

mentally measured (Pisello et al, 2014a; Pisello et al., 

2014b). 

4.1 Experimental Monitoring Campaign 

The purpose of the study is to (i) compare the ther-

mal behavior of the two innovative cool envelope 

solutions, i.e. cool roof membrane and cool façade 

painting and (ii) validate the numerical model elab-

orated. To this aim, the two envelope solutions were 

applied on the roof and on the differently oriented 

walls of a prototype case study building, i.e. test-

room, located inside the university campus in Peru-

gia, in central Italy. The in-situ continuous monitor-

ing of the thermal performance of the proposed 

solutions was carried out under real dynamic 

boundary conditions during the summers of 2014 

and 2015. Both the main indoor/outdoor thermal 

parameters and the roof albedo were monitored.  

Firstly, the case study building with non-cool enve-

lope materials, i.e. bitumen membrane and red-col-

ored painting, was monitored as a base case sce-

nario. Secondly, the cool membrane was applied on 

the test-room roof, in order to assess the specific 

contribution of the cool roof to the thermal perfor-

mance of the test-room in summer conditions. 

Thereafter, the cool painting was applied to the dif-

ferently oriented façades, i.e. South, North, East, 
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and West facing façades of the same case study pro-

totype building.  

In this way, the performance of the coupled solu-

tions was analysed in terms of passive cooling 

effect. The monitored data were subsequently post-

processed to compare the thermal effect of the two 

cool solutions.  

In detail, the following different scenarios for the 

case study building envelope were identified: 

- Standard scenario (S): The materials imple-

mented in the building envelope were repre-

sentative of the solutions commonly used in 

new buildings in Italy. In particular, the roof is 

covered with a bituminous black membrane 

and the walls with a red-colored traditional 

painting; 

- Cool Envelope scenario (CE): The innovative cool 

façade painting is applied on all the façades of 

the case study building. 

In detail, the cool roofing membrane consists of a 

polyurethane-based waterproof liquid white mem-

brane with high elasticity. The cooling potential of 

such membrane was optimized through iterative 

laboratory and in field tests by increasing specific 

components such as the titanium dioxide (TiO2) and 

hollow ceramic microspheres percentage. The final 

optimized membrane presented almost 12 % of 

TiO2 and 4 % of hollow ceramic microspheres.  

The proposed cool painting for building façade ap-

plications consists of an almost white non-organic 

painting, mainly composed by potassium silicate 

with a small percentage of resin. It is characterized 

by high vapor permeability.  

Also the painting was optimized through an itera-

tive procedure by increasing TiO2 and the hollow 

ceramic microspheres’ percentage.  

The most performing combination was found to be 

again with 12 % of TiO2 and 4 % of hollow ceramic 

microspheres. 

4.2 Elaboration of the Model 

In order to compare the effect of cool envelope ma-

terials on (i) the indoor air temperature distribution 

and (ii) indoor airflow of the case study prototype 

building, a two-dimensional finite element CFD 

analysis was performed. Two different 2-d models 

were elaborated and compared, i.e. referring to the 

standard and cool configuration of the case study 

building, respectively. The simulations were per-

formed in transient conditions by considering one 

representative summer day selected from the exper-

imental monitoring campaign previously described. 

Moreover, the simulation was reiterated by using 

each time, as input values, the final outputs from the 

previous simulation in order to achieve stability. A 

simplified scheme of the prototype case study build-

ing, i.e. North-South oriented square cavity, was 

simulated in order to predict the thermal behavior 

of the building (Fig. 2). 

 

Fig. 2 – Cross section and main dimensions [cm] of the simplified 
square cavity representing the test-room case study building 

The boundary conditions in terms of surface tem-

peratures were set by using experimental measure-

ments monitored in the field, and collected (aver-

aged) every 10 minutes Such measurements were 

imposed both on (i) the vertical wall and (ii) the hor-

izontal roof. As for the bottom boundary, i.e. pave-

ment surface, a stationary thermal profile, i.e. 

294.15 K, was imposed according to spot measure-

ments performed on site indicating an almost 

constant temperature of the paving slab.  Simula-

tions were carried out by considering the average 

indoor air temperature experimentally measured 

within the cavity. A triangular mesh with refine-

ments at the boundaries was implemented. The 

implemented models fully solve the Navier-Stokes 

equations, since no Boussinesq approximation was 

considered. Moreover, the K-epsilon Low-Reynolds 

model was applied to solve the turbulent flow 

regime inside the square cavity. After the numerical 

analysis, a validation of the simulation outputs was 

carried out for each scenario, assessed by comparing 
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the results with the monitored data in terms of 

indoor temperature. The transient simulation was 

carried out with a 600-second time-step by using a 

two-variable group segregated solver and by 

considering an acceptable relative error of 10 -5. 

5. Results and Discussion

5.1 Validation of the Model 

After the implementation of the CFD model, prelim-

inary validation was performed by using the exper-

imental data available from continuous monitoring. 

Therefore, the simulation output and the collected 

data were compared in terms of air temperature. In 

particular, the air temperature values for the valida-

tion were extracted at a height of 1.4 m and almost 

at the center of the square cavity, in correspondence 

with the position of the temperature sensor. Fig. 3 

shows the results of the validation procedure by 

highlighting the gap between the simulation output 

and the measurements. Globally, the elaborated 

model is shown to be sufficiently representative of 

the realistic thermal behavior of the prototype test-

room case study building, since the simulated and 

experimental air temperature profiles are consistent 

with each other. However, a negligible and almost 

constant discrepancy of about 0.5 K on average be-

tween the simulated and measured indoor air tem-

perature can be detected on a typical summer day. 

This indicates that the model slightly underesti-

mates the indoor air temperature value, yet it is still 

valid and useful in relative terms for comparing the 

impact of cool envelope solutions applied over the 

case study building with the traditional one, which 

is the main objective of the present work. 

Fig. 3 – Validation of the CFD model against the experimental data 
available from the continuous monitoring of the main indoor/  
outdoor microclimate parameters of the case study building 

5.2 Indoor Thermal Environment 

After the validation of the CFD model, the simula-

tion of the indoor thermal field inside the square 

cavity was carried out, for both the standard and 

cool configuration of the case study building enve-

lope. The results of the simulations are shown in 

Fig. 4.  

Fig. 4 – Indoor temperature distribution inside the square cavity in 
the standard and cool configurations at different times during the 
day, i.e. 10:00 am, 12:00 am, and 2:00 pm 

In general, the temperature distribution inside the 

square cavity is almost always homogenous and 

fairly uniform in both the evaluated scenarios, i.e. 

standard and cool building envelope materials. 

More in detail, when the standard configuration is 

considered, a quasi-defined thermal stratification 

can be detected, with a thermal-instability at the 

middle-top part of the cavity due to the effect of 

developing convective cells generated by the colder 

pavement. Therefore, the detected thermal gradient 

in the cavity is not completely defined due to the 

lower temperature of the North-facing wall and of 

the slab that causes a partially developed convective 
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flow generating thermal instability. When the cool 

configuration is considered, on the other hand, the 

lower temperature difference between the different 

surface temperature profiles of the case study build-

ing causes a more stable temperature distribution.  

The square cavity is characterized by a well-estab-

lished thermal stratification, causing a more uni-

form temperature distribution. By comparing the 

standard and cool scenarios, an almost constant 

temperature difference of about 2 K is always regis-

tered. Therefore, according to the simulations 

results, which are consistent with the experimental 

measurements performed, the application of highly-

reflective materials on the building envelope is able 

to lower the indoor air temperature inside the 

square cavity compared to more traditional non-

cool surface covering materials, by consequently 

improving the indoor thermal comfort inside the 

building. 

5.3 Indoor Airflow Distribution 

In this section, the results of the simulations of the 

indoor airflow conditions inside the case study 

square cavity are reported, for both the standard 

and cool configuration of the building envelope. 

Fig. 5 shows the indoor airflow distribution in the 

standard and cool scenarios at different hours dur-

ing the day. From the results of the numerical anal-

ysis, a different indoor airflow distribution can be 

detected in the two configurations. In particular, in 

the standard scenario, two non-completely devel-

oped macro-convective cells can be identified, as a 

consequence of the huge temperature difference 

between the roof, the North and South wall surface 

temperatures. In the cool configuration, on the other 

hand, the reduced surface overheating caused by 

the highly reflective materials produces a reduced 

temperature difference between the considered 

temperature boundary conditions, and conse-

quently a more stable airflow distribution. 

Fig. 5 – Indoor airflow distribution inside the square cavity in the 
standard and cool configurations at different times during the day, 
i.e. 10:00 am, 12:00 am, and 2:00 pm 

6. Conclusion and Future
Developments

The purpose of the present paper was to numeri-

cally predict the building indoor thermal environ-

ment and airflow distribution. To this aim, the cali-

brated CFD model of a case study prototype build-

ing, i.e. test-room, situated in central Italy, was elab-

orated, by considering the indoor heat transfer 

phenomena. In particular, the indoor thermal effect 

of the application of an innovative highly-reflective 

cool façade painting and cool roofing membrane 

compared to a more traditional “non-cool” envelope 

finishing is assessed. The results show that the im-

plemented CFD model is able to accurately predict 

the realistic thermal behavior of the case study 

building. Therefore, the numerical analysis is de-

tected to represent a suitable tool for predicting 

buildings thermal performance based on a few ex-

perimental data. According to the experimental 
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campaign previously carried out, the results 

demonstrate that the application of cool envelope 

materials can significantly lower the indoor air 

temperature by consequently avoiding overheating 

risk, especially during extreme summer conditions. 

In particular, an average indoor air temperature 

reduction of 1.8 K is found in the cool scenario with 

respect to the standard one. Finally, the numerical 

analysis of the indoor airflow distribution shows 

that in the cool configuration a more stable airflow 

is generated compared to the standard scenario, 

where macro convective cells appear. This is moti-

vated by the reduced temperature difference 

between the considered temperature boundary con-

ditions generated by the highly reflective covering 

materials, that are able to maintain a lower surface 

temperature of the envelope components in the cool 

configuration of the square cavity. Future develop-

ments of the study will concern the numerical 

analysis of the indoor thermal field and airflow 

distribution in winter conditions.  
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Abstract 
A key research effort has been dedicated toward zero 

energy buildings in the last decades. Recent interest is cur-

rently switching its focus from single-building scale to the 

inter-building scale, by enlarging the thermal-energy bal-

ance up to the settlement level, with the purpose to opti-

mize the whole district energy efficiency and its environ-

mental sustainability. This scale enlargement up to the dis-

trict size leads to further optimization opportunities that 

must be considered when performing building thermal-

energy dynamic simulations. In this view, buildings 

within net Zero-Energy Settlements (nZES) can improve 

their performance thanks to outdoor microclimate im-

provement techniques that could succeed in mitigating 

both winter thermal losses and summer overheating risks. 

In this work, microclimate modeling and building dy-

namic simulation tools are integrated to assess the impact 

of varying microclimate conditions on the building energy 

performance at a settlement level. The case study is per-

formed on a residential district in Italy. In particular, 

microclimate simulations are carried out to predict the 

mitigation potential of specific strategies applied at settle-

ment scale, i.e. cool materials, greenery, and their combi-

nation. Therefore, starting from the results of the microcli-

mate optimization, new microclimate boundary condi-

tions are generated to be used within the dynamic simula-

tion environment. The final aim is to quantify the impact 

of such optimized microclimate boundary conditions on 

the buildings energy performance. 

The results from the microclimate simulations, supported 

by the European funded Horizon 2020 project ZERO-

PLUS, highlighted how microclimate can play a key role 

in affecting outdoor thermal comfort conditions. Moreo-

ver, the dynamic simulations carried out by using the 

results from a microclimate optimization as input weather 

files, always show a decrease on the final energy needs of 

the building in the nZES. The highest and non-negligible 

reduction is reached in the final cooling need of the opti-

mized scenario by coupling both cool and green optimiza-

tion strategies, i.e. about 12 % of the initial value. 

1. Introduction

The local urban microclimate has recently become a 
fundamental issue for designers and urban planners 
(Corrado et al., 2015). This is due to the fact that 
local microclimate phenomena have a strong impact 
on buildings performance at urban scale, therefore 
climatic considerations must be necessarily taken 
into account in urban design (Grobman et al., 2016). 
Different approaches are currently available to esti-
mate the local microclimate and evaluate its effect 
on the built environment, i.e. numerical simulations 
and experimental monitoring campaigns (Carlon et 
al., 2016; Salata et al., 2016; Atzeri et al., 2016). In 
fact, local different boundary conditions, i.e. streets 
geometry (Jihad et al., 2016), vegetation (Dimoudi et 
al., 2003), and building materials (Kaloniti et al., 
2016), can considerable modify the local microcli-
mate in terms of air temperature, relative humidity, 
ventilation, and air quality (Maiheu et al., 2010) by 
affecting indoor and outdoor thermal comfort con-
ditions at an inter-building scale, in addition to en-
ergy consumption (Ballarini et al., 2014). In (Nicol 
et al., 2015) the microclimate in Hong Kong was 
mapped to estimate the influence of urban morphol-
ogy. In fact, it has become very urgent to develop 
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reliable modeling approaches to couple the micro-
climate evaluation with dynamic building simula-
tion tools for predicting buildings thermal-energy 
behavior. Nakaohkubo et al. (2007) implemented a 
tool combining a heat balance simulation for urban 
surfaces by using GIS for input data, and a simple 
simulation algorithm to predict the surface temper-
ature distribution of urban blocks. Such a tool was 
able to predict the impact of building shape, materi-
als, and tree shade on the local thermal environ-
ment. Moreover, in Peng et al. (2012) the combina-
tion of outdoor and indoor environmental simula-
tion was performed to support the design of sustain-
able urban dwellings, by bridging three simulation 
platforms, i.e. Envi-met for urban settlement simu-
lations, Ecotect for building simulation, and U-
Campus for combined indoor-outdoor 3D visualiza-
tion modeling of urban precincts. Many approaches 
have been used to determine how local urban mi-
croclimate can influence the building performance. 
Sanchez de la Flor et al. (2006) implemented an ana-
lytical methodology to assess building performance 
under modified outdoor conditions. They proved 
that building energy consumption is strongly corre-
lated to climate factors, and therefore improve-
ments in urban microclimate have direct and indi-
rect consequences on energy savings. Moreover, De 
la Flor et al. (2004) proposed a computational model 
able to quantify the modification of the climatic var-
iables in an urban context and to assess how they 
affect the thermal performance of urban buildings. 
They highlighted the evident interaction between 
such two systems, able to modify their mutual 
energy balances. This proved that the coupling of 
urban models and building thermal performance 
simulations is useful to understand the conse-
quences on heating/cooling requirements and even 
on outdoor thermal comfort. Similarly, Liu et al. 
(2016) investigated the effects of outdoor air temper-
ature, air humidity, global temperature and wind 
speed on outdoor thermal sensation. The results 
revealed that outdoor microclimate parameters play 
important roles on outdoor thermal sensation. Gros 
et al. (2016) coupled building energy simulations 
and microclimate simulations to assess the impact 
of urban morphology and density, urban landscap-
ing, and buildings and soil thermal properties on so-

lar irradiance, wind flows, air temperature, and en-
ergy demand. Solar irradiance reduction up to 7 % 
and of wind speed reduction up to 80 % were 
detected in different districts. This work deals with 
the simulation of the microclimate of a case study 
residential net Zero-Energy Settlement (nZES), 
which includes four nearly Zero-Energy houses 
(EPISCOPE, 2012). The aim of such simulation was 
to evaluate the mitigation capability of different 
strategies applied at settlement-scale, represented 
by (i) the implementation of cool coatings on build-
ing roofs and outdoor pavements, (ii) the conscious 
greenery design and optimization, and (iii) the com-
bination of both these solutions. Microclimate sim-
ulation outputs were used as input of building 
dynamic thermal-energy simulation in the form of 
.epw weather files. Therefore, the optimized micro-
climate weather files were used as boundary condi-
tions of the case study nZES. Finally, the impact of 
mitigated microclimate conditions on buildings 
energy performance was evaluated. 

2. Materials and Methods 

Firstly, the microclimate simulation was carried out. 
Four different scenarios were elaborated, i.e. the 
“Reference (Ref)” scenario, corresponding to the 
realistic configuration of the settlement according to 
the architectural design, and three “mitigation” sce-
narios, where innovative optimization solutions 
were applied at district scale to counteract local cli-
mate phenomena. Such three mitigation scenarios 
consist of: 
- “Green” scenario: increase of vegetation per-

centage; 
- “Cool” scenario: increase of solar reflectance 

(Rsolar) of built surfaces, i.e. roof and pavement; 
- “Combined (Comb)” scenario: combination of 

both the above-described solutions.  
The aim of the microclimate simulations was to (i) 
optimize the local microclimate of the settlement 
and (ii) produce new weather files to be used in the 
dynamic simulations to see the impact of the im-
proved local microclimate on the buildings’ energy 
performance.  
Secondly, the microclimate simulation outputs were 
used to generate new optimized weather files to be 
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used in the dynamic simulation of the energy per-
formance of the buildings of the nZES. 
Therefore, the applied methodology globally con-
sisted of the following steps:  
- Microclimate simulation and analysis of the (i) 

reference and (ii) mitigation scenarios; 
- Generation of new optimized weather files; 
- Dynamic energy simulation of the case study 

buildings with the (i) original TMY weather 
file and (ii) different mitigated microclimate 
boundary conditions deriving from the micro-
climate simulations previously fulfilled. 

2.1 Description of the Case Study 

The case study district (nZES) is situated in Rimini 
(Italy) and is constituted by four single-family 
houses. Such villas, referred to in the text as nZES 
buildings (i.e. buildings in the net Zero-Energy set-
tlement), are nearly Zero-Energy buildings. In fact, 
single buildings present high-energy performance 
(EPISCOPE, 2012), while in the district a net zero 
energy balance is achieved thanks to the inclusion 
of energy efficient technologies at settlement level. 
In the “Reference” settlement microclimate model 
(Ambrosini et al., 2014), the following inputs were 
defined: 
- Ground: the “Loamy soil” was selected to rep-

resent natural ground, while “asphalt road” 
was used to represent the street cover. The 
“pavement concrete” was used for the sur-
rounding built surfaces. 

- Buildings: traditional building technologies 
from the current regulation were used. 

- Vegetation: it was modelled consistently with 
the vegetation percentage and position of the 
real site. 

Fig. 1 shows the geographical location of buildings.  
The thermo-physical properties of the materials are 
summarized in Table 1 (Ref).  
 the nZES buildings dynamic energy model was 
elaborated in order to evaluate the energy benefits 
deriving from the microclimate mitigation strate-
gies by using (i) the original TMY weather file and 
(ii) the optimized weather boundary conditions 
derived by the microclimate simulation output. 

Fig. 1 – Plan view of the Italian case study settlement 

2.2 Microclimate Simulation of the 
“Reference” Scenario 

The simulations of the outdoor microclimate condi-
tions were carried out by using ENVI-met. The 
input climate data used for the simulations were 
provided by Meteoblue (2016) which enables the in-
clusion of detailed topography, ground cover (e.g. 
forest, fields, rock, and water) and surface cover 
(e.g. snow and water). The model was implemented 
by considering a 1-m unit grid dimension.  

2.3 Microclimate Simulation of the 
Optimization Scenarios 

Additional optimization scenarios were simulated 
for the settlement to (i) improve the local microcli-
mate conditions, (ii) evaluate the most performing 
mitigation solution, and (iii) provide new weather 
files able to consider the microclimate improvement 
to be used in the dynamic energy simulation for 
assessing the role of microclimate mitigation on 
buildings energy performance. Three mitigation 
configurations were proposed. The first mitigation 
strategy consisted in the increase of the vegetation 
percentage according to the different landscape con-
straints of the settlement. In particular, deciduous 
trees (South-West) and hedges (North-East) were 
introduced in addition to the draining pavement for 
the asphalt road. The introduction of such elements 
was aimed at (i) protecting the buildings from direct 
sun irradiation in summer and let it seep out in win-
ter, and (ii) protecting them from the Northern cold 
winds while keeping an external boundary which 
could easily be over crossed by the wind in summer. 

http://www.meteoblue.com/
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The second mitigation strategy consisted of (i) the 
increase of the solar reflectance of roof tiles and 
external walls, and (ii) the implementation of cool 
paving materials, e.g. with natural cool gravels 
(Castaldo et al., 2015). Moreover, highly reflective 
asphalt was used for the roads. Table 1 shows the 
solar reflectance values of all the surface materials, 
before and after the implementation of the mitiga-
tion strategies. The last mitigation strategy con-
sisted in the simultaneous combination of the two 
above-mentioned solutions.  

Table 1 – Solar reflectance values [%] for each material in the 
different modeled scenarios 

Material Ref Cool Green Comb 

Asphalt road 20 60 20 60 

Concrete paving 40 40 - 40 

Gravel paving - 80 - 80 

Flat tiles 15 58 15 58 

Pitched clay tiles 30 77 30 77 

External walls 

plaster  
40 71 - 71 

2.4 Dynamic Energy Simulation 

The simulation of the case study nZES (net Zero-
Energy Settlement) was carried out using the 
DesignBuilder-EnergyPlus tool in thermostatically 
controlled conditions (EERE, 2014). All four build-
ings within the settlement, characterized by similar 
characteristics in terms of construction technologies, 
HVAC systems, occupancy schedule, etc., were 
modelled together and their energy performance 
was separately simulated. In particular, the follow-
ing technologies are implemented in the buildings: 
XPS insulation, cool materials as roof and wall ex-
ternal coating, low-e double glazing PVC windows, 
LED lighting system, high efficiency air-to-water 
heat pump as HVAC system, mechanical ventilation 
with heat recovery, photovoltaic panels with stor-
age, building integrated wind turbine system, and 
smart energy systems control. The nZES building 
components main technical characteristics are 
reported in Table 2. Since the results from the dy-
namic simulations showed a maximum 3 % energy 
performance difference among buildings, the simu-
lation outputs related to one single building (refer-
enced in the text as nZES standard building) are 

here reported. The comparative energy perfor-
mance analysis between the reference nZES build-
ing scenario, characterized by original typical 
weather dataset (TMY), and the optimized scenar-
ios, i.e. considering the optimized microclimates 
generated by means of the previous numerical 
analyses, was carried out in terms of annual energy 
consumption. The considered set-point tempera-
tures were equal to 20 °C and 26 °C for heating and 
cooling, respectively. 

Table 2 – General technical characteristics of the case study 
building 

nZES building characteristics 

Flat roof U-value [W/m2K] 0.15 

Flat roof Rsolar [%] 58 

Pitched roof U-value [W/m2K] 0.16 

Pitched roof Rsolar [%] 77 

External wall U-value [W/m2K] 0.18 

External wall Rsolar [%] 71 

Ground floor U-value [W/m2K] 0.22 

Windows U-value [W/m2K] 1.50 

Heating system COP 4.1 

Cooling system EER 3.8 

3. Results and Discussion

3.1 Microclimate Simulations of the 
“Reference” Scenario 

This section shows the results of the “Reference” 
scenario microclimate simulations both in summer 
and winter conditions. Such simulations are aimed 
at evaluating the optimization potential of the se-
lected mitigation strategies in terms of outdoor ther-
mal comfort, and consequently their impact on the 
building energy performance. 
The data were extracted at pedestrian height (0.9 m 
above the ground). The results were post-processed 
in terms of dry bulb temperature (°C), relative 
humidity (%), mean radiant temperature (°C), and 
wind speed (m/s). The air temperature ranged 
between 21 °C and 36 °C. Moreover, a maximum 
temperature of 35.4 °C and a minimum temperature 
of 32.5 °C were detected. As for the relative humid-
ity, this varied between a 27.6 % and 33.2 %. The 
mean radiant temperature fluctuated between 49 °C 



How Microclimate Mitigation Affects Building Thermal-Energy Performance in Residential Zero Energy Italian Settlements 

73 

and 73.6 °C. Finally, the wind speed ranged between 
zero and 1.57 m/s. Fig. 2–3 show the spatial distri-
bution of the air temperature in different hours of 
the day, in summer and winter conditions, respec-
tively. As for the wind speed in the Green scenario, 
the presence of the hedge does not allow the air cir-
culation at 0.9 m and has the effect of reducing the 
wind velocity in the proximity of the buildings. This 
generates a reduction of the convective mixing in 
the whole settlement. In winter, a globally lower 
mitigation effect is registered, with no penalties.  

3.2 Microclimate Simulations of the 
Optimized Scenarios 

This section describes the results of the 24 h simula-
tions of the optimized mitigation scenarios in sum-
mer (Fig. 4).  
In summer conditions, a good mitigation of the out-
door air temperatures (i.e. up to -1.5 °C) was 
detected by comparing the Green and Ref scenario. 
A lower mitigation effect but more effective at night 
was registered by implementing the cool strategies. 
Finally, a non-negligible air temperature reduction 
was found out by comparing the Comb and Ref con-
figuration, especially around the two buildings in 
the northern part of the settlement. The increase in 
relative humidity is more significant in the Green 
and Comb scenarios compared to the Cool one. This 
is motivated by the presence of the 5 m high trees. 
On the contrary, no microclimate mitigation effect is 
registered in close proximity of the 2-m high hedge. 

Fig. 2 – Summer air temperature map at different times of the 
day 

Fig. 3 – Winter air temperature map at different times of the day 

As for the mean radiant temperature, a reduction of 
about 20 °C is detected in the Green configuration 
due to the shading effect of vegetation to the incom-
ing solar radiation. On the contrary, the mean radi-
ant temperature slightly increases due to the pres-
ence of the reflective gravel on the paving surfaces. 
Additionally, there is a slight mean radiant temper-
ature increase and reduction up to 10 m of height in 
the Cool and Combined configuration, respectively. 
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Fig. 4 – Summer air temperature distribution in the Green, Cool, 
and Combined scenarios 

3.3 Assessment of the nZES Building 
Energy Performance 

This section shows the results of the annual energy 
dynamic simulation of the nZES standard building 
in the four different scenarios considered, i.e. refer-
ence (nZES), mitigated Green, Cool, and Comb. 
Buildings were simulated under thermostatically 

controlled conditions to assess the achievable en-
ergy saving corresponding to local microclimate 
boundary conditions variation. 

Table 3 – Annual energy consumption, production, and Primary 
Energy requirement (EP) for nZES standard building 

Building in the nZES Energy 

[kWh/m2/y] 
EP 

[kWh/m2/y] 

Heating 45.0 108.9 

Cooling 0.8 1.9 

DHW  3.8 9.2 

Regulatory Energy  49.6 120.0 

Lighting 12.5 30.3 

Equipment  15.4 37.3 

Total Energy 77.5 187.6 

Wind Generated Energy 23.7 - 

Solar Generated Energy 46.2 - 

Total Generated Energy 69.9 - 

Table 3 reports the results of the analysis under ther-
mostatically controlled conditions, in terms of final 
annual energy consumption of the nZES standard 
building. The final energy consumption is defined 
as the sum of regulatory energy, i.e. heating, cool-
ing, and domestic hot water (DHW), and the addi-
tional energy consumption for appliances, i.e. light-
ing and equipment. Such two energy contributions 
are separated since the regulatory energy is the only 
one affected by the microclimate mitigation strate-
gies applied to the nZES. Moreover, Table 4 shows 
the difference in terms of building regulatory, heat-
ing, and cooling energy among the three optimized 
scenarios and the nZES reference scenario. As 
expected, the results show that the greater effect of 
the implementation of both cool materials and 
greenery in the outdoor areas of the settlement is 
detected in summer. In fact, all the optimized sce-
narios present a lower cooling energy need com-
pared to the reference nZES scenario, which is max-
imized in the Combined scenario with a final 11.8 % 
cooling need reduction. Therefore, the combination 
of the application of cool materials and greenery in 
the outdoor areas of the settlement optimizes both 
outdoor microclimate conditions and building 
energy performance in summer. Moreover, in the 
optimized scenarios the energy need for heating is 
reduced though slightly, i.e. up to 2.5 %. Therefore, 
the optimized scenarios present a lower total energy 
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need with respect to the reference nZES scenario, 
with up to a 4 % regulatory energy consumption re-
duction in the Comb scenario. 

Table 4 – Energy requirements variation in the three optimized 
scenarios with respect to the reference nZES scenario 

Cool Green Comb 

H
ea

tin
g ΔE 

[kWh/m2/y] 
-0.37 -0.24 -0.18 

% decrease -2.48 -1.62 -1.21 

C
oo

lin
g ΔE 

[kWh/m2/y] 
-0.09 -0.34 -0.90 

% decrease -1.22 -4.42 -11.83 

R
eg

ul
at

or
y ΔE 

[kWh/m2/y] 
-0.46 -0.58 -1.08 

% decrease -1.76 -2.20 -4.09 

4. Conclusions and Future
Developments

In the present work, 3D Computational Fluid Dy-
namics and building energy simulation tools were 
coupled in order to investigate the mitigation 
potential of specific strategies applied at settlement 
level, and to quantify their effect on buildings’ 
energy need. The purpose was to develop outdoor 
mitigation strategies to improve the outdoor micro-
climate conditions perceived by pedestrians, and to 
reduce the buildings’ energy needs. To this aim, pre-
liminary microclimate simulations stressing the 
effect of selected mitigation strategies, i.e. imple-
mentation of cool coatings on buildings roofs and 
outdoor pavements, greenery, and their combina-
tion were carried out. Therefore, building upon the 
results of such microclimate simulations, new opti-
mized weather files were generated and used as 
boundary conditions for the dynamic simulation of 
the nZES buildings energy performance. Finally, the 
comparison between the energy performance of the 
nZES standard building carried out by using (i) the 
original typical weather dataset (TMY) and (ii) dif-
ferent optimized weather files was performed. 
Microclimate analysis allowed a preliminary assess-
ment of the outdoor thermal comfort conditions at 
settlement scale. Results showed how the different 
proposed mitigation strategies lead to an improve-
ment of the outdoor thermal comfort. The selected 

mitigation strategies also produce non-negligible 
reductions on the final energy need of the nZES 
building, mostly affecting regulatory energy con-
sumption. A maximum of 4 % energy saving was 
reached in the Combined scenario. 
In conclusion, this work demonstrated that properly 
selected microclimate mitigation strategies applied 
at district scale, aside from improving the local out-
door thermal comfort, can also produce non-negli-
gible effects on the thermal energy performance of 
buildings. Future developments of this work will 
concern the comparison between the effect of the 
microclimate mitigation strategies and the occu-
pants’ behavior on the final energy consumption 
and indoor comfort of the nZES buildings. 
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Abstract 
Energy efficient buildings, besides saving energy, should 

provide adequate indoor thermal comfort. Hence, to max-

imize advantages, a balance between different energy effi-

cient technologies and solutions must be found. In this 

sense, the European directives on the energy performance 

of buildings have defined a high standard of thermal insu-

lation for buildings in order to comply with strict energy 

performance limits. However, several studies have high-

lighted that such an approach can have negative effects in 

summer, especially in the Mediterranean area, thus induc-

ing an increase in the energy needs for cooling and a 

remarkable overheating. 

In this context, the main objective of this study is to inves-

tigate the thermal performance of Vacuum Insulation Pan-

els (VIPs) and Phase Change Materials (PCMs) when 

applied to the building envelope, and their ability to im-

prove the building thermal behavior in the Mediterranean 

area. To this aim, a numerical model of a test room with 

standard construction technologies was implemented on 

Design Builder. This model was validated against experi-

mental measurements available in the literature. Once the 

model was calibrated, a further series of simulations was 

performed by applying to the same test room the above-

mentioned innovative building envelope systems. The 

simulations were run both in free-running conditions, in 

order to assess thermal comfort and thermal inertia of 

walls, and by assuming the presence of an HVAC system, 

to calculate the energy needs for space heating and cooling 

on a yearly basis. 

The results highlight that, in summer, thermal discomfort 

and remarkable increases in the energy needs for cooling 

may occur when the building is retrofitted with VIPs, 

whereas better conditions are achieved with PCMs. 

1. Introduction

The energy demand of buildings accounts for a 
remarkable part of the world energy consumption 
(Seong et al., 2013). Hence, improving the energy 
efficiency, while also providing indoor thermal 
comfort in buildings through high performance 
thermal insulation and sustainable materials, has a 
strategic role (Gagliano et al., 2016a).  
In recent years, many developed countries have 
introduced programs directed at decreasing energy 
consumption and improving the carbon perfor-
mance of buildings. Some researchers (Alotaibi et 
al., 2014; Alam et al., 2011; Thorsell, 2011) suggest 
the use of VIPs for highly energy efficient buildings. 
Indeed, VIPs can reduce the energy needs for the 
heating of a building from 158.7 to 127.5 kWh m-2. A 
decrease of about 24 % can be achieved after retro-
fitting, due to a reduction in the transmission losses 
through the walls by 23 % (Johansson, 2014). 
On the other hand, PCMs are innovative materials 
capable of storing or releasing thermal energy as 
latent heat. Since the amount of latent heat absorbed 
or released is much larger than the sensible heat, the 
application of PCMs in buildings has a significant 
potential to reduce both the peak heating and cool-
ing loads, and the energy consumption (Seong et al., 
2013; Bejan et al., 2016). The results of dynamic ther-
mal simulations conducted on an office equipped 
with honeycomb PCM wallboards have shown a 
reduction in the peak operative temperature of 
about 1 °C during the summer period. Moreover, in 
the same study the peak surface temperature of the 
east wall decreases from 29.7 °C to 28 °C (Evola et 
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al., 2013; 2014). An experimental investigation car-
ried out during two days in summer on a test room 
where PCM panels were superimposed on three 
walls, has highlighted that the indoor air tempera-
ture is about 1 °C lower when compared to the val-
ues measured before installing the panels (Kuznik 
et al., 2008; Kuznik et al., 2009). Simulations have 
shown a potential reduction by 2 °C in the peak 
indoor air temperature in a test room where micro-
encapsulated paraffin was added to a 30 mm gyp-
sum plaster during a week (Voelker et al., 2008).  
In this framework, the present study aims at as-
sessing the effectiveness of VIPs and PCMs in reduc-
ing the energy needs of a virtual office test room 
located in Southern Italy. Dynamic thermal simula-
tions have been conducted both in free-running con-
ditions, to assess the thermal comfort and thermal 
inertia of the walls, and by assuming the presence of 
an HVAC system to calculate the energy needs for 
space heating and cooling on a yearly basis. 

2. Methodology

In order to investigate the thermal performance of 
these innovative materials, the software used for 
dynamic thermal simulations is DesignBuilder 
(Design Builder, 2014). The model of the virtual test 
room was first validated against the experimental 
results of the survey conducted on a real prototype 
of the same test room located in Milan (Rossi, 2009), 
with an average error below 1 %. After the valida-
tion, the virtual test room was simulated in a differ-
ent location, namely Cozzo Spadaro, near Syracuse 
(Southern Italy) 
As well known, in summer the energy needs and the 
thermal behavior of buildings strongly depend on 
the thermal inertia of their envelope. Generally, tra-
ditional constructive systems based on double brick 
walls do not have adequate thermal inertia to main-
tain good indoor thermal conditions and to guaran-
tee low energy needs for space cooling. In particu-
lar, the facades facing east and west receive, in sum-
mer, a high solar irradiance that is comparable to 
that received on the south-facing façade. Conse-
quently, one way to increase their performance may 
consist in the adoption of materials operating as a 
barrier against the outer external forcing conditions, 

and capable of absorbing heat from the indoor 
spaces. Hence, VIPs and PCMs are proposed as 
potential solutions. Moreover, different ways to 
install these materials on the walls are considered in 
order to analyze the possible effects of their position 
in the walls.  
Therefore, five scenarios are analyzed in the paper:  
- the base case, with double brick walls;  
- two cases with VIPs and PCMs placed on the 

inner side of the baseline wall;  
- two cases with VIPs and PCMs placed on the 

outer side of the baseline wall.  
The base case and all VIPs scenarios are simulated 
by using the Conduction Transfer Function (CTF) 
method, whereas for the PCMs scenario the finite 
difference method is adopted (EnergyPlus, 2011). 
The simulations of the test room are carried out with 
a frequency of 12 timesteps per hour. 
The indoor thermal comfort conditions and the ther-
mal inertia of the walls facing east and west are 
studied through free-running simulations (without 
HVACs) from July 24th to 31st, which is the warmest 
week in summer. In particular, the results of the 
simulations are analyzed in terms of indoor opera-
tive temperature, inner and outer surface tempera-
ture, Time Lag (TL) and Decrement Factor (DF) of 
the walls. It is useful to remember that TL is the time 
shift between the maximum outer and inner surface 
temperatures occurrence, while the DF can be 
defined as the ratio of the amplitude of the inner 
surface temperature fluctuations to the amplitude of 
the outer surface temperature fluctuations (Gagli-
ano et al., 2016b). 
On the other hand, to measure the indoor thermal 
comfort in summer the Intensity of Thermal Discom-
fort (ITD) is adopted. The ITD is defined by the inte-
gral, over a certain period P, of the positive differ-
ence between the current indoor operative temper-
ature (Top) and the threshold value Tlim = 26 °C, 
needed to have comfortable indoor conditions 
(Sicurella et al., 2012). Moreover, the energy needs 
for heating and cooling are calculated through a sec-
ond series of simulations where a thermostat control 
is set for the entire heating (20 °C) and cooling (26 
°C) season. 
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2.1 Properties of VIPs 

VIPs are innovative insulating solutions consisting 
in an evacuated, open-pore core material sur-
rounded by thin laminates, used to maintain a high 
level of vacuum (Alam at al., 2011).  
Their insulating capability is approximately seven 
times better than conventional insulating materials, 
such as mineral wool or EPS. Indeed, according to 
Johansson (2014), their thermal conductivity can be 
even below 5 mW·m-1·K-1. Consequently, a mineral 
wool board with a thickness of 185 mm is equivalent 
to a 20-mm thick VIP (Alotaibi at al., 2014). In this 
study, the authors used the following values to 
describe the VIPs performance: λ = 7 mW·m-1·K-1, ρ 
= 160 kg·m-3 and cp = 800 J·kg-1·K-1  

2.2 Modeling the PCMs 

The thermal behavior of a PCM undergoing phase 
change can be described by means of the relation 
between temperature and enthalpy: 

eqdh(T) C (T) dT= ⋅                                               (1) 

Here, the enthalpy is set as h = 0 kJ kg-1 at T = 0 °C, 
while Ceq is determined experimentally. The melting 
process occurs through a temperature range; the 
maximum equivalent heat capacity is measured at 
the so-called peak melting temperature. 
The PCMs adopted in this study consist of wall-
boards developed at CSTB (Centre Scientifique and 
Technique du Batiment), the performance of which is 
described in Evola at al. (2011). They are included in 
an aluminium honeycomb matrix, which contains 60 
% of micro-encapsulated paraffin with a diameter of 
approximately 5 μm (Micronal T23 produced by 
BASF). Two thin aluminium sheets close the panel, 
the overall thickness of which is 2 cm (Hasse at al., 
2011). According to the experimental measurements, 
the peak melting temperature is 27.6 °C for these 
PCM wallboards. However, since this temperature is 
quite low when compared to the thermal conditions 
expected in the case study, the real wallboards may 
not operate appropriately. Hence, the authors 
decided to consider a fictitious PCM wallboard in the 
simulations: they are exactly the same as the real hon-
eycomb panels, but their melting curve is shifted in 
order to obtain a peak temperature of 30 °C.  

The corresponding curve for Eq. (1) is depicted in 
Fig. 1. The melting process corresponds to the 
segments with the highest gradient: It begins at 
27 °C and ends at 33 °C. 
The honeycomb PCM panel has ρ = 545 kg·m-3 and 
λ = 2.7 W·m-1·K-1, which is imputable to the alumi-
num honeycomb matrix. Thanks to the aluminum 
honeycomb, the heat flux easily transfers through 
the panel, thus allowing the PCM included in the 
structure to work effectively. 

Fig. 1 – Enthalpy per unit mass for the PCM wallboards 

3. Test Room

The test room (Fig. 2) has a gross surface area of 
5.00 x 5.00 m and a height of 3.00 m. There are no 
obstructions and shields on all the outer sides. The 
façade facing south has a window measuring 3.00 x 
1.35 m, that is to say 30 % of the external surface of 
the wall. The main geometric features of the build-
ing are reported in Table 1. In the simulations, the 
test room is located near Syracuse (lat. 36.7° N, long. 
15.1° E, alt. 51 m). This area has a mild climate with 
hot dry summers and moderately cool winters. 

Fig. 2 – 3D model of the test room 
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Table 1 – Geometric features of the building 

Geometric features 
Heated gross volume V 58 m3 
Total external surface S 85 m2 
Shape factor S/V 1.70 m-1 
Net floor area Sn 19.40 m2 

In summer, the average outdoor temperature ranges 
from 22 °C to 33 °C. In winter, the outdoor temper-
ature varies from 5 °C to 15 °C, while in spring and 
autumn the climate is mild and the temperature 
fluctuates from 10 °C to 26 °C.  
The test room was with an office program from 
Monday to Friday from 9:00 to 18:00. The internal 
loads are characterized by occupants, computers 
and lighting systems for a total of 380 W with a den-
sity of 15 W·m-2. The occupancy density is 0.08 peo-
ple·m-2; lighting and office equipment power den-
sity is 8 W·m-2. The air change rate is 0.5 vol·h-1, 
without mechanical ventilation systems. The test 
room is equipped with a heating system represented 
by a natural gas boiler (η = 0.85), and a chiller for 
cooling purposes with COP = 2.50 in order to keep 
the indoor air temperature equal to 20 °C in winter 
and 26 °C in summer, respectively. The heating sys-
tem is switched on during the occupancy period 
from December 1st to March 31st, whereas the air 
conditioning system operates from June 1st to 
September 30th. 

3.1 Building Components 

The building envelope of the test room in the base 
case is characterized by opaque vertical closures 
made by double brick walls with internal air gap 
and an overall thickness of 30 cm. The outer layer of 
the wall is in plaster with solar absorbance α = 0.60 
and thermal emissivity ε = 0.90. The properties of 
the double brick walls are reported in Table 2; the 
air gap has a thermal resistance of 0.18 m2·K·W-1. A 
traditional slab with concrete and brick (thickness 
20 cm) characterizes the flat roof and the floor.  

Table 2 – Thermal properties of double brick walls 

Layers s λ ρ Cp

m W·m-1·K-1 kg·m-3 J·kg-1·K-1 

Outer Plaster 0.015 0.25 900 1000 

Hollow brick  0.12 0.39 716 840 

Mortar 0.01 1.00 1800 1000 

Air gap 0.06 - - - 

Hollow brick  0.08 0.40 775 840 

Plasterboard 0.015 0.25 900 1000 

The window has an aluminum frame without ther-
mal break (Uf = 5.9 W·m-2·K-1), and two glasses (s = 
6 mm) separated by an air gap (s = 12 mm); the glaz-
ing has Ug = 2.78 W·m-2·K-1 and SHGC = 0.70. 
The U-value and the surface mass (SM) of the build-
ing components are reported in Table 3. 
We validated the results of the simulation con-
ducted on the base case with the measured data 
(24th–31st July) coming from an actual test room 
located in Milan (Rossi, 2009). 

Table 3 – U-values and SM of the building components 

U (W·m-2·K-1) SM (kg·m-2) 

Wall 1.02 160 

Roof 1.84 332 

Ground floor 1.98 332 

Window 3.25 - 

3.2 Solutions for Wall Insulation 

We considered four configurations in the applica-
tion of VIPs and PCMs respectively, to the inner and 
the outer surface of the standard wall in the test 
room (Fig. 3).  The application of a 2 cm continuous 
layer of VIPs, either on the inner or the outer surface 
of the wall, allowed for the reduction of the U-value 
by 74 %. 
Therefore, the U-value of the wall after retrofitting 
is 0.26 W·m-2·K-1. On the contrary, PCMs do not sig-
nificantly reduce the U-value of the wall compared 
to the base case; indeed, the new value is 1.00 W·m-

2·K-1. 
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Fig. 3 – Wall configurations with VIPs and PCM on the inner 
surface (Is) and outer surface (Os) 

4. Results

4.1 Energy Comparison 

The energy needs for space heating and cooling in 
the different scenarios are shown in Fig. 4. Here, the 
energy savings in the heating period (ESH) and in 
the cooling period (ESC), compared with the base 
case, are also reported. 

Fig. 4 – Energy needs for space heating and space cooling 

The results highlight that the application of VIPs 
allows for a significant reduction in the energy 
needs in the heating period. This is certainly due to 
the remarkable insulating capacity of the VIPs if 
compared to traditional insulating materials.  
In particular, VIPs placed on the inner surface pro-
duce ESH = 57 %, which is higher than the case where 
VIPs are placed on the outer surface (ESH = 46 %). 
On the contrary, VIPs involve an increase in the 
energy needs during the cooling period in both sce-

narios (ESC = -12 %). In fact, a highly insulated enve-
lope does not promote heat dissipation, and deter-
mines overheating into the building in hot summer 
days. 
Overall, the use of PCMs does not change the energy 
needs significantly. The only exception occurs in 
winter when the PCM is placed on the inner side 
(ESH = -15 %). Indeed, the HVAC system imposes a 
constant value of indoor temperature (20 °C and 
26 °C in the heating and cooling period), which is 
well below the melting temperature of the PCM. 
Therefore, the PCM remains in its solid phase 
almost the entire day. The exception that has been 
pointed out is probably due to the high thermal con-
ductivity of the PCM, which also reduces the indoor 
surface temperatures, as shown in the following sec-
tion. 

4.2 Evaluation of Indoor Thermal 
Comfort 

The operative temperature (Top) within the test 
room was through simulations in free running con-
ditions from July 1st to 31st. The main results are 
reported in Table 4. 
As shown in Table 4, the operative temperature in 
the base case ranges from a minimum value of 28 °C 
to a maximum value of 34.1 °C. On the other hand, 
VIPs are generally responsible for an increase in 
both the minimum and the maximum values. In par-
ticular, when the VIPs are placed on the inner sur-
face, the maximum operative temperature increases 
from 34.1 °C to 35.2 °C; when the VIPs are placed on 
the outer surface, the maximum operative tempera-
ture keeps almost the same as in the base case, but 
the minimum value increases by 1 °C. These results 
can be explained by considering that VIPs act as a 
barrier to the heat flux transferred from the inside 
to the outside, thus causing overheating. The over-
heating effect is also shown by the ITD value that 
increases by 17 % if compared to the base case. 
Hence, VIPs seem not to be suitable in hot climates. 
Furthermore, the PCM panels placed on the inner 
surface reduce the maximum operative temperature 
from 34.1 °C to 32.9 °C, with a decrease of 1.2 °C. 
This result is achieved thanks to the heat storage 
capacity of the PCM. In fact, in this case without 
thermostat controls, the PCM can reach the melting 
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temperature range, thus it can be effectively 
exploited. If we look at ITD, this reduces by 2 %. 
Instead, the PCM placed on the outer surfaces does 
not offer significant improvement compared to the 
base case, as it cannot interact with the indoor envi-
ronment. In this case, the ITD slightly increases. 

Table 4 – Main results in terms of indoor thermal comfort. 

Ti (°C) Top (°C) ITD (°C·h) 

Base case (Bs) 
Max 34.8 34.1 

2631 
Min 27.9 28.0 

VIP (Is) 
Max 35.8 35.2 

3183 
Min 28.3 28.4 

VIP (Os) 
Max 34.8 34.1 

3137 
Min 28.8 29.0 

PCM (Is) 
Max 33.6 32.9 

2590 
Min 28.7 28.9 

PCM (Os) 
Max 34.6 33.9 

2669 
Min 28.3 28.1 

Overall, the proposed solutions for the retrofitting 
of the walls provide worse conditions in terms of 
summer thermal comfort, with the only exception of 
the PCM placed on the inner side. 

4.3 Dynamic Thermal Behaviour 

Time Lag and Decrement Factor were  in relation to 
the inner (Tsi) and the outer (Tso) surface tempera-
tures, based on hourly simulations in free running 
conditions during the period from 1st to 31st July. 
Fig. 5 and Fig. 6 illustrate the hourly profiles of Tsi 
and Tso for the walls facing east during three 
summer days (July 27th–30th). The results, also in-
cluding the walls facing west, are shown in Table 5. 
As reported in Fig. 5, in the base case the east wall 
has a maximum outer temperature Tso,max = 44.4 °C,
which occurs at 10:00 am; the peak temperature on 
the inner surface (Tsi,max = 33.8 °C) is attained at 
17:00. Thereby, in this case the TL is about 7 hours, 
while DF = 0.22 (see Table 5). The minimum values 
of Tso and Tsi occur at 6:00 am and 9:00 am, and are 
about 23°C and 28 °C respectively.  
When the VIP is placed on the inner side, the Tso 
assumes the same trend as in the base case, but the 
peak of Tsi increases by 1.1 °C. The maximum Tsi 
value is Tsi,max = 34.9 °C and occurs at 16:00; as 
reported in Table 5, TL = 6 h and DF = 0.26. Instead, 
the scenario with the VIP on the outer side provides 

a significant increase in the maximum outer temper-
ature, compared to the base case. Indeed, Tso,max 
increases from 44.4 °C to 47.9 °C. 
The profile of Tsi remains almost the same, with the 
only exception of the minimum value, which 
increases by 1.6 °C compared to the base case. It has 
to be highlighted that this scenario is able to attenu-
ate the peak of the heat wave better than a standard 
wall (DF = 0.13). According to these results, the 
placement of the VIP layer on the outer side offers 
better performance in terms of dynamic behaviour.  
The performance of PCMs is reported in Table 5. 
When the PCMs are placed on the inner side, the 
peak inner surface temperature decreases by about 
1.4 °C, irrespective of the exposure, and the outer 
surface temperature is quite similar to that of the 
standard wall.  

Fig. 5 – Inner and outer surface temperature of east wall (VIP) 

Fig. 6 – Inner and outer surface temperature of east wall (PCMs) 
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Table 5 – Surface temperatures and dynamic thermal parameters 

Tso,max 
(°C) 

Tsi,max 
(°C) 

TL 
(h) 

DF 
(-) 

Base case (Bs) 
East  44.4 33.8 7 0.22 
West 44.8 33.7 4 0.20 

VIP (Is) 
East  44.4 34.9 6 0.26 
West 44.8 34.8 2 0.24 

VIP (Os) 
East 47.9 33.4 7 0.13 
West 47.4 33.3 2 0.12 

PCM (Is) 
East 44.5 32.4 10 0.09 
West 44.9 32.4 7 0.08 

PCM (Os) 
East 41.4 33.5 7 0.24 
West 42.9 33.2 3 0.19 

In fact, the PCM is able to delay and attenuate the 
heat wave better than the other solutions thanks to 
its ability to store heat and release it afterwards. 
Hence, with reference to the east wall (Fig. 6), Tso,max 

occurs at 10:00 am and Tsi,max occurs at 20:00, so TL = 
10 hours while DF = 0.09.  
On the other hand, the PCMs placed on the outer 
side provide a significant reduction in the peak 
outer surface temperature. Indeed, in the east wall 
Tso,max decreases from 44.4 °C (base case) to 41.4 °C 
(see Table 5), which means a reduction by 3 °C. In 
this case, the profile of Tsi is unchanged compared 
to the base case, as the PCM mainly accomplishes its 
action on the outdoor wall surface. Overall, the 
dynamic parameters gained from the simulations 
for all scenarios are reported in Table 5. 
In the base case, the east and west walls show low 
TL values (7 and 4 hours, respectively) and 
DF = 0.20, because of their low surface mass. The 
peak values of outer and inner surface temperature 
are 44.8 °C and 33.8 °C, respectively. For the other 
solutions, the worse condition is the one where VIPs 
are placed on the inner side, because in this case the 
inner surface temperature increases by 1.1°C with 
great fluctuations.  
On the contrary, the optimal solution is when PCM 
panels are placed on the inner side, which shows 
TL  = 10 h and DF = 0.09, with a reduction in the peak 
inner surface temperature of about 1.4 °C. Both the 
solutions with VIP and PCMs on the outer side do 
not provide any significant contribution to the 
reduction of the inner surface temperature. Further-
more, it can be highlighted that the VIPs on the 
outer side overheat the outer surface of the walls by 
about 3 °C, while the PCM panels on the outer side 

reduce the peak outer surface temperature by about 
3 °C.  

5. Conclusions

The results show that the innovative solutions con-
sidered in this study (VIPs and PCMs) may be use-
ful in the Mediterranean climate, but only if placed 
on the right side of the walls. 
In particular, VIPs are very useful to reduce the 
heating energy needs: in this paper, the heating en-
ergy demand is reduced by 57 % and 46 % if they 
are placed on the inner or the outer side, respec-
tively. However, the cooling energy needs increase 
by about 12 % compared to the base case.  
As concerns the selected PCM, in this specific case it 
is not recommended with HVAC systems because in 
this case the set point imposed by the HVAC sys-
tems (20 °C in winter and 26 °C in summer) is lower 
than the melting temperature of the PCM, thus it 
cannot activate. Indeed, the results show that the 
energy demand for heating and cooling with the 
PCM panels are almost the same when compared to 
the base case. 
However, if PCMs were used into a mixed-mode 
building with 28 or 30 °C cooling setpoint, they 
would be capable to activate and the application 
could work well. 
The simulations in free-running conditions have 
highlighted that both the solutions with VIPs and 
PCMs on the outer side are the worst ones for indoor 
comfort conditions in summer. Placing the VIPs on 
the inner side leads to very high fluctuations in the 
indoor operative temperature (from 28.4 °C to 
35.2 °C) compared to the case with PCMs placed on 
the inner side (from 28.8 °C to 32.9 °C). That is why 
the PCM panels placed on the inner side can be 
regarded as the optimal solution. 



Maurizio Detommaso, Gianpiero Evola, Antonio Gagliano, Luigi Marletta, Francesco Nocera 

84 

Nomenclature 

Symbols 

Ceq 
Ccp

DF 
ES 
h
ITD 

Equivalent heat capacity (J·kg-1·K-1) 
Specific heat (J·kg-1·K-1) 
Decrement factor (-) 
Energy saving percentage (%) 
Enthalpy (J·kg-1) 
Intensity thermal discomfort (°C·h) 

s 
S 
Sn

SHGC 
SM 
T 
TL 
U 
V 

Thickness (m) 
External surface (m2) 
Net floor area (m2)          
Solar Heat Gain Coefficient (-)       
Surface mass (kg·m-2) 
Temperature (°C) 
Time lag (h) 
Thermal transmittance (W·m-2·K-1) 
Heated gross volume (m3) 

Greek letters 

α Solar absorptance (-) 
ε Thermal emissivity (-) 
λ Thermal  conductivity (W·m-1·K-1) 
ρ Density (kg·m-3) 
τ Time (h) 

Subscripts/Superscripts 

C Cooling 
f Frame 
g Glazing 
H Heating 
i Indoor 
M Melting point 
max Maximum 
min Minimum 
o Outdoor 
op Operative 
si Inner surface 
so Outer surface 
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Abstract 
The use of simulation for building design and perfor-

mance assessment is becoming mandatory if NZEB 

requirements have to be met. As a matter of fact, only 

dynamic simulations are able to correctly account for 

renewable energy exploitation on the building site. Deal-

ing with solar energy source conversion, the correct use of 

available standard weather data files is still more im-

portant than solar gains through the transparent envelope. 

When using such statistically derived weather data, how-

ever, different pitfalls might arise. In fact, when perform-

ing sub-hourly simulation, the information provided by 

hourly-based climatic data is insufficient. Interpolation 

algorithms are implemented in Building Performance Sim-

ulation tools (BPSts) to provide intermediate weather data, 

which can affect the quality of the results. Specifically, 

solar radiation data are insufficiently represented by 

hourly-based values when dealing with short time-step 

simulations of complex building systems. In this article, a 

review of radiation algorithms and weather data manage-

ment algorithms at sub-hourly simulation time steps will 

be introduced, as implemented by two well-known soft-

ware, such as TRNSYS 17 and EnergyPlus 8.6.0. Further 

considerations will be made upon information exchange 

among simulation components during the simulation, and 

upon the possibilities offered or denied by different data 

management-implementations when multiple actors are 

involved in the simulation.  

1. Introduction

In complex systems like buildings, control strategies 
become vital when looking for energy use reduction 
and renewable sources exploitation. However, 
when dealing with complex systems that exhibit 
non-linear behaviours which may also depend on 
thresholds, integral or averaged information over 
time might not be any more sufficient to assess the 

performance of that particular system. In that case, 
the “instantaneous” time dependence of some of the 
input data might become important to get a realistic 
comprehension of the behaviour of the enquired 
system. Here instantaneous means short, compared 
to the smallest system characteristic time. Short time 
step simulations might therefore become the only 
possibility to compare different systems at design 
time. 
Starting from these considerations, we have tried to 
evaluate the impact on simulation in “averaging” 
those inputs that show an extremely variable behav-
iour, as solar radiation in particular. 
When using weather data in a simulation, four main 
aspects should be taken into consideration: 
1. Are the requirements of correct timing and

synchronization of weather data with the dif-
ferent nature (instantaneous or averaged) ful-
filled?

2. Is the accuracy, by which the solar position is
calculated with, consistent with small time
steps?

3. What is the loss of information when averag-
ing weather data?

4. What is the impact of different weather data
interpolation strategies?

One of the basic requirements, when dealing with 
information exchange, for both internal and external 
objects involved in a simulation, is the knowledge 
of the nature and occurrence timing of the infor-
mation. In some cases, an “accurate” synchroniza-
tion of different kinds of information might not be 
so relevant, such as at pre-design time when the 
average “variation pattern” is enough to get design 
values to size the system. In other cases, when stud-
ying real situations, such as during the empirical 
validation of BPSts against measured data or at 
operational time, by using monitoring weather data 



Livio Mazzarella, Martina Pasini 

88 

to optimize the performances of the building sys-
tem, the correct synchronization between data with 
different natures, both influencing the behaviour of 
the system (such as temperature and solar radiation 
in photovoltaics systems efficiency), becomes im-
portant. 
Following these considerations, a review of the 
algorithms implemented in two well-known BPSts, 
such as TRNSYS 17 and EnergyPlus 8.6.0, was per-
formed. 

2. Aspects to be Considered When
Addressing Short or Hourly Time
Steps Simulations

2.1 Information Exchange: Timing and 
Consistency 

One of the most important aspects to be addressed 
when simulating systems comprised of different 
objects is the exchange of information among the 
different actors involved. The two main properties 
that this information should contain are: its nature 
and its timing. 
When speaking of timing, it should be clear that: 
- the time step is the time interval between two 

subsequent calculations, 
- while the time stamp is the exact time to which 

the results of each calculation are referred (the 
difference between two subsequent time 
stamps is thus the time step). 

The most commonly used numerical methods in 
solving partial differential equations, such as finite 
volumes, finite differences, and conduction transfer 
functions, provide as their results the instantaneous 
values of the dependent variables (temperatures 
and/or fluxes) at a well-defined time stamp, and not 
an average value on the previous time step. To get 
to this result it is always necessary to know the 
instantaneous values of their initial state and – 
depending on the chosen numerical scheme – of 
their boundary conditions at the previous and/or 
current time stamp. For example, to solve the prob-
lem of conductive heat transfer in a wall, the fluxes 
and the temperatures on their boundaries at precise 
time stamps need to be known. 

Besides, in a simulation, a manager must always be 
“elected” that “conducts the orchestra”, here called 
simulation manager. 
The simulation manager should ask all the actors in-
volved in a simulation to perform their calculation 
and expose to all the other components their prop-
erties at each precise time stamp. These time stamps 
will be referred to as global time stamps and the time 
in between the two subsequent as global time steps. 
The global time step should be as short as required 
by the actor that is more sensitive to a rapid varia-
bility of its boundary conditions. 
That doesn’t mean that all the actors will be 
“forced” to repeat their calculation at each global 
time stamp. Each of them will be allowed to expose 
its properties as unvaried and store the information 
coming from the other objects at its convenience. 
Another possibility, might be the one that sees an 
object which needs to perform its calculation with 
shorter time steps to reach more accurate results, 
but not that much sensitive to the “exact form” of 
variation of its boundary conditions (linear, ran-
dom, etc.). In this case it should not “ask” the simu-
lation manager to reduce its global time step. It will 
collect the needed information at the global time 
stamps and perform multiple calculations to give 
out its results at each global time stamp. 
A last remark about these definitions relates to the 
nature of these time stamps, i.e. what kind of time 
(solar, universal, local, etc.) is used.  The choice of 
the nature of the time stamp has to be made, among 
the other reasons, to reduce the interpolation 
needed on the available input data. Therefore, since 
in the majority of cases, other time-dependent input 
data, as the schedules defined for describing user 
habits (such as working hours, etc.), are based on 
local time, time stamps should be local instead of 
solar. Local time can be affected by legal corrections 
or not, and this aspect should be managed by the 
simulation manager and well documented to avoid 
confusion in the input and output reading/writing. 
Therefore, we know the input data at specific local 
time stamps, such as users-schedules, instantaneous 
weather climatic data, such as dry temperature, 
relative humidity, wind velocity, and integral or 
averaged weather data, such as global and diffuse 
horizontal solar radiation, at a file format dependent 
time stamp (solar, local, etc.). 
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2.2 Weather Data Nature and Timing 

We have said that the input data are not always 
available as “instantaneous”. Among the data to be 
exchanged, the most complex to manage are the 
weather-related data, due to: 
- the different nature of its quantities (some of 

which are intensive/scalar and other extensive/ 
vectorial) 

- the relative time stamp at which these data are 
available. 

A review performed on both the weather data file 
format manuals (Wilcox and Marion, 2008) and the 
Guide to Meteorological Instruments and Methods 
of Observation (Jarraud, 2008) showed that some 
weather data are recorded as instantaneous values 
associated to a time stamp, other are integral values 
of a variable evaluated on the previous time step. 
Weather data that are relative to solar radiation are 
given in almost all weather data file formats as inte-
grated over time, i.e. as the total amount of solar 
radiation (energy) received during the period end-
ing at the time stamp associated with the datum and 
starting at the timestamp associated with the previ-
ous one. 
The weather processor has instead to provide each 
object with the total irradiance (power) striking a 
specific oriented surface at each global time stamp. 
Thus, this information provided in terms of energy, 
should be translated in terms of power and used with 
a correctly aligned sun position, to calculate the cor-
rect amount of irradiance reaching each oriented 
surface. 
That means that when a rule is set to assure the time 
alignment of provided weather climatic data (i.e. the 
instantaneous data and those transformed from in-
tegral to instantaneous), a consistent rule should 
also be set for the alignment of the sun position. In 
this regard, before going more into the details of 
how to manage instantaneous and integral weather 
data, a review upon sun position algorithms is in-
troduced here to clarify the answer to the following 
questions: 
- what is the timing of the solar position used by 

the different tools, 
- what is the accuracy of the algorithms used for 

the calculation of the sun position, when the 

simulation time step is of the order of magni-
tude of minutes. 

2.2.1 Sun position timing 
In some cases (TRNSYS) we have the possibility to 
define the weather data as instantaneous or aver-
aged and on which time interval it has been aver-
aged, if needed. In other cases we might need to 
modify the input data to time align them as 
required. However, there is always something that 
we cannot change, i.e. the way the tool manages the 
sun position timing. Both EnergyPlus and TRNSYS 
expose to all other procedures the sun position that 
is evaluated at the middle of the global time step 
regardless any other choice. Accordingly, for time 
consistency, we should expose to all the objects 
involved in the simulation all the other input data at 
that particular mid time stamp (i.e. at the mid of the 
time step) performing interpolations, even if we 
have instantaneous data available at the global time 
stamps.  In our opinion, this is not the best choice 
because: 
- unneeded interpolations are performed;  
- integral weather data need a transformation, 

which could be better performed when aligning 
the transformed data to the time stamps of the 
instantaneous data;  

- schedules data are usually defined at the time 
stamp as well, and not at the mid of the previ-
ous time step.  

2.2.2 Sun position accuracy at short time 
steps 

As far as the accuracy of the sun position calculation 
is concerned, we have done a review of the most 
broadly diffused algorithms (Duffie and Beckman, 
2013) to understand if the simplified hypotheses at 
their basis are still applicable when dealing with 
short time step simulations. We detected some am-
biguity among different sources concerning the def-
inition of the fractional year; therefore we recovered 
the original source for the definition of the most ac-
curate equations for the calculation of sun declina-
tion and equation of time (Spencer, 1971). We found 
a witness (Oglesby, 1998) that reported one error in 
the first coefficient of Spencer’s equation of time. We 
will report it here only for completeness:  



Livio Mazzarella, Martina Pasini 

90 

sin(2T) 0.040849-cos(2T) 0.014615-           
-sin(T) 0.032077-cos(T) 0.001868+0.0000075=E

  (1) 

In Spencer’s equation of time there is a fractional-
year time “T” depending on the day-of-the-year 
number “d” which ranges from 0 on 1 January to 364 
on 31 December, that has the equation: T = 2 π d/365. 
Since the sun declination is kept constant over one 
day and the author (Spencer, 1971) suggested using 
those equations in years in the middle of a 4-year 
leap cycle, we wondered: 
- what might be the rate of change of declination 

in one day and 
- what would happen if we need to compute the 

sun position when using monitored weather 
data near or for a leap year.  

We noticed, by using the nautical almanac algo-
rithms for the calculation of the sun position, that 
the rate of change of its declination in one day is 
maximum 0.4°. 
To answer the second question, we calculated the 
error of Spencer’s simplified algorithm on the daily-
average declination with respect to the more accu-
rate algorithm of the nautical almanac. For a year 
before the leap one, this error depends on the longi-
tude of the location and varies along the year, reach-
ing maximum absolute values that are of the same 
order of the maximum daily declination variation. 
Using, in Spencer’s equations, a fractional day-of-
the-year number, calculated at the beginning, mid 
or end of the day, a bigger or smaller error results 
depending on the longitude of the location, since 
universal time is not taken into consideration. How-
ever, the accuracy reached with Spencer’s simplified 
equations is still acceptable when calculating the 
zenith of the sun even at very short time steps. 

2.3 Using Weather Data Recorded on a 
Particular Time Basis 

Referring to weather data availability and “desired” 
simulation time step two scenarios might occur: 

- weather data recorded on a short time step 
basis (minutes or seconds) are available and 
hourly simulations are intended, 

- hourly weather data are available and short 
time step simulations are needed. 

- In these cases, the following questions have 
arisen: 

- what do we lose if we use hourly weather data 
generated from short time step monitored data 
that preserve integral solar radiation? 

- which interpolation strategy is the most effec-
tive when dealing with data estimation be-
tween its recorded values? 

2.3.1 From data recorded on a short time 
step basis to hourly data 

In this first case we have weather data recorded on 
a minute or second time basis, but we would like to 
set the global time step of our simulation to 1 h. This 
might be the correct approach to reduce calculation 
time if we imagine that the components involved in 
the simulation do not need to know the “exact vari-
ability” of the data, while only integral values of ra-
diation are of interest. If we want to perform hourly 
simulation, we cannot use the weather data rec-
orded at those short time steps as they are. Neither 
of the two tools taken in consideration allows it, and 
in general it is difficult others might do it. Therefore, 
those data need to be transformed and we want to 
understand which error this process introduces. We 
used the data collected for the year 2016 (in particu-
lar the month of April) by the weather station of the 
Energy department of the Politecnico di Milano. The 
data were recorded on a 10 s time step basis. We 
want to know how the integral over the month of 
April of the solar radiation reaching the most com-
mon expositions is influenced by the integration of 
those data (needed to be able to run a simulation 
with a global time step of 1 h). 
First of all, by doing this operation, we have a 
smoothing of the original data, as can be seen in 
Fig. 1. 
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Fig. 1 – Effect of the choice of different time bases for averaging monitored data 

A note about all the figures shown here: All the 
graphs are represented with dotted lines for an easy 
time series reading, even if they are intended to 
show discontinuous, averaged over the global sim-
ulation time step, pseudo-instantaneous values as 
provided by the investigated tools. These values 
have been associated to the time stamp provided by 
the tool, even if the tool calculates them as average 
values over the simulation time step. 

Table 9 – Weather data recorded at a short time basis used on 
hourly simulation 

Exp 
WD 
∆T 

[min] 

April Sol.Rad. 
[MJ/m²] 

Diff [%] 

TRNSYS Eplus TRNSYS Eplus 

South 
30° 

15 565 519 0.46 0.36 
60 567 526 0.89 1.61 

Hor 
15 498 461 0.32 -0.1 
60 501 465 0.98 1.07 

North 
15 128 124 0.30 -0.47 
60 132 122 3.43 -2.12 

South 
15 351 333 0.55 1.16 
60 353 335 1.09 1.86 

West 
15 409 373 1.33 3.26 
60 430 361 6.41 -0.08 

East 
15 219 207 0.28 -2.82 

60 222 208 1.47 -2.36 

Together with the smoothing, also the integral of the 
solar radiation that reaches the different expositions 

is influenced. Taking as reference values those com-
puted with the smallest global simulation time step 
allowed by the tool (10 seconds for TRNSYS and 60 
seconds for EnergyPlus), we can see in A note about 
all the figures shown here: All the graphs are repre-
sented with dotted lines for an easy time series read-
ing, even if they are intended to show discontinu-
ous, averaged over the global simulation time step, 
pseudo-instantaneous values as provided by the in-
vestigated tools. These values have been associated 
to the time stamp provided by the tool, even if the 
tool calculates them as average values over the sim-
ulation time step. 
Table 1 that we get a difference in the integral value 
of the total solar radiation incident on each exposi-
tion which depends on the particular kind of expo-
sition. EnergyPlus gives lower solar radiation inte-
grals with respect to TRNSYS. We report these con-
siderations to show that preserving the integral on 
those input data related to solar radiation is not a 
guarantee of an “accurate” integral on the com-
puted radiation reaching different expositions. 

2.3.2 From hourly weather data to short 
time step simulation 

We have seen in the previous paragraph what hap-
pens in the first scenario identified in Paragraph 2.3. 
Now we will consider the second scenario.  
Naturally, when dealing with short time step simu-
lations, the best solution should be to work with 
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weather data recorded with the same frequency. 
However, we are still working with hourly weather 
data, even if Crawley, Hand and Lawrie (1999) 
pointed out that this kind of data is no longer 
enough since interpolating between hourly observa-
tions does not accurately represent weather condi-
tions that change much more frequently. 
Given that, we need to assess the possibilities of-
fered by the different tools to overcome such lack of 
information. 
While for the instantaneous variable, the interpola-
tion algorithm commonly chosen is linear interpola-
tion with solar radiation; different tools have chosen 
different strategies. 
In particular TRNSYS and EnergyPlus chose differ-
ent interpolation algorithms for solar radiation. En-
ergyPlus decided to convert the integral value of so-
lar radiation (energy) associated with a time stamp 
in the weather data file to an average instantaneous 
value of solar irradiance (power) associated to a 
time stamp in the middle of the current and previ-
ous ones (backward middle time). After that, the in-
stantaneous value at each time stamp (irradiance) is 
calculated as linear interpolation between the aver-
age irradiance attributed to the backward middle 
time and that attributed to the forward middle time 
(Fig. 2). 
TRNSYS instead, chose to interpolate the values 
gained from the weather data file for horizontal so-
lar radiation by using the curve for extra-terrestrial 
radiation. This kind of interpolation is more heavy 
computationally, than the one implemented in En-
ergyPlus, therefore its greater effectiveness should 
be evaluated. 

However, care should be taken when importing 
user defined weather data in TRNSYS, because the 
following two possibilities are allowed, i.e. using: 
- one object, i.e. the Type 99 that combines exter-

nal data reader and solar processor; 
- two objects, i.e. the Type 9 for external data 

reading and the Type 16 for processing solar in-
formation. 

These two ways give different results, as can be seen 
in Fig. 3 where we have the comparison between 
solar irradiance (power) computed by the two 
Types for a simulation with 15-minute global time 
steps, using input data averaged on a 60-minute 
time basis, and a 15-minute simulation using in-
stead input data averaged on a 15-minute time ba-
sis. As written in the manual, Type 99 performs ra-
diation "smoothing", while Type16 does not, in both 
cases the sky model of Perez 1999 was used, but site 
altitude could not be set. Table 2 shows the differ-
ence in respect to the reference values, of the inte-
grals of the solar radiation striking different exposi-
tions as given by the smoothed, non-smoothed and 
linear interpolations, according to the exposition. 

Table 10 – Integrals of the solar radiation with different inter-
polation algorithms of hourly weather data at time steps of 15 min 

Exp Diff [%] over the month of April
Type 99 Types 16+9 EnergyPlus 

South 30° 1.13 0.94 1.34 
Hor 0.86 0.74 0.75 
North 1.02 1.77 -1.14 
South 1.27 1.07 1.69 
West 2.55 4.26 0.44 
East 2.16 1.79 -1.79 
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Fig. 2 – Effect of a different interpolation of 60 minutes averaged weather data for simulation with 15 min. global time steps 

Fig. 3 – Comparing simulations with global time step of 15 min in case of weather data averaged over a time base of 15 min. or 60 min

Actually, with the exception of the west exposition, 
the two interpolation routines might be considered 
quite equivalent in terms of integral solar radiation 
calculation (Table 2). 
However, if we want to check the performance of 
our solution against solar irradiance variability, the 
second non-smoothed interpolation might be pref-
erable, since it is a bit more “discontinuous”.  
Of course this second strategy is still not sufficient 
to emulate those random phenomena that occur in 
the atmosphere that are quite relevant when dealing 
with solar radiation. If we use the weather data file 
averaged on a 15-minute time basis, we have a dif-
ferent pattern of variability with respect to the inter-
polated ones starting from an hourly averaged 
weather data file (Fig. 3). Energy Plus does not allow 

any choices and its linear interpolation has quite the 
same effect as the radiation smoothing of TRNSYS 
Type99. 
While trying to ensure the conservation of energy 
received on a horizontal surface, a valuable algo-
rithm for the estimation of those unknown values 
might consider the statistical variability of that spe-
cific variable. Variables such as solar radiation or 
wind velocity might be better estimated by applying 
a more realistic “pattern” to their “interpolation” 
than linear or smoothed regression. Statistics might 
be used to define a reduced number of patterns that 
might be applied to variables that show similar var-
iability. Of course this apparently random behav-
iour should be deterministic and repeatable. Other-
wise each time we repeat a simulation after having 
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changed a component to evaluate a different tech-
nology, we would get results that are non-compara-
ble.  
This statistical approach should have the goal to bet-
ter assess the efficiency of a system and its control 
strategy as realistically as possible. 

3. Discussion and Result Analysis

We have seen that different requirements might oc-
cur depending on: 
- the sensitivity of the simulation components to 

input variability;  
- the availability of weather data recorded at dif-

ferent time bases;  
- the goal of the dynamic simulation (validation 

or evaluation at design time).  
We have seen that in some cases it is necessary to 
describe in detail the variability of input data by us-
ing very short time step simulation (minutes), while 
other times, it might be sufficient communicate to a 
simulation component an average value of the input 
required. In some cases, it might be better to align 
the different input data with precision, other times 
this synchronization might not be vital. 
In the majority of the cases we have simulation com-
ponents with very different time bases (heavy build-
ing construction and HVAC systems), but we do not 
want to use a very short time step simulation be-
cause it takes too much time. 
How could we fulfil all the different requirements, 
in the best possible way? 
A starting point might be to help the user to describe 
needs and input data as precisely as possible and let 
the tool choose what has to be done, in the most con-
sistent way. For example, the user should not be 
asked to manipulate its weather data if the recorded 
time base is smaller than the global simulation time 
step.  
After that, it might be better to reduce the required 
assumption. Since different kinds of uncertainties 
are already ingrained in numerical simulation, 
while defining the strategy to handle time-variant 
information inside the simulation, a relevant pur-
sued goal should be to avoid assumptions not 
strictly needed, as interpolating values at mid time 
steps systematically. 

The last but most important suggestion would be re-
lated to avoid information annihilation. If we have 
input data described on a short time basis, they 
should be kept available for whichever component 
might need them, without compelling all the other 
components as well to perform not “strictly needed” 
calculations. This can be managed by the singular 
component that should decide “by itself” if it needs 
to perform its calculation each time stamp or not. 

4. Conclusion

The review here presented has been focused on the 
routines that handle weather data, as implemented 
by TRNSYS 17 and EnergyPlus 8.6.0. Our aim has 
been to point out how weather data provided on a 
certain time basis are used in the simulation, when 
the simulation time step is smaller, equal or larger 
than the weather data recording time basis. 
When the simulation time step is the same as the 
weather data recording time basis, a clear architec-
tural choice for the alignment of the different types 
of weather data and sun position is needed. While 
some possibilities are provided to the user to 
describe the available weather data, sun position 
timing is not modifiable. The more common strat-
egy implemented by the analysed tools is to 
exchange the values of the simulation variable aver-
aged over the time steps. However, this strategy 
prevents the numerical scheme implemented in 
each simulation component to directly handle the 
process of weighting its boundary conditions at dif-
ferent time stamps. A good architectural choice 
should preserve all the information available in 
input data, while managing rules should be defined 
and used only if strictly needed, as we have seen for 
solar radiation. When the simulation time step is 
smaller than the weather data recording time basis, 
interpolation is needed. We have seen that the cur-
rently available interpolation routines might not be 
“significant enough” to test complex components 
and control strategies. A stochastic “interpolation” 
algorithm, derived by statistical analysis on weather 
data fluctuations, might overcome this lack of infor-
mation. This algorithm will have the purpose of 
mimicking the variability of variables with similar 
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capacity/patterns, to better evaluate the effective-
ness of a system and of its control strategy when 
subjected to “realistic” boundary condition fluctua-
tions.  
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Abstract 
The concept of green building plays a role of primary 

importance in the reduction of the use of resources, water, 

and materials, as well as on the reduction of impacts on 

human health and the environment, during the building 

lifecycle. A large number of countries has already de-

veloped energy certification procedures in order to rate 

the building energy performance; furthermore, a range of 

green building assessment tools and protocols has been 

developed in the past 20 years, with the aim of reducing 

energy consumption and the environmental impact in 

both the building construction and management phases. 

This paper compares the results of the application of three 

green building assessment methods on both the energy 

and environmental performance. Some of the most spread 

rating systems were chosen: Istituto per l'innovazione e 

Trasparenza degli Appalti e la Compatibilità Ambientale 

(ITACA, Italy), Comprehensive Assessment System for 

Built Environment Efficiency (CASBEE, Japan), and Green 

Star (Australia). The analysis was developed on a 

residential building located in central Italy, constructed by 

taking into account the international principles of 

sustainability and bioclimatic architecture. Starting from 

previous studies developed by the Authors, by which 

these protocols were compared and their scores normal-

ized, the proposed study assesses the sustainability of the 

case-study building thanks to a point-based methodo-

logical approach. It is based on the identification of six 

common macro-areas that allow the homogeneous com-

parison of the three green building assessment tools. The 

study aims to assess the impact of these new normalized 

categories on the overall sustainability performance of the 

building.  

1. Introduction

Buildings are responsible for a considerable part of 
the energy consumption and greenhouse gas emis-
sions, and according to Swan and Ugursal (2009), 
they account for 40 % of the total energy consump-
tion of the European Union. This problem involves 
all the advanced countries in different ways, not 
only in terms of air pollution but also with regard to 
the availability of primary energy resources and bal-
ance between imported and exported energy. As a 
result, several actions for the energy and environ-
mental preservation and for the rational use of 
resources have been recently undertaken by the 
national governments: in Italy the energy efficiency 
of buildings is the primary goal, while energy label-
ling is gaining importance all over the world. Sev-
eral findings in literature affirm that increasing the 
buildings energy efficiency is a primary goal 
(Boyanoa et al., 2009; Evangelisti et al., 2015a) and 
many solutions have been introduced aiming at 
reducing the building sector environmental impacts 
(Gori et al., 2016; Evangelisti et al., 2015b; Mattoni et 
al. 2015). Furthermore, in the last years, the so-called 
green rating systems have been developed in order 
to estimate the buildings sustainability level in a 
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broader way, including other aspects in addition to 
energy consumptions. The sustainability concept is 
defined by ISO 15392:2008 in three ways: economic, 
environmental, and social. Recently the attention is 
focused on environmental sustainability, and differ-
ent programs and methods related to this aspect are 
flourishing all over the world. The Life Cycle 
Analysis, for example, initially developed in the 
industrial world, is now being spread also to the 
building sector with the goal of quantifying the 
potential environmental impacts linked to the con-
struction process. The private sector has promoted 
different initiatives both at a national and interna-
tional level. In this framework, a huge number of 
green building assessment tools and protocols has 
been developed in the past 20 years. Among these, 
the most famous sustainable protocols at interna-
tional level are LEED (Leadership in Energy and 
Environmental Design) from the U.S., CASBEE 
(Comprehensive Assessment System for Built Envi-
ronment Efficiency) from Japan, Green Star from 
Australia, and BREEAM (Building Research Estab-
lishment Environmental Assessment Method) from 
the UK. In Italy also the public sector has promoted 
a sustainability protocol called ITACA (in English: 
Institute for Transparency of Contracts and Envi-
ronmental Compatibility). Some of these protocols, 
such as LEED and BREEAM, are applied all over the 
world with different specifications according to the 
features of the local country. The protocols aim at 
defining standards and parameters to evaluate the 
level of sustainability in the building sector and to 
reduce the energy use during the life cycle of the 
buildings at a prescriptive and voluntary level. They 
consist in methodological approaches that analyze 
energy consumptions, the characteristics of the site, 
the indoor well-being, and the effects on human 
health. The different calculation methods and cred-
its of the labelling tools can lead to significant dif-
ferences in the final sustainability scores of a build-
ing (Suzer, 2015; Bahaudin et al., 2014). These differ-
ences are both at a national and regional level: in 
fact, in a country it is possible to find also different 
versions of the same protocol. ITACA, for example, 
is a federation of different protocols of the Italian 
regions characterized by a common methodology 
and by common technical-scientific requirements. 
This diversification allows us to take into account 

local peculiarities, like climate characteristics or 
constructive practices. Despite the need of consider-
ing the distinctive features of each territorial con-
text, the building sustainability level in the global-
ized world should be hopefully comparable among 
different countries. This objective could be achieved 
by defining common targets, aims, and require-
ments.   
In this framework, the present study applies the 
well-known rating systems ITACA, CASBEE, and 
Green Star to the green building complex “Le 
Violette”, located in Foligno, Perugia (Italy) with the 
aim of highlighting differences and similarities 
between the rating tools. The original and latest 
editions of these rating systems were taken into 
account considering only the residential building 
versions of these protocols.  
The application of these systems to a real case 
allows us to understand which issues have more 
influence on the final performance rate of each 
protocol. The work also gives some suggestions for 
the reduction of the dissimilarities between the rat-
ing systems, and for the definition of a common 
“sustainability language”.  

2. Method and Tools 

The goal of this paper is to evaluate the results 
obtained through the application of the original 
tools and to make a comparison among the studied 
protocols by means of a point-based system. In this 
new methodological approach, the original credits 
of the protocols were grouped into six new common 
macro-areas (Table 1). This approach allows to over-
come the differences between the original categori-
zations of the three-certification procedures, and to 
assess the impact and the influence of these new 
normalized categories on the final sustainability 
performance of each analyzed rating system. 
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Table 1 – New categories of impact 

Macro-Areas Description 

Site Influence of the site 
characteristics on the building 

Water Total water use 

Materials Impact of building materials 
from cradle to grave 

Energy Energy use and renewable 
energy production 

Comfort 
and 
safety 

Indoor human well-being and 
functional characteristics of 
interior spaces and safety 

Outdoor quality Impacts on the outdoor 
environment 

2.1 The Methodological Approach 
The comparison among the chosen green building 
rating systems was carried out in order to underline 
similarities and differences in their approaches. 
Each tool is characterized by a certain number of 
macro-areas that are divided into credits achievable 
on the basis of the building characteristics; each 
credit is also characterized by a "weight" that stands 
for the importance given to the specific credit on the 
final score. Moreover, each rating system allows us 
to achieve a building labeling on the basis of the 
reached final score, which is the sum of the points 
gained for each credit, previously multiplied for 
their specific weights. It is worthy to notice that each 
certification system is characterized by a certain 
point total amount and it is distinguished by a pre-
cise number of achievable credits. Fig. 1 shows the 
original rating systems macro-areas; in this analysis 
only the credits related to the new residential build-
ings were considered. Starting from previous stud-
ies (Asdrubali et al., 2015; Bisegna et al., 2016), this 
work presents the comparison among ITACA, 
CASBEE, and Green Star sustainability rating scores 
by applying the six new macro-areas (see Fig. 2). 

 

Fig. 1 – Original rating systems macro-areas 

The credits included in the original macro-areas of 
each system were distributed into the new six ones 
and their scores were normalized in order to make 
the tools comparable. In the normalization process 
the credits related to the management aspects were 
not taken into account because they include bureau-
cratic issues that do not match the purpose of this 
study. Similarly, also the innovation extra points 
that allow to get up to 10 extra points in each proto-
col, were not considered in the analysis. 
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Fig. 2 – Distribution of credits for the new six macro-areas 

2.2 The Applied Green Building 
Rating Systems 

2.2.1 ITACA 
In Umbria, where the building analyzed in this 
work is located, the regional law number 17 (2008) 
introduces the certification of the environmental 
sustainability in the building sector. The law is man-
datory for public buildings and voluntary for the 
private ones. The evaluation of the buildings is real-
ized by means of 22 technical sheets inspired by the 
ITACA protocol and customized to the local fea-
tures. The protocol is divided into five macro-areas: 

quality of the site, resource consumption, environ-
mental loads, indoor environmental quality, and 
service quality. 
A score is associated to every sheet from “poor” (-1) 
to excellent (+5); the sum of the scores, calibrated by 
the different weights given to every sheet, deter-
mines the score of each macro area. In the ITACA 
protocol the resource consumption has the heaviest 
weight (53.6 %), followed by Indoor environmental 
quality (18.2 %) and Environmental loads (17.5 %); 
service quality (6.7 %) and site quality (4 %) have 
the lowest weight. The sum of the scores of the 
macro areas gives the final score that classifies the 
building according to one of the five classes of sus-
tainability provided: A+, A, B, C, D (see Table 2). If 
a building is in the D class, it is to be considered 
uncertified. 

Table 2 – Final achievable scores in ITACA 

Total Score Class 

100-85 A+ 

84-70 A 

69-55 B 

54-40 C 

<40 D 

2.2.2 CASBEE 
In Japan, the governmental and academic project 
that worked on the CASBEE protocol was devel-
oped in 2001 by two organizations: The Japan Green 
Build Council (JaGBC) and the Japan Sustainable 
Building Consortium (JSBC). CASBEE identifies 
two main vectors that are considered incompatible 
and inversely proportional: the improvement of the 
environmental quality (Q) and the building envi-
ronmental loads (L). The certification is not based on 
the sum of scores obtained from the different ele-
ments analyzed but on a simple scalar indicator 
named “Building Environmental Efficiency” (BEE) 
indicated and calculated as the ratio Q/L.  
In CASBEE, the Environmental Quality (Q) 
measures the following assessment fields: quality of 
the indoor environment (Q1), the building service 
quality (Q2), and the quality of the surrounding site 
within the hypothesis space (Q3). On the other 
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hand, the Environmental Load (L) measures the fol-
lowing assessment fields: energy load on the envi-
ronment (L1), the resources and material loads (L2), 
and the building environmental loads outside the 
enclosed space (L3). The classification of the build-
ing is realized through a special graph (Fig. 3) in 
which the domains of every class are represented, 
the Q result should be set on the vertical axis (y-axis) 
and the L result should be set on the horizontal axis 
(x-axis). Therefore, the efficient building is the one 
that is characterized by the least environmental load 
and the highest environmental quality. The ranks 
provided are S (excellent), A (very good), B+ (good), 
B- (fairly poor), and C (poor).  

Fig. 3 – Graph for CASBEE classification 

2.2.3 Green Star 
Green Star was launched in 2003 by the Green Build-
ing Council of Australia and then, after having been 
customized and adapted to the local contexts, was 
adopted also in New Zealand and South Africa. The 
protocol identifies nine macro-areas: management, 
indoor environment quality, energy, transport, 
water, materials, land use & ecology, emissions, and 
innovation.  Every category gives credits that 
address specific aspects of a sustainable building 
design, construction or performance with a total of 
156 un-weighted points available for distribution to 
eight categories. Five extra points are available for 
the Innovation category but they are not considered 
in this paper. The weights of every category are: 
Management 9 %, Indoor Environmental Quality 
17 %, Energy 19 %, Transport 8 %, Water 10 %, 
Materials 21 %, Land use & ecology 5 %, Emissions 

11 %. The sum of the credits allows to classify the 
sustainability level of the building expressed 
through a number of Green Stars rating from 1 to 6 
(Table 3). In this paper the “Design and As built” 
certification scheme was considered. This version of 
the protocol allows to certificate buildings only 
from Four to Six stars: scores under 45 points are 
insufficient for certification.   

Table 3 – Green Star rating scores 

Score Rating Category 

10-19 One Star Minimum Practice 

20-29 Two Stars Average Practice 

30-44 Three Stars Good Practice 

45-59 Four Stars Best Practice 

60-74 Five Stars Australian Excellence 

75+ Six Stars World Leadership 

3. Case Study

The case study is represented by the green building 
complex “Le Violette”, located in Foligno, in the 
region of Umbria (Italy). It was built by taking into 
account the principles of sustainability in terms of 
both structural and technical solutions (Fig. 4). The 
building is characterized by a modern style but, 
nevertheless, it is well integrated in the surrounding 
landscape. The structure has a regular shape (organ-
ised on four floors) and has a total of twelve flats 
sized are 71 and 90 m2. Moreover, the building has 
12 basement garages.  
External solar shading systems are installed; the 
building is equipped both with “roof garden” and 
inclined roofs in order to allow the positioning of 
solar and photovoltaic panels. The heating system is 
centralized and characterized by radiant floors. It is 
powered by geothermal energy and heat pumps. 
The envelope of the building is well insulated 
through the employment of wood panels and 
expanded polystyrene. 
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Fig. 4 – The case study: “Le Violette” complex 

4. Results and Discussion

The first step of this study was the application of the 
original rating systems to the analyzed building. It 
can be seen that the building achieved  
57.71 % of the total score applying the ITACA pro-
tocol, and is certified “B level” (Table 4); the 
CASBEE system gave a score equal to 1.8 BEE index, 
which represents the “A” level (4/5 Stars) (Table 5). 
Finally, the application of Green Star gives 45 % of 
the score that corresponds to a rating of “Four Stars” 
(Best Practice) (Table 6).  

Table 4 – Points achieved by applying the original version of 
ITACA 

Original Areas Points 

Site quality 0.80 

Resource consumption 34.14 

Environmental loads 15.12 

Indoor environmental quality 6.37 

Service quality 1.28 

Certification Level: B 57.71 

These dissimilarities in the results can be referred on 
one side to the different range of achievable credit 
points and on the other side to the number and 
typology of credits available for the sustainability 
assessment. For example, Green Star has a narrow 
range of points and generally assigns one or zero 
points for each credit; thus, if the building cannot 
achieve the strict requirements defined by the 
credit, the score obtained is 0. 

Table 5 – Points achieved by applying the original version of 
CASBEE 

Original Areas Points 

Q1 Indoor environment 3.6 

Q2 Quality of service 3.2 

Q3 Outdoor environment on site 3.5 

LR1 Energy 4.2 

LR2 Resources & Materials 2.8 

LR3 Off-site environment 3.7 

Certification Level: A BEE:1.8 

On the contrary, both CASBEE and ITACA are char-
acterized by a wider range, and it is easier to get a 
better score (0÷5 points for CASBEE and -1÷5 for 
ITACA): even though the maximum points cannot be 
reached, halfway performance can be assessed 
anyway with a medium score (i.e. 3 points). Further-
more, CASBEE takes into account more aspects and 
sustainability issues compared to Green Star and 
ITACA. These motivations influenced the final score 
of CASBEE, which results in being the highest one. 

In the second step, the results gained by the three 
rating tools were compared by applying the new six 
macro-areas to highlight the main differences in the 
composition of the total score.  

Table 6 – Points achieved by applying the original version of 
Green Star 

 Original Areas Points 

Management 6 

Indoor environment quality 13 

Energy 4 

Transport 1 

Water 3 

Materials 6 

Land use & Ecology 3 

Emissions 5 

Innovation 4 

Certification Level: 4 Stars 45 

Once the new macro-areas were filled with credits, 
the scores were normalized on the basis of 100, in 
order to verify the importance that each rating 
method gives to the different aspects. 
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Fig. 5 shows the points achieved in each rating sys-
tem after the application of the new six macro-areas. 
The figure allows us to understand the percentage 
points achieved for each new macro-area by the 
studied building, compared to the maximum 
achievable.  

Fig. 5 – Comparison among ITACA, CASBEE and Green Star 
results (new macro-areas). 

Moreover, Fig. 5 provides the comparison among 
the rating systems and highlights that: 
- By applying ITACA, the building obtained the 

highest percentage of the reachable score in 
Water category (83.56 %), followed by Materi-
als (76.60 %) and Outdoor Quality (77.20 %) 
categories, compared to the other protocols. On 
the other hand, the lowest scores were achieved 
in Site (where this rating system obtains a score 
lower than 20 %) and Comfort and Safety 
(where ITACA reaches a score of about 35 %); 

- By employing CASBEE, the building results as 
the most efficient only in Energy category 
(84 %), Site (71 %) and Comfort and safety 
(63 %), compared to the other rating systems. It 
is possible to observe that CASBEE results are 
high and comparable among the six new 
macro-areas: all its scores range between 55 % 
and 84 % and, due to this, the building scores 
the best certification level; 

- By using Green Star, the building always 
achieved the lowest scores, compared to the 
other protocols, except for the Site and Comfort 
and Safety categories, in which the worst was 
given by ITACA. In particular, by using Green 
Star, the building obtains scores lower than 
20 % in Energy and lower than 30 % in Water. 
On the contrary, the highest scores were 

achieved in Comfort and Safety (about 60 %) 
and Site (about 44 %). 

It can be noticed that the highest final score reached 
by applying the CASBEE rating system (Level A-
very good) is related to the fact that a high and 
homogenous amount of points in the six macro-
areas was obtained (as mentioned, it ranges 
between 55 % and 84 % of the total achievable 
points). On the contrary, for the other two systems, 
the obtained scores for each macro-area have high 
variabilities. Despite the fact that ITACA is the most 
widely applied green rating tool in Italy and  we 
should expect to gain the best certification level 
through its application, ITACA scores range 
between 19 % and 84 %, highlighting results that are 
not comparable between the new six macro-areas.  
Also by employing Green Star the score was quite 
unsatisfying, it is homogenous with ITACA, in fact 
it ranges between 18 % and 60 %.  

5. Conclusion

This paper proposes a comparative study among 
three building environmental assessment methods, 
ITACA, CASBEE, and Green Star. 
The tools were firstly applied to a residential build-
ing located in Italy; then, the results were compared 
by using a methodological approach based on the 
definition of six new macro-areas. 
This approach allowed us to underline the main dif-
ferences and analogies among the protocols, by sub-
dividing and distributing their credits into the six 
new categories (site, water, energy, comfort and 
safety, materials, and outdoor quality) and by nor-
malizing them on the basis of 100. The building 
achieved very different final scores with the three 
systems: the best was CASBEE while the worst was 
Green Star.  
It is a bit surprising that the building achieved a bet-
ter score with the CASBEE method than with 
ITACA, considering the fact that the latter is widely 
adopted in Italy. This circumstance is probably 
related to the different range of achievable credit 
points and the number and typology of credits 
available for the sustainability assessment. 
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It is worthy to notice that by analyzing in detail each 
macro-area, high differences among the perfor-
mance rates given by each tool were observed. It is 
therefore possible to assert that it is difficult to 
achieve a common sustainability language due to 
different calculation models, different credits, and 
weights applied by each green rating systems. There 
is therefore the need to homologate the targets of 
sustainability by defining a set of sustainable issues 
regulated by common principles shared all over the 
world. 
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Abstract 
The use of numerical simulation applied to heritage build-

ings triggers a tremendous increase in complexity and at 

the present time, few studies focus on this issue and the 

problems of their calibrations. The difficulties are affected 

by many factors: the complex geometry involved, the non-

standardization of building elements, the inertial behav-

iour of the wall masses, the importance of moisture 

transport; in short, the complexity of managing the design 

workflows in a conservation project of historical build-

ings. The integration of numerical simulation and Build-

ing Information Modeling is not yet automated and relies 

heavily on the manual steps and the individual experi-

ence. The research analyses the high potential of the use of 

the simulation of building performance, and the computa-

tional design along with Heritage Building Information 

Modeling, with the aim of pushing the three technologies 

to their potential limits, and promote their evolution 

towards an easier practical application. The paper pre-

sents an experimental HBIM workflow applied to a case 

study of a building located in an Italian historic centre and 

discusses a number of problems that still exist in the 

application of these workflows. They range from finding a 

correct set of information necessary for the analysis to the 

lack of interoperability that still exists between the 

software, up to the difficulties of the methodological 

approach. The results show that through a combination of 

recent open source software constantly evolving, it is pos-

sible to overcome some of the obstacles that prevent an 

effective interoperability between individual software, 

paving the way for an increasing number of useful solu-

tions in the built heritage conservation.  

 

1. Introduction 

The construction industry in Europe is responsible 
for about 40 % of the total energy consumption and 
36 % of CO2 emissions (Economidou et al. 2011; 
Berardi, 2015). The European Commission has un-
dertaken several actions to reduce energy con-
sumption in the building sector with two directives 
on the energy performance of buildings (EPBD 2002 
and EPBD 2010 recast), but because of the difficul-
ties in finding energy efficiency measures compati-
ble with architectural, historical and cultural herit-
age values of the built environment, (also very vul-
nerable to climate change, Kilian et al. 2010) histori-
cal buildings have been excluded from these direc-
tives (European Parliament, 2012). However there is 
a large untapped potential in these interventions 
(Martínez-Molina et al. 2016; D’Ambrosio et al. 
2015; Ascione et al. 2015), and in recent years, thanks 
to the adoption of the concept of energy efficiency 
as a tool to protect and support the conservative 
process, rather than a legislative restriction (Carbo-
nara, 2015), the conflict between conservation prac-
tices and energy efficiency measures seems to be 
finally solved. 

1.1 Building Performance Simulation and 
Built Heritage 

Among the latest technical instruments to improve 
energy efficiency of the built heritage, building per-
formance simulation (BPS) is one of the most prom-
ising. BPS is primarily a powerful tool for under-
standing complex phenomena (Clarke et al., 2015), 

mailto:michele.calvano@uniroma1.it
mailto:michele.calvano@uniroma1.it


Elena Gigliarelli, Filippo Calcerano, Michele Calvano, Francesco Ruperto, Mario Sacco, Luciano Cessari 

106 

moreover it enables innovative applications in res-
toration design process and in non-destructive pre-
diagnostics and diagnostics of cultural heritage. 
This depends also on its capability of providing 
feedback on energy and environmental implications 
of conservation interventions and on changes-em-
bedded in the deterioration process. In spite of the 
possibilities of use offered by these tools, their 
applications are still few in the early stages of build-
ing design practice and even less in case of historic 
buildings, with a concentration of implementation 
examples in the Italian context (Ascione et al., 2015; 
Roberti et al., 2015; Cornaro et al., 2016). This is 
mainly due to the complexity inherent the historic 
building from a simulative point of view connected 
with the complex geometry involved, the lack of 
standardised building elements, the inertial behav-
iour of the wall masses, the importance of moisture 
transport, and not secondarily, the reluctant atti-
tude of architects to use these tools in the design 
process (Paryudi, 2015). A major barrier to simula-
tion tools in conservation design processes consists 
in fact in how to deal with a great amount and vari-
ety of information and with the complexity of archi-
tectural features (geometry representation, building 
envelope, survey of the passive behaviour, histori-
cal material characterisation, etc.) that must be 
taken into consideration with historic buildings. 

1.2 The Heritage–BIM Approach and 
Interoperability with Building 
Performance Simulation 

A historic building is characterized by a multitude 
of heterogeneous information that go beyond its 
physical and geometrical characteristics (Saygi et 
al., 2013). As demonstrated by a series of studies 
(Logothetis et al., 2015), the Building Information 
Modeling (BIM) technology seems capable of 
triggering a new evolution of an integrated and 
efficient management of the knowledge produced 
by the conservation process. In the field of Heritage 
Building Information Modeling (HBIM) after the 
first experiments on geometry representation 
(Murphy, 2012; Dore et al., 2015) the researches are 
gradually following other multidisciplinary studies 
based on interoperability with structural analysis 
(Oreni et al., 2014; Bassier et al., 2016), building 

operation and management (Barazzetti et al., 2016), 
documentation and design of restoration interven-
tion (Gigliarelli et al., 2015) and environmental and 
energy retrofit (Gigliarelli et al., 2016). Since an 
HBIM model already contains a large amount of 
data required for a building simulation, interopera-
bility can save time and costs while reducing errors 
and mismatches (Rahmani Asl et al., 2013). Unfortu-
nately, the integration between BIM and simulation 
environments is still a complex issue, still in the 
development phase (Ivanova et al., 2015; Senave et 
al., 2015; Maile et al., 2013): the attempts of the BIM 
world to interact with the simulations have not yet 
produced satisfactory results. Using IFC format or 
gbXML certification it is still not possible to effec-
tively transfer all the data needed for the simulation 
(Ahn et al., 2014), and often the BIM-based model 
for a BPS ends up so heavily influenced by the pur-
pose of simulation to be of little use at an architec-
tural level which results in a parallel modeling. On 
the other hand numerical simulations are still used 
as a combination of science and art based on the 
user’s experience (Hitchcock et al., 2011), a non-
standardized process that suffers the dichotomy 
between architecture and building a thermal vision 
(Wilkins et al., 2008). Information modelling, 
interoperability and knowledge management 
within the Heritage BIM become even more strate-
gic within the legislative and regulatory framework 
that is being developed in various European coun-
tries also as a result of the European Directive 
2014/24/EU on public procurement (European Par-
liament, 2014). With the Article 22 c.4 4. of the 
Directive 2014/24/EU "For public works contracts 
and design contests, Member States may require the 
use of specific electronic tools, such as of building 
information electronic modelling tools or similar" 
the legislator seems to guide all EU member states 
towards a BIM-based approach for public procure-
ment even on historic buildings and highlights the 
need of a conscious adoption of methodologies and 
tools for building information modeling based on 
open standards for interoperable data. 
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2. Methodology

2.1 Proposed Approach, Needed Expertise, 
and Workflow 

Given the current BIM-BPS interoperability limita-
tions and additional complexities arising from the 
selected historical building, we opted for a semi-
automated interface that is more reliable and suited 
to the task compared to a fully automated interface, 
thanks to its possibility of human intervention in the 
process (Ahn et al., 2014). The undertaken solution 
has exploited the computational design (CD) that is 
used today mainly for the generation of aesthetic 
form but has a huge untapped potential in perfor-
mance-based design (Rahmani Asl et al., 2013) as an 
intermediate step between the two environments. 
Four specific experts were involved in the process: 
the conservation expert who followed the entire 
procedure from data collection up to the control of 
the results in terms of architectural HBIM and en-
ergy simulation, the BPS expert who contributed 
from the analytical phase through all the other steps 
to check the interoperability between the software, 
the BIM expert, and the CD expert. In conventional 
workflows geometry and building components 
modelling are executed in parallel between BIM and 
BPS, starting from a common multidisciplinary 
analysis (Fig. 1).  

Fig. 1 – Conventional and proposed workflow to avoid parallel 
modeling and datasets 

After a series of tests and experimentations, a new 
highly effective design workflow is presented, a 
process in which from the BIM software Archicad, 

the geometry is exported through gbXML schema, 
the opaque and transparent building elements 
through spreadsheets. Both data are then acquired 
inside the Rhinoceros-Grasshopper CD environ-
ment and then translated into an .idf file (Ener-
gyPlus file format) through the two plug-ins of 
Grasshopper Ladybug and Honeybee (Roudsari et 
al., 2013).  
The following workflow has been used (Fig. 2) to 
verify, under the coordination of the conservation 
expert, that the HBIM-generated information was 
correctly received by EnergyPlus:  

Fig. 2 – Testing workflow 

- In the first step, HBIM modelling is performed 
while planning for the BPS the thermal zones or 
surfaces sub-division due to different boundary 
conditions or different building constructions; 

- in the second step the model is exported from 
HBIM in a format that can be easily acquired 
inside the computational design environment 
where a first check of errors is carried out; 

- in the third step, the .idf file is written by 
Honeybee inside the CD environment, it is then 
checked inside EnergyPlus Idf Editor and the 
simulation is launched. If the data transfer 
resulted inconsistencies, the process starts 
again from the first step. 

2.2 Case Study 

The case study, located in the historic centre of 
Frigento, is a traditional terraced house resulted by 
the merging of two previous units, and partly 
rebuilt after the earthquake in Irpinia in 1980. After 
conducting an in-depth historical analysis of its con-
struction and evolution, a metric and geometric sur-
vey of its three-dimensional consistency was per-
formed. The metric and geometric representation of 
the building was based on 3D laser scanner surveys 
and photogrammetry surveys with telescopic 
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3DEYE, compared with old drawings, archived doc-
uments, data concerning the historic construction 
techniques and architectural details, and enriched 
with in-situ direct specific measurements. The 
building walls are characterised by three different 
kinds of masonry (mainly Castelluccio limestone, 
with the exception of the North side which is in tuff, 
and part of the reconstructed east side that is in 
hollow bricks), with plaster on both sides. The 
windows are double-glazed, the floor is weakly 
insulated and ventilated with a crawl space: the first 
floor was rebuilt over the existing wood beams (re-
tained) in reinforced concrete and hollow tiles with 
iron beams. The roofs were reconstructed in wood 
with weak insulation. Non-destructive diagnostic 
tests such as infrared thermography, magnetic 
analysis, and heat flux measures, were performed to 
determine thermo-physical characteristics and criti-
cal points. The energy request of the building was 
retraced through monthly energy bills. 

2.3 Thermal Zoning and Energy Modelling 

The first geometric interoperability tests were per-
formed on very simplified models in a three-step 
process (Fig.3).  

Fig. 3 – Geometric interoperability test models 

First, the simple mass created by Archicad was 
exported in the .3dm file format of Rhinoceros, and 
then imported inside Rhinoceros to test the geomet-
ric functions of Honeybee (i.e. the transition from 
CD to BPS). Next a second simple volume was 
added in Archicad to verify surface matching of two 
adjacent surfaces for thermal zoning. In the third 
step a more complex geometry with walls thick-
nesses was modelled by Archicad and exported in 
.xml format through the gbXML schema. This 

allows the test of a zone creation, openings and sur-
face matching separated by a gap corresponding to 
the thickness of the wall. 
After these tests it was possible to address the spe-
cific complexities required by a thermal zoning and 
geometry representation of the heritage building, 
starting from the architectural model in HBIM. This 
approach simplified the design of the simulation 
and its thermal zoning because it allowed planning 
building simulation directly on an existing model. 
The building was divided into three thermal zones 
(ground floor, first floor, and north attic) in order to 
maintain the geometric representation of the masses 
only when it becomes crucial for the numerical rep-
resentation (i.e. internal floors exposed to the sun). 
Therefore, some internal partition geometry was not 
exported into the energy model, since additional 
masses could be added later in EnergyPlus. Due to 
the massive characteristic of the building and to the 
great differences between walls, the HBIM-based 
energy model preserved all the existing thickness 
differences. This solution generated two problems 
on the model: the first was the creation of additional 
and not required surfaces in the automated genera-
tion of Archicad spaces (every time walls of differ-
ent thicknesses were present on a coplanar surface). 
This barrier was eliminated by setting the construc-
tion of the walls on the internal axis in Archicad 
before exporting the file through the gbXML 
schema. The manual intervention highlighted the 
need for a better automation of the space construc-
tion, capable to bypass a heritage building typical 
problem that occurs when thermal zones are differ-
ent from the spaces defined by real internal parti-
tions.  
To solve the second problem, linked to the thermal 
zoning as well, the boundary condition for the 
Archicad spaces was removed from two internal 
partitions. Then in Archicad two virtual surfaces 
were modelled in parallel (Fig.4, last model, green 
areas) with space boundary properties in order to 
replace spaces as needed for thermal zoning. It is 
recommended a better space modification ability in 
Archicad to reduce the geometric issues arising 
from the thermal zoning. 
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Fig. 4 – Generation of the thermal model from the BIM environment 

Geometric modelling was completed by adding the 
geometry of the surrounding buildings as shading 
surfaces for the simulation (Fig. 5). The reconstruc-
tion resulting from a laser scanner survey of the his-
toric centre of Frigento was acquired and modelled 
in HBIM, transferred to Grasshopper and then to 
EnergyPlus. 

Fig. 5 – Geometry representation inside the Rhinoceros environ-
ment of the thermal zones and the context surfaces imported from 
the BIM model 

2.4 Building Components Modelling 

Building materials and construction elements were 
specified in Archicad and then acquired through 
spreadsheets generated by the software. The main 
problem to address in terms of compatibility con-
cerns the different ways by which Archicad and 
EnergyPlus manage materials and construction 
elements. Firstly, in an Archicad environment the 
building material is defined by the thermo physical 
properties and the thickness is set up when creating 
the construction element (composites), while in an 
EnergyPlus environment the same material with 
different thicknesses has a different value and a 

different name. Secondly, the materials strati-
graphic sequence of some composites in Archicad is 
the inverse of the one required by the EnergyPlus 
construction elements (i.e. roofs). The solution of 
both problems was found in the CD environment 
where, once acquired from Archicad, materials were 
automatically duplicated and renamed according to 
their thickness value as required by EnergyPlus. For 
the construction elements the problem was solved 
by defining an additional value for each Archicad 
composites elements to be exported in the spread-
sheet. This value was used to clearly indicate when 
and in which thermal zone a stratigraphy needed to 
be duplicated and reversed. 

Fig. 6 – Grasshopper screenshot of the data acquisition for building 
materials and construction elements 

These steps were needed to keep the HBIM model 
simple and as less as possible affected by modifica-
tion generated for the simulation purpose. 
Although at the end of the process all the issues 
were addressed, the process required complex com-
putational design software architecture (Fig. 6), this 
shows that a greater automation of the translation 
process inside the BIM environment is highly desir-
able. 

2.5 EnergyPlus file check and simulation 

In the final Grasshopper file (Fig. 7), the geometry 
and the building elements were manually matched 
inside the corresponding thermal zone, along with 
the rest of the input for the simulation through 
Honeybee. The generated .idf file and the error files 
of the simulation were then checked, they resulted 
in no errors.  



Elena Gigliarelli, Filippo Calcerano, Michele Calvano, Francesco Ruperto, Mario Sacco, Luciano Cessari 

110 

Fig. 7 – Grasshopper screenshot of the final Grasshopper file that 
links together Archicad and EnergyPlus 

3. Results and Discussion

A new fully implemented methodology to link 
together Heritage-BIM and BPS is proposed that, 
through an integrated approach involving the joint 
work of a multidisciplinary team of experts (in con-
servation of architectural heritage, building perfor-
mance simulation, building information modeling 
and computational design) in conjunction with the 
use of a set of up-to-date open source software is 
able to generate and modify geometry and building 
elements both for the thermal and the BIM model 
through an active and parametric link. The semi-
automatic approach increases the speed by which 
reliable simulations can be produced and allows the 
team to intervene directly in all data transfers. There 
are still interoperability limits between the two soft-
ware environments, that could be overcome 
through future research and tests by the team. How-
ever, its development represents a significant step 
towards the production of tools combining the par-
ametric design process with performance analysis. 

3.1 Future Research 

Future research developments will aim to simplify 
and improve the proposed workflow that integrates 
the BIM with numerical simulations, reducing non-
automated steps to limit the risk of errors and mis-
match, while preserving the possibility of human 

intervention, a crucial need raised by the conserva-
tion field. Additional possibilities for data exchange 
(i.e. schedules and internal gains) between the two 
environments will be further investigated along 
with the data visualisation of the simulation results 
inside the HBIM environment. 
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Abstract 
Conventional building energy simulation utilizes 

characteristic locational weather data to illustrate the 

typical operation of the modeled facility, generally to 

provide design or capital investment insight. Because of 

the uncertainty in the weather, the assumptions behind 

typical meteorological year (TMY) data tend to perform 

poorly in building energy modeling applications for real-

time control such as model predictive control (MPC) of 

passive building thermal mass. To account for weather 

uncertainty in such operational context, we present a 

strategy for creating an arbitrary number of plausible 

near-future weather scenarios via a vector autoregressive 

(VAR) time-series prediction framework. This approach 

allows us to preserve the relationships between several 

spatiotemporally interrelated weather variables, for 

example dry-bulb temperature and absolute humidity, by 

capturing the variance in the joint time-series. Results 

from several climates are presented for 24-hour 

predictions of psychrometric and solar weather variables 

for a range of samples sizes and the application to 

stochastic MPC is highlighted. 

1. Introduction: MPC for Space
Temperature Setpoints

In a perfect world, in which we had perfect forecasts 
of future weather events, a commercial building 
could be controlled by adjusting the space 
temperature setpoints and other operational 
parameters in order to both keep occupants 
comfortable and minimize either energy 
consumption or utility cost according to the 
conditions that the building will experience in the 
near future. These optimized strategies would take 
advantage of the thermal capacitance of 
construction materials (structural steel and 
concrete) and interior furnishings (e.g. system 

furniture) to store heat and release it at a later time. 
This type of control would require:  
1. A model to represent the behavior of the

building in response to weather variables
2. A mechanism for forecasting future weather

and other uncertain driving variables
Building energy modeling is common today and is 
typically employed during the design phase of a 
new construction project or during retro-
commissioning of an existing facility. 
Unfortunately, perfect weather forecasts do not 
exist. Statistical models that represent plausible 
weather forecasts have been in use for decades; the 
difference between these plausible scenarios and the 
weather events that will eventually unfold 
represents our uncertainty in using this data for 
MPC. We can attempt to account for this uncertainty 
by using a range of plausible weather scenarios to 
account for what may occur, as opposed to a single 
forecast. Here, an MPC strategy would implement a 
control strategy that performs best over the entire 
range of possibilities in an attempt to protect 
ourselves from the mismatch between forecast and 
actual weather. The established methods of 
accounting for this range of possibilities are robust 
MPC, which examines and prepares for the extreme 
events that may occur, and stochastic MPC, which 
uses random but statistically likely events instead in 
an attempt to reduce the conservatism inherent in 
robust MPC. 

2. Uncertainty Characterization

A typical energy model can be considered as a “grey 
box” representation of a building. That is, it uses 
physics based models of heat transfer phenomena 
enhanced by empirical data and statistical models to 
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represent equipment performance and other facets 
of building operation. These models are ambitious, 
attempting to capture the effects of weather, 
occupants, internal gains such as computers and 
lights, construction assemblies, stratification of air 
inside spaces, thermal mass of furnishings and 
more. Attempting to capture the behavior of so 
many features of modern buildings means that 
simplifications necessarily take place; occupants are 
modeled through immutable schedules as are lights 
and internal heat gains such as computers, weather 
is assumed to be “typical” weather rather than 
historic or forecast, air is assumed to be fully mixed 
or arbitrarily “layered”, and so on. What these 
energy models do not account for is the uncertainty 
in all of these other characteristics; the framework 
proposed here attempts to account for the 
uncertainty in weather so that these models may be 
used in a stochastic MPC context. 

2.1 TMY Data 

Energy models used for design or commissioning 
purposes typically make use of TMY weather data 
for a location reasonably close to the modeled site. 
The goal of TMY data is to represent the typical 
characteristics and patterns of local weather–it is a 
composite of many years of empirical data for the 
given location. In this case, “typical” means that 
many years (typically 30) of data are collated to 
capture a wide range of weather phenomena 
experienced by a location while still presenting an 
annual average that corresponds to the average 
long-term weather trends for that location. Because 
of this, one cannot assume that the hourly TMY 
weather data will match the actual weather at any 
given time but one can reasonably assume that the 
long-term data trends will tend to be similar to the 
actual weather.  
For engineers and architects designing buildings 
and building systems, performing a simulation 
using TMY data is sufficient to determine the 
performance impact of design decisions and to 
create arguments to justify one design over another. 
For the operation of the building, however, one 
cannot assume that TMY will match the current or 
future weather; if we would like to optimize the 
operation of our HVAC systems, we would like to 

know how weather will behave in the short-term. 
Predicting short-term weather trends is, of course, a 
famously difficult problem. 

2.2 Uncertainty with Scenarios 

The difficulty in predicting short-term weather 
trends is an uncertainty we wish to account for in 
MPC. Classically, this uncertainty might be 
represented by the extremes encountered for a 
particular location–the so called robust MPC 
framework (Kouvaritakis and Cannon, 2015). This 
however introduces a considerable amount of 
conservatism in our model; since extreme weather 
patterns are unlikely to materialize, in most 
situations we would expect that optimizing 
building operations to account for these extremes 
would mean that some savings are “left on the 
table” – meaning that there is still potential for 
further optimization.  
Instead of relying on extreme events to characterize 
a location’s short-term weather patterns, we can use 
data to develop a hypothetical weather pattern that 
is likely to occur by examining the recorded weather 
pattern leading up to the current moment. In this 
approach, we assume a future time horizon, 𝐹𝐹, for 
which we would like to optimize over as well as a 
window of time directly preceding the current time 
for which the optimization is taking place, H. The 
past time window 𝐻𝐻 represents the historical data 
that we will use to generate a likely weather 
scenario for the future time horizon 𝐹𝐹. 
The scenario approach is naturally deterministic, 
unlike other stochastic MPC strategies such as the 
use of chance constraints, for which the feasible set 
of solutions have the potential to be non-convex and 
difficult to express (Schildbach et al., 2013). Scenario 
based approaches have been shown to be an 
effective method in estimating the solution of 
nonlinear optimal control problems (Mesbah, 2015), 
which optimization problems involving buildings 
tend to be. 

3. Vector Autoregressive Framework

Because weather variables are not independent (i.e. 
dry bulb temperature has a relationship with 
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absolute humidity), any effective modeling ap-
proach used to produce a weather scenario must ac-
count for the joint variance between the modeled 
variables. Here, we use a vector autoregressive 
(VAR) model to represent this dependence. The VAR 
framework has been shown to generate useful 
weather scenarios that account for the stochastic 
nature of local weather pattern (Verdin et al., 2014). 
The VAR model can be summarized as an extension 
of the classical autoregressive time series model 
which allows explaining each variable’s evolution in 
terms of its own lags (the value of the variable at 
previous time intervals) as well as the lags of each 
additional exogenous variable assumed to be 
interrelated. To illustrate this approach, let us first 
consider an example in which two variables, say dry 
bulb temperature (𝑇𝑇) and absolute humidity (𝑊𝑊) are 
modeled as lag 1, or rather that the current value of 
these variables is only a function of their values at 
the previous observation: 

� 𝑇𝑇𝑡𝑡𝑊𝑊𝑡𝑡
� = �

𝑐𝑐1
𝑐𝑐2� + �

𝐴𝐴1,1 𝐴𝐴1,2
𝐴𝐴2,1 𝐴𝐴2,2

� � 𝑇𝑇𝑡𝑡−1𝑊𝑊𝑡𝑡−1
� + �

𝑒𝑒1
𝑒𝑒2� (1) 

Here, c1 and c2 are some constants and e1 and e2 are 
error terms. The A matrix is solved via a least 
squares minimization. The current values of 
temperature and absolute humidity are assumed to 
depend only on the values at the previous time step; 
the number of lags represent the time window used 
to create the forecast, in this example the window is 
1 hour. 

3.1 Lag Selection 

Of course, predicting future temperatures based 
solely on the value of temperature and humidity an 
hour ago are not likely to be very accurate. We 
would like to choose a number of lags that 
maximizes our confidence in the model. Following 
(Hastie et al., 2008), let us define our total prediction 
error 𝐸𝐸 as in Equation 2: 

𝐸𝐸 = 1
𝑁𝑁 
∑ 𝐿𝐿 �𝑋𝑋(𝑛𝑛), 𝑓𝑓(𝑛𝑛)�𝑁𝑁
𝑛𝑛=1  (2) 

where N is the number of samples, 𝑓𝑓(𝑛𝑛) is the fitted 
model, and L is some loss function relating the 
observed test value 𝑋𝑋(𝑛𝑛) with the prediction. Since 
the testing error will nearly always be smaller than 

the error for new predictions, it is useful to quantify 
our confidence in the model and thus how 
optimistic our testing error is. We define this 
optimism 𝑂𝑂 as: 

𝑂𝑂 = 𝐸𝐸𝑖𝑖𝑛𝑛 − 𝐸𝐸 (3) 

where 𝐸𝐸𝑖𝑖𝑛𝑛  is our in-sample error, an estimate that 
combines the prediction error with a term that 
penalizes complicated models; the justification 
being that complex models may be over-fitted to the 
training data. Two common estimates for in-sample 
error 𝐸𝐸𝑖𝑖𝑛𝑛  are Akaike’s Information Criterion (AIC) 
and the Bayesian Information Criterion (BIC). We 
can define both criteria in terms of the final 
prediction error FPE for autoregressive models 
(Akaike, 1969), which is based on the mean squared 
error of residuals 𝑅𝑅2����(𝐴𝐴(𝑀𝑀)) in Equation 4, the VAR 
model order or number of lags 𝑀𝑀:  

𝑅𝑅2����(𝐴𝐴(𝑀𝑀))  = 1
𝑁𝑁
∑ �𝑋𝑋�(𝑛𝑛) − ∑ 𝐴𝐴𝑚𝑚

(𝑀𝑀)𝑋𝑋�(𝑛𝑛 −𝑚𝑚)𝑀𝑀
𝑚𝑚=1 �

2
𝑁𝑁
𝑛𝑛=1 (4) 

Where 𝐴𝐴(𝑀𝑀) is the matrix of covariates from the 
fitted VAR model and 𝑋𝑋�(𝑛𝑛) is the deviation from the 
data mean: 

𝑋𝑋�(𝑛𝑛) = 𝑋𝑋(𝑛𝑛) − 1
𝑁𝑁
∑ 𝑋𝑋(𝑛𝑛)𝑁𝑁
𝑛𝑛=1  (5) 

with 𝑋𝑋(𝑛𝑛) being the observed data. Using Equation 
4, we can estimate our final prediction error as: 

𝐹𝐹𝐹𝐹𝐸𝐸 = �1 + 𝑀𝑀+1
𝑁𝑁
� 𝑆𝑆𝑀𝑀 (6)

where 𝑆𝑆𝑀𝑀 is: 

𝑆𝑆𝑀𝑀 = 𝑁𝑁
𝑁𝑁−𝑀𝑀−1

𝑅𝑅2����(𝐴𝐴(𝑀𝑀)) (7) 

Using our estimate of the final prediction error we 
can now formulate an information criterion to guide 
the selection of lags: 

𝐴𝐴𝐴𝐴𝐴𝐴 = ln|𝐹𝐹𝐹𝐹𝐸𝐸| + 2
𝑁𝑁
𝑀𝑀𝐹𝐹2 (8) 

𝐵𝐵𝐴𝐴𝐴𝐴 = ln|𝐹𝐹𝐹𝐹𝐸𝐸| + ln𝑁𝑁
𝑁𝑁
𝑀𝑀𝐹𝐹2 (9) 

where 𝐹𝐹 is the number of variables jointly modeled. 
Equations 8 and 9 use similar penalty terms, BIC 
penalizing complex models slightly more than AIC 
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due to the ln𝑁𝑁 term versus factor 2 as illustrated in 
Fig. 1. Ideally we would like to minimize how 
optimistic our model is, so we should select a 
number of lags that minimizes either the AIC or BIC, 
whichever we elect to use. Because of the slightly 
larger penalty term in BIC, models using this 
selection criteria will generally have fewer lags than 
those using AIC. 

Fig. 1 – Information criterion scores for solar forecasts (top) and 
temperature forecasts (bottom)

After we select the number of lags, we write the 
general form of the VAR framework for 𝐹𝐹 variables 
and 𝑀𝑀 lags as in Equation 10. 

𝑋𝑋𝑡𝑡 = 𝑐𝑐 + ∑ 𝐴𝐴𝑚𝑚
(𝑀𝑀)𝑋𝑋𝑡𝑡−𝑚𝑚𝑀𝑀

𝑚𝑚=1 + 𝑒𝑒 (10) 

or in long form for each variable 𝑥𝑥𝑝𝑝, 𝑝𝑝 ∈ [1, … ,𝐹𝐹] 

�
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⋮
𝑥𝑥𝑃𝑃,𝑡𝑡

� = �
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⋮
𝑐𝑐𝑃𝑃
� + �
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(1)

⋮ ⋱ ⋮
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(1)
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where 𝑐𝑐 is some constant and 𝑒𝑒 is some error. 

4. Scenario Generation

Using the VAR framework, we can take advantage 
of either locally measured historical or typical 
weather data to forecast a range of scenarios to 
represent what the local weather of a given location 
may look like over the next 24-hours.  
The general process for producing weather 
scenarios is as follows: 

1. Fit a VAR model to the data by selecting a
number of lags via AIC and solving for the A
matrix like that shown in Equation 1

2. Find the standard deviation σ for each weather
variable over the number of lags preceding the
current time t

3. For each desired scenario, perturb the observed
weather data during the time window (based
on the selected number of lags) with a random
variable between ±σ and use the fitted VAR
model to predict a weather scenario using the
perturbed data.

The development of the stochastic weather 
generator gives us a tool for creating any number of 
plausible weather scenarios that largely relies on 
two parameters: 
1. The length of the historical window W (the

number of lags used in VAR process);
2. The number of scenarios to be generated.
These parameters can be thought of high-level 
tuning parameters specific to the application, 
building and data at hand but some general 
guidance on these questions is warranted. Fig. 2 
illustrates how the range of predictions changes 
depending on the number of scenarios, in particular 
it indicates a widening interquartile range as the 
number of scenarios increases. Indeed, as the 
number of scenarios approaches infinity, a scenario 
based stochastic MPC solution will begin to 
approximate the robust MPC solution (Zhang et al., 
2013). In addition to the temperature and humidity 
data we have seen thus far, we can also predict solar 
data like that shown in Fig. 3, which shows 
predictions for global horizontal and direct normal 
irradiance using data from Golden, Colorado. 

Fig. 2 – Example prediction ranges generated for an increasing 
number of scenarios for dry bulb temperature during 15:00 on July 
1st for Golden, CO
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Fig. 3 – Forecast of 10 direct normal and global horizontal 
irrradiance scenarios for 24 hours starting on July 1st in Golden, 
CO

5. Summary and Conclusions

The VAR framework provides an accessible and 
generally applicable method of representing 
uncertainty with scenarios. Indeed, the VAR 
solution is tractable (as evidenced by rapid scenario 
generation times) and easy to use, the only 
requirement being relatively stationary time-series 
test data, which the seasonal nature of weather 
phenomena is well suited for. While the proposed 
VAR framework provides a simple tool for 
generating forecasts of short-term weather trends 
for MPC applications, care must be exercised in 
choosing which variables are assumed to be related. 
Assuming two tangentially related variables are 
dependent on each other can produce poor fits and 
misleading results. Additionally, the selection of an 
appropriate time-horizon is important for capturing 
the daily swings in weather behavior; locations that 
see large diurnal temperature differences may 
require a longer historical window to produce 
acceptable fits. Fig. 4 illustrates this using 
predictions for a hot, humid climate (Atlanta, 
Georgia) during the summer season where the 
diurnal temperature swing is relatively large as 
compared to a temperate climate (Golden, 
Colorado) where the diurnal swing is 
approximately 5 °C on the presented day. 

Fig. 4 – Forecast of 50 dry-bulb temperature predictions for 
Golden, CO (temperate, dry) and Atlanta, GA (hot, humid)

The solution presented in this paper was developed 
as part of the stochastic MPC python package smpc 
(Currie, 2016), the goal of which is to provide a set 
of open-source tools for performing stochastic time-
series analysis and investigating stochastic MPC 
problems. 

Nomenclature 

AIC Akaike’s information criterion 
BIC Bayesian information criterion 
TMY Typical Meteorological Year 
VAR Vector autoregressive 

𝐴𝐴(𝑀𝑀) Covariate matrix of the fitted VAR model 
𝑐𝑐 Constant 
𝑒𝑒 Error 
𝐸𝐸 Total prediction error 
𝑓𝑓(𝑛𝑛) Fitted VAR model 
𝐹𝐹𝐹𝐹𝐸𝐸 Final prediction error 
𝐹𝐹 Future time horizon 
𝐻𝐻 Past time window 
𝑀𝑀 VAR model order, lag order 
𝑁𝑁 Number of observations 
𝑂𝑂 Model optimism 
𝐹𝐹 Number of features to model 
𝑅𝑅2����(𝐴𝐴(𝑀𝑀)) Residual mean squared error 
𝑇𝑇 Dry-bulb temperature 
𝑊𝑊 Absolute humidity 
𝑋𝑋(𝑛𝑛) Observed data 
𝑋𝑋�(𝑛𝑛) Deviation of the observed data from mean 
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Abstract  
Historic and traditional buildings, including rural ones, 

are a territorial resource in Europe and constitute an inte-

gral part of the European cultural heritage. However they 

are often characterized by poor energy performance and a 

large potential for energy retrofit actions.  

On the other hand, the hardest part in retrofitting such 

buildings is the limited invasiveness that such actions 

need to have on the historical and heritage value of the 

building itself. 

The paper describes an experience of re-design of an exist-

ing rural building located in Sicily, inside the ancient 

Greek Valley of the Temples. 

An energy audit was performed on the building, its energy 

uses thoroughly investigated. A building model was 

developed in the TRNSYS environment and its perfor-

mances validated. The validated model was used for rede-

sign studies aimed towards the improvement of the en-

ergy performances of the building in compliance with the 

legislation. The best performing solutions to be applied to 

a case-study like the Sanfilippo House are those regarding 

the management of the building, as in the case of the nat-

ural ventilation and the HVAC setpoints that would allow 

a large impact (up to a 10 % reduction in energy uses) on 

the energy performances of the building with no invasive-

ness, and those with very limited invasiveness and high 

impact on the energy efficiency of the building, as in the 

lighting scenario (up to 30 % energy use reduction). The 

most invasive actions can only be justified in case of high 

energy savings as with the insulation of the roof, otherwise 

they should be disregarded. 

1. Introduction

Historic and traditional buildings, including rural 
ones, represent one important territorial resource in 
many European cities and are an integral part of the 
European cultural heritage (Tassinari et al., 2007). 
However, they are among the largest contributors to 
the poor energy performance of the building sector 
(Tadeu et al., 2015) in Europe since they often have 
poor envelopes and un-optimized HVAC systems 
that contribute substantially to CO2 emissions, ris-
ing energy bills and increasing indoor environment 
quality issues (Bastian et al., 2014). This represents a 
large potential for energy efficiency that needs to be 
tapped if the ambitious targets of decarbonisation 
discussed at the latest COP meetings are to be met 
in the future. 
For example, a study based on building energy 
modeling found that the refurbishment of half of 
Europe’s buildings built before 1945 with an aver-
age of factor 4 reduction in the heat transmittance 
(U) of the opaque structures could result in a reduc-
tion of 5.6 % of the total energy demand of buildings 
(which represents 2.25 % of the total energy con-
sumption) (Climate-KIC, 2013). 
In Italy, 60.44 % of the buildings were built before 
1976 (13.15 % before 1919, and 22.90 % between 1919 
and 1945) (Fabbri et al., 2011). In detail, over 
3,900,000 buildings were built before 1920 and sev-
eral of these constructions are characterized by his-
torical and artistic values, therefore protected as cul-
tural heritage (Ascione et al., 2011). Furthermore, 
there are 1,376,304 rural buildings used in continu-
ous or seasonal activities, 68 % of which are used to 
store farm machinery and equipment; 1,084,038 are 
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animal shelters, 45 % of which were built or restored 
before 1970; the stock of housing within farms 
amounts to a total of near one million and a half 
units 1,460,980, 358,422 of which are unoccupied 
(Candura et al., 2008). 
It is often difficult to operate energy retrofits in the 
context of historical buildings, since the main focus 
is the achievement of higher energy performances 
without compromising the architectural and histor-
ical value of the building (Dalla Mora et al., 2015; 
Pisello et al., 2016; Tadeu et al., 2015). 
Moreover, the regulation in Italy makes a clear dif-
ference between historical buildings and non-histor-
ical ones. Regarding the former, they are excluded 
from the fulfilment of minimum energy require-
ments, even after retrofits. Furthermore, the retrofit 
itself is to be subjected to a feasibility verification in 
order to identify whether the action configures as an 
“unacceptable alteration of the historical character” 
of the building (Presidenza Repubblica Italiana, 
2015). 
Since the potential for energy efficiency enhance-
ment in existing buildings is so large (Beccali et al., 
2013), the EU has paid widespread attention to this 
topic. In 2014 the energy efficiency Directive   high-
lighted the need for member states to submit Na-
tional Energy Efficiency Action Plans and a long-
term strategy in the field of building renovation to 
reach a higher energy efficiency. Also, member 
states are required to renovate 3 % of the total area 
of conditioned buildings.  
The Energy performance of buildings Directive, by 
introducing the Net Zero Energy Building concept 
(Cellura et al., 2015), has tried to promote energy 
efficiency with the built environment, as well as the 
on-site generation through the exploitation of 
renewable energy sources (Beccali et al., 2007).  
In this context, the paper describes the experience of 
a re-design of an existing rural building located in 
Sicily, inside the well-known ancient Greek Valley 
of the Temples, that mostly hosts the administrative 
offices of the park.  
An energy audit was performed on the building, its 
energy uses thoroughly investigated. A building 
model was developed in the TRNSYS environment 
(University of Wisconsin, 2012) environment and its 
performances was validated. The validated model 
was used for redesign studies to improve the energy 

performances of the building in compliance with the 
limitations set by the legislation. 
The study aims to the simulation of energy effi-
ciency actions to be implemented inside the build-
ing in compliance with the limitations coming from 
its status of heritage building. 
The work is one of the plans of the CRIM-SAFRI 
Italy Malta cross-border cooperation projects. 

2. The Case Study

The building is called Sanfilippo House and it is 
located in the city of Agrigento, in southern coastal 
Sicily.  
The building is very close to one of the most relevant 
examples of Magna Grecia in Italy and has been a 
UNESCO Heritage Site since 1997, the Valley of the 
Temples (Fig.s 1 and 2).  

Fig. 1 – South view of the building 

Fig. 2 – Aerial view of the building (Google Maps) 

The main body of the building is L-shaped (Fig.s 
3–4), with the main entrance located in the North, it 
leads directly into the conference hall, marked by 
the red arrow. All around it, in the two sections of 
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the L, the building houses offices. Restrooms are 
located outside the core of the building and are 
located in the smaller construction at the far North 
of the plan. 

Fig. 3 – Plan of the main body of the building (first level) 

The basement of the building includes more offices 
and technical spaces (Fig. 4). 

Fig. 4 – Plan of the main body of the building (basement) 

The building is characterized by a total floor surface 
of about 730 m2, a height of about 5 m and a shape 
factor S / V =0.51. The envelope is characterized by 
tuff outer walls, with U=0.74 W(m2K) with a total 
thickness of about 0.8 m; externally there is a coating 
with stone and mortar; internally the walls are plas-
tered and painted with lime and gypsum. 
The pitched roof (U=2.55 W/(m2 K)) is made of brick 
tiles on wooden decking; the wooden beams are 

exposed; all rooms are made of terracotta bricks. 
Floors are 160 cm thick and have a U value of 0.43 
W/(m2 K). 
Windows use single glazing (overall average U=6.5 
W/(m2 K) while door-windows are double glazed 
(overall U=1.86 W/(m2 K)); window to wall ratios are 
never higher than 5 % in all facades and orienta-
tions. 
The use of the building is non-residential, not more 
than 50 occupants can be inside the building simul-
taneously. Work times are from 7:30 am until 2:00 
pm, every day from Mondays to Fridays, while on 
Wednesdays from 7:30 am to 6:00 pm. Fluorescent 
tubes of different sizes give lighting. Internal 
increases are mainly based on office equipment, 
mostly personal computers (27 in the whole build-
ing) and printers (25). Working schedules for ma-
chines follow exactly the occupancy pattern in the 
building, printers’ peak power due to non-contem-
porary use is equal to 20 % at the most. Also light-
ings follow a variable use pattern that takes into 
account both the occupancy levels and the availabil-
ity of natural light during the year. Heating and 
cooling equipment are considered on as long as the 
building is occupied. 
The building is conditioned through an air-water 
heat pump with R410A and fan coil units. The fan 
distribution is a function of the geometrical and 
thermal characteristics and based on the number of 
occupants. The HVAC system works from Decem-
ber 1st, to March 31st in heating mode and from June 
10th to September 10th in cooling mode. 
Thermal imaging studies were performed as well 
during the energy audit to determine the quality of 
the envelope and the presence of thermal bridges 
(Fig.s 5–7). Such an approach fits perfectly the lim-
ited invasiveness required for monitoring and diag-
nosing techniques to be used in a protected site. 
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Fig.5 – IR image of the roof 

Fig.6 - IR of East oriented internal walls 

Fig. 7 – IR of the main North facade 

The limits of the envelope are clearly highlighted by 
Fig.s 5–6. Thermal bridges are clearly visible in both 
the internal roof and the external facades. In Fig.5, 
thermal bridges are highlighted whereas the 
temperature on the roof is below the average up to 
4-5 °C. In Fig. 6 a defective internal plaster layer is 

available and the thermal bridge in this case, causes 
a temperature difference with the rest of the opaque 
wall of 4.3 °C. 
In Fig. 7 a defective insulation is evident, as the 
external temperature in the opaque structure is var-
iable from 10 to 13 °C on the whole façade. This 
highlights one of the most problematic aspects in 
establishing the performances of heritage and his-
torical buildings: the low performances of the enve-
lope make it difficult to quantify the most correct as-
sumptions to be implemented in building modeling. 
The results of the IR images have identified defec-
tive insulation in the envelope and are used to intro-
duce corrections to the theoretical U value of the 
walls in the model to take into account the thermal 
bridges. 
Another critical aspect in most historical and herit-
age buildings is the lack of detailed energy meters 
to quantify the energy flows within the building and 
the difficulty in installing even temporary ones. 
As such, all the energy use profiles were determined 
based on working times, interviews of the occu-
pants, and calculation of the maximum power in-
stalled. The only available data was deduced from 
the energy bills that led to the information reported 
in Fig. 8. 

Fig. 8 – Energy bill monthly electricity use 

As per the energy bill preliminary calculations, 
overall electricity energy uses amount to roughly 69 
kWhe/m2 (51 MWh/year).  
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3. Modeling  

The modelling of the building was performed in the 
TRNSYS environment. Due to a vast homogeneity 
of the building thermal zones in terms of use pro-
files, occupation, and adopted thermal system, also 
in compliance with the Italian technical regulations, 
we opted to define one thermal zone per plan. 
The heat pump is modelled with a fixed Coefficient 
of Performance (2.92) and Energy Efficiency Ratio 
(2.4) with 27 °C and 18 °C as cooling and heating 
setpoints, respectively. 
Internal loads for lighting are assumed to be 5 W/m2 

for the whole building; when active, internal loads 
for personal computers are assumed equal to 72 W, 
while for printers the value input to simulation is 
50W.  
Natural ventilation and infiltration is modelled 
through TRNFLOW (Transsolar, 2009), establishing 
a pressure network in the model. The nodes repre-
sent the rooms and the building surroundings 
(Weber et al., 2003). In the baseline model windows 
are to be closed throughout the year.  
The TRNSYS model outputs were compared with 
the energy bill monthly information to validate 
them critically. Results are shown in Fig.s 9 and 10. 

 

Fig. 9 – Validation of the simulation, annual data 

Heating represents 17.34 % of the total electricity 
consumptions, cooling is very close to this value 
(18.38 %), while the highest contribution to the total 
is the electrical equipment and lighting (64.28 %). 

Lighting in particular amounts to about 48 % of the 
electricity use in the building. 
On a yearly base, the simulated results report a 
deviation from the bills data close to 10 %. While 
this is usually the threshold accepted worldwide in 
several standards (ASHRAE, 2014) for validation of 
models, a more in-depth analysis would allow relat-
ing these results to some contingent issues. 
 

 

Fig. 10 – Validation of the simulation, monthly data 

The analysis in Figure 10 shows some differences 
between the energy bills data and the simulations in 
some months and results nearly identical in others. 
These differences are connected to some behaviour 
of the occupants, different work hours in some spe-
cific parts of the year than what were implemented 
in the model and to the use of a standard weather 
file during the simulation. Moreover, only one year 
of energy bills was retained in the administrative 
offices of the building and as such it was the only 
quantitative reference available. The wide and non-
quantifiable use of a portable air conditioner was 
registered as well for the summer period, which is 
one of the causes of the more pronounced differ-
ences in the hotter months. 
The model is however able to reproduce the general 
trend with moderate differences with the energy 
bills, and as such, is considered appropriate for the 
development of the building redesign studies. 
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4. Redesign  

From the analysis of the building and of the results, 
it is possible to define some retrofit actions to 
improve the energy performances of the building. 
The context in which to operate is bound by non-
technical constraints. As such the approach was to 
target first the easiest and simplest reductions in 
energy use with no structural interventions, while 
only afterwards to include progressively more 
invasive retrofitting actions. In this section of the 
paper, the energy efficiency and retrofitting solu-
tions proposed are reported and briefly discussed. 
All the retrofitting solutions proposed were ana-
lyzed singularly and the energy saving potential 
was evaluated comparing all the retrofitting solu-
tions with the same baseline case. 

4.1 Natural Ventilation 

Benefits from promoting the use of natural ventila-
tion in mixed mode buildings range from an in-
crease in the air quality of the offices to a substantial 
reduction in energy use. 
The use of natural ventilation in the building is 
modeled by implementing a mixed-mode building 
control in the simulation, that includes the manual 
opening of the windows when overheating occurs 
(Tindoor > 26) and while external temperature is 
below 26 °C as well. If internal temperature rises 
higher than 27 °C, the standard cooling equipment 
will be operating. 
Although cooling was not the highest contributor of 
the energy use in the building, this solution could 
allow the savings of nearly 20 % of the whole cool-
ing energy required during the year (1650 kWh), 
equal to 5.50 % of the total energy savings. 

4.2 Adaptive comfort considerations in the 
use of cooling equipment 

As a complimentary measure to the previously dis-
cussed one, this scenario investigates the benefits of 
a variable cooling setpoint towards the reduction of 
energy uses. 
Under the premises of UNI EN 15251 (European 
committee for Standardization, 2007) and its future 
revision prEN 16798-1 (European committee for 
Standardization, 2015), it is possible to associate the 

concept of adaptability of subjects living in a consid-
erably hotter environment to the capability of per-
ceiving a higher indoor temperature as comfortable. 
Although adaptive comfort in mixed-mode build-
ings still needs further research, this scenario 
includes a higher setpoint temperature for the acti-
vation of cooling systems while allowing the open-
ing of windows while temperature is below it. The 
setpoint is calculated as based on the equation of the 
comfort temperature reported in the UNI EN 15251; 
if the indoor temperature is higher than 29 °C, how-
ever, windows will be closed and the cooling system 
will be activated. 
This scenario forecasts a 55 % reduction in the cool-
ing energy use (5650 kWhe) and an overall reduction 
of nearly 10 % in overall energy uses. 

4.3 Substitution of lighting elements with 
LED 

The largest source of potential energy efficiency 
actions in the building is the lighting system (nearly 
50 % of overall consumptions). The existing fluores-
cent tubes can be substituted throughout the build-
ing with LED elements that guarantee a higher vis-
ual comfort and high electricity savings. 
The modelling includes a variation in the power 
installed while it grants the same illuminance levels 
to the indoor environment. 
This solution could guarantee a reduction of up to 
60 % of the lighting consumptions and of nearly 
30 % of total electricity use in a year. 

4.4 Substitution of windows and frames 

Another potential source of inefficiencies in the 
building energy management are the windows, 
since most of them are single-glazed. Double 
glazing windows could allow in the whole building 
a reduction of heating requirements due to both the 
reduction of infiltration airflow and transmittance 
values. 
This scenario includes the substitution of single 
glazing windows with double ones, having U=1.06 
W/(m2 K), solar transmittance g=0.548 and visible 
transmittance Tv= 0.769.  
This scenario could reduce energy the use for heat-
ing by roughly 6 % but as a drawback could increase 
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cooling energy requirements by 2 %. Overall elec-
tricity use reduction on a yearly base will not be 
higher than 1 %. 

4.5 Internal insulation 

The transmittance values for all opaque structures 
are above the normative limitations in Italy for new 
buildings (roof= U=2.55W/(m2 K), vertical opaque 
elements U=0.74 W/(m2 K)). 
The retrofit intervention studied is to add internal 
insulating coatings to the vertical opaque structures 
and the roof. Although it would be more beneficial 
to the energy performances of the building to actu-
ally expose thermal mass towards the inside, alter-
ing the facades in such a deep way, is not considered 
a viable option.  
By adding internal insulation, the U values for both 
the opaque vertical structures and for the roof will 
be reduced respectively 0.343 W/(m2 K) and 0.29 
W/(m2 K). In the first case, the insulation of opaque 
structures can reduce the energy use during the year 
by 1.70 %, cooling can be reduced up to 2.3 % and 
heating by 7.4 %. 
Higher values are reported for the insulation of the 
roof that can reach 8 % of the overall yearly electric-
ity use reduction and of both heating (62 %) and 
cooling (51 %) energy requirements. 

4.6 Recap  

Several retrofit solutions have been examined in the 
paper, ranging from purely energy management 
choices to actual retrofit interventions to the existing 
environment. 
Table 1 reports briefly all the energy savings identi-
fied, while focusing both on the single energy use 
(e.g. heating) and on the overall energy consump-
tions. 
The results identify energy savings in the case of 
positive values while it marks an increase of energy 
consumptions if the values reported are negative. 
 
 
 
 
 
 
 

Table 1 – Recap of the simulation scenarios 

  Heating Cooling Lighting Overall 

Natural vent. - 19.20 % - 5.50 % 

Adaptive 
comfort 

- 54.81 % - 9.92 % 

LED 1.39 % -6.25 % 59.10 % 30.02 % 

Windows  5.94 % -2.01 % - 0.66 % 

Vertical walls 7.41 % 2.28 % - 1.70 % 

Roof  62.02 % 51.10 % - 7.86 % 

Redesign  78.60 % 90.36 % 59.10 % 44.46 % 

 
A contemporary application of all these solutions, 
indicated in Table 1 as “Redesign”, could allow an 
overall reduction in energy consumption of roughly 
44.5 %, with very large reductions in heating, cool-
ing and lighting energy use. 

5. Discussion 

The results analysed have identified several rede-
sign solutions and actions with different potential to 
increase the energy efficiency of the building. How-
ever they do not have the same impact either in 
terms of invasiveness and feasibility in a heritage 
building.  
Several other potential solutions were investigated 
at first but later removed, due to their too large 
invasiveness on the features of the environment and 
of the building itself. 
It was the case of wind turbines that would disrupt 
the visual impact of the historical park, as well as 
photovoltaic systems that could have completely 
reworked the facades and the appearance of the 
rural building under study.  
The easiest retrofitting scenarios are therefore the 
least invasive approaches that can guarantee the 
highest energy savings. From this perspective, the 
first two scenarios (natural ventilation use and 
application of variable setpoints) come as perfectly 
tailored for such a building, whereas the only 
needed actions are better strategies for the 
management of the openings and of the HVAC sys-
tem. These solutions highlight relevant energy sav-
ings that could be achieved through the develop-
ment of a wider energy awareness by the occupants 
of buildings with no costs and zero impact on the 
historical value of the building. 
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The largest energy reduction is achievable through 
the substitution of the lighting elements with higher 
performance LED. Aside from the limited impact on 
heating and cooling, this scenario can guarantee a 
relevant increase in performance with a modest 
impact on the building, with little to no invasive-
ness. This scenario, due to the specific nature of the 
energy consumptions of the building, proves the 
best and most impacting one, representing a very 
effective compromise between invasiveness and 
effectiveness. 
The substitution of windows and frames, usually 
regarded as effective in existing buildings in similar 
conditions needs to be contextualized to the Sanfil-
ippo House and in general to similar buildings, with 
very massive envelopes and very limited transpar-
ent surfaces. Having less than 5 % of glazed surfaces 
on all facades, while having even no windows in 
some, will indeed limit the effectiveness of a retrofit 
of the windows.  
The solution has a very limited impact on the per-
formances of the building. Achieving only a 6 % 
reduction of the overall heating consumptions, 
while performing a moderate invasiveness retrofit 
action in a heritage building, which is probably not 
the best choice in this context. Moreover, allowing 
moderately higher infiltration values could help in 
having healthier conditions indoor, in a building 
that does not have high airflow interaction with the 
outdoor environment. 
Applying internal insulation to the vertical elements 
and to the roof leads to different results, mostly in 
accordance to the difference in the original transmit-
tance values in the two cases. Having a transmit-
tance equal to U=2.55W/(m2 K), the retrofit of the 
roof leads to the best results, up to nearly 8 % in the 
overall electricity use reduction, while for the verti-
cal walls this value could reach only 1.7 %. 
Although these solutions could be performed even 
on a heritage building, while the retrofitting of the 
roof is necessary, since it could cut by more than 
50 % both heating and cooling, the vertical walls 
have only limited positive impacts on the results, 
and as such could be removed from the final imple-
mentation to preserve as much as possible the integ-
rity of the historical value of the building. 

6. Conclusions  

The study has presented a case study of a typical 
rural heritage building of Southern Italy, built close 
to the archaeological site of the “Valley of the tem-
ples” close to Agrigento, Sicily. 
The aim of the study was to develop a retrofit study 
to be viable in a heritage context, with the achieve-
ment of good results while being respectful of the 
historical value of the building itself and of the over-
all site in which the building is built.  
The main focus was given to the selection of a range 
of retrofit solutions with the lowest impact and 
invasiveness to the value of the building. 
The best performing solutions to be applied to a case 
study like the Sanfilippo House are those regarding 
the management of the building, as in the case of the 
natural ventilation and the HVAC setpoints, and 
those with very limited invasiveness and high 
impact on the energy efficiency of the building, as 
in the lighting scenario. 
The most invasive actions can only be justified in the 
case of high-energy savings as in the case of the 
insulation of the roof; they should otherwise be 
disregarded. 
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Abstract 
The Directive 2010/31/EU promotes the improvement of 

the energy performance of buildings within the European 

Union, by taking into account indoor climate requirements 

and cost-effectiveness. Thus, the cost optimisation is one 

of the main objectives of the EU regulatory framework 

concerning the energy performance of both new buildings 

and existing buildings subject to refurbishment actions. 

When assessing the cost-optimal levels of energy perfor-

mance, the calculation of the energy needs is usually car-

ried out by means of CEN standards or equivalent national 

calculation methods, based either on steady-state or on 

dynamic simplified models. However, many research 

studies have pointed out the limitations of the steady-state 

approach, especially for high performance buildings.  

The aim of this work is to study how the calculation 

method – quasi-steady or dynamic - of the energy needs 

for heating and cooling, impacts on the final optimal de-

sign. This is done through the application of a cost-optimal 

procedure to a single-family house located in Milan. The 

building energy needs for space heating and cooling are 

calculated by means of the quasi-steady-state monthly 

method specified by the Italian standards and the 

simplified hourly dynamic model of ISO 13790. The 

performance of the thermal systems is then assessed by 

means of the national standards (UNI/TS 11300), while the 

global cost is evaluated by means of EN 15459. Several 

design options with increasing levels of energy efficiency 

are applied to the case study. 

We compare the cost-optimal solutions derived from the 

application of the two methods, and discuss the reasons 

for the deviations. 

1. Introduction

1.1 Research Studies on Cost-Optimal 
Design 

The Guidelines accompanying the Commission 
Delegated Regulation (EU) No 244/2012 of 16 
January 2012, supplementing Directive 2010/31/EU, 
introduce a comparative methodology framework 
for calculating cost-optimal levels (European Union, 
2012). It gives the possibility to compare energy 
efficiency measures on the basis of their energy 
performance and costs. 
The Guidelines indicate three calculation methods 
of energy performance: monthly quasi-steady-state 
calculation method, simple hourly dynamic 
calculation method, and detailed dynamic simula-
tion methods. The literature concerning the Cost 
Optimal Analysis (COA) shows that the quasi-
steady-state method has been applied both to the 
design of new nZEB (Kurnitski et al., 2011) and to 
the refurbishment of existing buildings (Corrado et 
al., 2016a), while the detailed dynamic simulation 
method was applied in similar cases, often using 
TRNSYS (Ferrara et al., 2016) or EnergyPlus 
(Becchio et al., 2015). Comparisons of cost 
optimality results between the quasi-steady-state 
method and the detailed dynamic simulation are 
carried out in other works, as for instance in 
Corrado et al. (2015). The simple hourly dynamic 
calculation method has been used less than the other 
methods in COA studies; it is taken into account, for 
instance, when the analysis is focused on the energy 
delivered and the matching with renewable sources 
(Testi et al., 2016).  
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The Guidelines indicate two methods to deal with 
the iterations between the building and its systems: 
a holistic approach, where the heat gains from the 
technical building system are considered in the cal-
culation of the energy need, or a simplified ap-
proach, where the recovered heat losses of the sys-
tem are obtained by fixed conventional recovery 
factors. The holistic approach is more common in 
the dynamic models.  

1.2 Aim 

This paper aims to investigate how different 
calculation methods for heating and cooling energy 
needs influence the results of a cost-optimal 
analysis. A case study is taken into account and two 
out of the three calculation methods indicated by 
the Guidelines accompanying Commission 
Delegated Regulation (EU) No 244/2012 of 16 
January 2012 are applied. The two methods 
considered are the quasi-steady-state monthly 
method, and the simple hourly dynamic method of 
ISO 13790 standard (ISO, 2008). The study considers 
the parameters of cost and energy performance.  

2. Calculation Models and Optimization 
Procedure 

2.1 Quasi-Steady-State Method 

The quasi-steady-state calculation method is pre-
sented in ISO 13790 standard (ISO, 2008). It is based 
on the monthly balance of heat losses (transmission 
and ventilation) and heat gains (solar and internal) 
assessed in monthly average conditions. The dy-
namic effects on the net energy needs for space heat-
ing and space cooling are taken into account by in-
troducing a utilization factor that takes into account 
the time mismatch between transmission plus venti-
lation heat losses and solar plus internal heat gains, 
and that considers an ideal control system which al-
lows overheating or undercooling. The utilisation 
factor depends on the time constant of the building, 
on the ratio of heat gains to heat losses and on the 
occupancy/system management schedules. 
The space heating and cooling energy need for each 
month is calculated as: 
 

gngnH,htH,ndH, QηQQ ⋅−=    (1) 

htC,lsC,gnndC, QηQQ ⋅−=    (2) 

 
where, QH/C,nd is the space heating/cooling energy 
need, QH/C,ht is the total heat transfer (transmission 
plus ventilation), Qgn is the total heat gains (internal 
plus solar), ηH,gn is the utilization factor of heat gains 
for heating mode, and ηC,ls is the utilization factor of 
heat losses for cooling mode. 
The quasi-steady-state monthly method specified in 
the Italian standards (UNI/TS 11300) (UNI, 2014) is 
applied in the present work.  

2.2 Simple Hourly Method 

The simple hourly dynamic method is described in 
Annex C of ISO 13790 standard (ISO, 2008). It con-
sists in a simplification of the heat transfer between 
outdoor and indoor environment based on a simi-
larity between the thermal behavior of the analyzed 
building and a resistance – capacitance network 
made up of 5 resistances and 1 capacitance (5R1C). 
The schematics of the model is reported in Fig. 1 
where, θair is the indoor air temperature, θs is the 
temperature given by the mix of mean, radiant and 
indoor air temperature, θm is the temperature of the 
capacitive mass node, θe is the outdoor air tempera-
ture, θsup is the supply air temperature, Hve is the 
ventilation heat transfer coefficient, Htr,is is the heat 
transmission coefficient between the air node and 
the surface node, Htr,w is the transmission heat trans-
fer coefficient of doors, windows, curtain walls and 
glazed walls, Htr,op is the transmission heat transfer 
coefficient of opaque components, Cm is the building 
fabric internal heat capacity, Φia, Φst, Φm are the in-
ternal and solar heat gains, ΦH/C,nd is the heating or 
cooling heat load. 
The indoor air temperature (θair), at each time step, 
is calculated as: 
 

veistr,

ndH/C,iasupvesistr,
air HH

ΦΦθHθH
θ

+

++⋅+⋅
=  (3) 

Summing the ΦH/C,nd per each time step adopted by 
the model (1 h), the heating/cooling energy needs 
during the analyzed period  is obtained (QH/C,nd). 
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Fig. 1 – Schematic representation of the simple hourly method 
(ISO, 2008) 

2.3 The Cost-Optimal Approach 

The cost-optimal solution consists in a package of 
energy efficiency measures characterised by the 
lowest global cost compared to a reference package 
(starting point of the optimization). In the present 
work, the cost optimisation procedure was based on 
a sequential search-optimisation technique consid-
ering discrete options or levels of energy efficiency 
measures, as described in detail in Corrado et al. 
(2014). This procedure refers to the model devel-
oped by Christensen et al. (2006). The procedure 
allows to identify a sequence of “partial optimums”, 
each one obtained from the previous one by modi-
fying all the parameters that characterize the levels 
of each energy efficiency measure one at a time.  
The global cost analysis was performed by applying 
EN 15459 standard (CEN, 2007). The global cost (Cgl) 
is expressed as in Eq. (4). It is directly linked to the 
duration of the calculation period t. The calculation, 
referred to the starting year t0, may be performed by 
a component or system approach, considering the 
initial investment (CI), and, for every component or 
system j, the annual costs (Ca) and the discount fac-
tor (Rdisc) for every year i (referred to the starting 
year), and the final value ValF. 
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3. Case Study and Input Data

3.1 The Case Study 

The case study is a single-family house built in the 
period 1976–1990.   
It is a reference building selected within the IEE-TA-
BULA project. The main geometric and construction 
data of the building are shown in Table 1, while the 
features of its thermal systems are listed in Table 2. 

Table 1 – Main geometric and construction data of the case study 

Geometric data Construction data 

V [m3] 725 Uwl [W m-2K-1] 0.76 

Af,n [m2] 199 Ufl,lw [W m-2K-1] 0.98 

Aenv/V [m-1] 0.69 Ufl,up [W m-2K-1] 0.97 

Aw [m2] 24.9 Uw [W m-2K-1] 2.80 

No. storeys - 2 ggl,n [-] 0.75 

Table 2 – Features of the thermal systems of the case study 

Space heating (H) and 
DHW (W) systems 

Space cooling system 

Radiators ηH,e 0.94 Heat terminal 
units ηC,e 0.97 

Central 
distribution ηH,d 0.91 Zone temp.

control ηC,c 0.94 

Gas standard 
boiler for H ηH,g 0.85 Zone

distribution ηC,d 1.00 

Gas standard 
boiler for W ηW,g 0.80 Split system 

(100 % load) EER 2.35 

3.2 The Energy Efficiency Measures 

The cost-optimal approach considered a whole ren-
ovation of the building. The energy efficiency 
measures (EEMs) concern both the fabric and the 
technical building systems (see Table 3): EEMs from 
1 to 5 consider the envelope; EEMs 6 and 7 stands 
for the replacement of the technical building sys-
tems for space cooling and for combined space heat-
ing and domestic hot water preparation by means of 
different technologies (condensing boiler, biomass 
generator, district heating, air-to-water heat pump). 
The energy production from renewables is taken 
into account by EEMs 8 (solar collectors for DHW) 
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and 9 (PV panels), while EEM 10 considers the heat 
recovery ventilation system. Finally, EEM 11 refers 
to the use of an advanced control for space heating. 
Several levels of performance (EELs) for each EEM 
were considered; for each level, the thermal parame-
ter value and the referred specific cost are listed in 

Table 3; the data results from a market survey (Cor-
rado et al., 2016b). The costs exclude 22 % VAT but 
include extra-costs for lathing and technical build-
ing system adjustments.  

Table 3 – Energy efficiency measures (EEMs) and related performance levels (EELs) and costs 

No. EEM Parameter EEL 
1 2 3 4 

1 External wall thermal insulation Uwl [W m-2K-1] 0.30 0.26 0.20 
CI/Awl [€ m-2] 25.75 28.86 35.10 

2 Upper floor thermal insulation Ufl,up [W m-2K-1] 0.30 0.25 0.20 
CI/Afl,up [€ m-2] 11.70 15.60 21.06 

3 Lower floor thermal insulation Ufl,lw [W m-2K-1] 0.30 0.25 0.20 
CI/Afl,lw [€ m-2] 23.40 27.30 31.20 

4 Window thermal insulation Uw [W m-2K-1] 1.90 1.80 1.40 1.16 
CI/Aw [€ m-2] 113.88 119.57 124.21 150.50 

5 Solar shading system τs [-] 0.40 0.35 
CI/Ashadings [€ m-2] 50.00 70.00 

6 Chiller EER [-] 2.90 3.50 4.00 
CI [€ m-2] 1638 1872 2028 

7 
Combined generator for heating, DHW, 
and appropriate emission system 

ηgn,Pn,H+W or 
COP 

[-] 1.10 0.90 0.99 4.45 

CI [€] 2100 11700 3120 6000 
8 Thermal solar system Acoll [m2] 3.00 3.40 4.00 6.60 

CI [€] 3042 3354 3666 5148 
9 PV system Wp [kW] 1.00 2.00 3.00 4.00 

CI [€] 1716 3090 4680 6240 
10 Heat recovery ventilation system ηve [-] 0.90 

CI [€] 1716 
11 Heating control system ηH,c [-] 0.995 

* Cost computed in EEM 7 CI * 

3.3 Input Data 

The calculation was performed for the Milan loca-
tion (2404 HDD). The weather database of the Ital-
ian Thermotechnical Committee was used.  
Concerning the building energy performance eval-
uation: the values of the thermal transmittance of 
the opaque components already includes the effect 
of thermal bridges; the internal heat capacity of the 
building was calculated according to ISO 13786; the 
external obstacles were not considered; the heat 
transfer through the unheated spaces was calcu-
lated by means of the adjustment factors btr,U. Con-
cerning the user behaviour, the following input data 
and assumptions were used:

- the sensible internal heat gains and the ventila-
tion flow rate were defined by hourly schedule; 
the weekly mean values are respectively 
4.5 W m-2 and 0.04 m3 s-1, 

- the solar shadings were used when the incident 
solar radiation on the transparent components 
was higher than 300 W m-2, 

- two different operational modes were consid-
ered for the heating season: a continuous and 
an intermittent schedule related to the user’s 
presence. In the first case the setpoint was fixed 
at 20 °C; in the latter case 14 hours a day of 
operational time were set at 20 °C, and the set-
back was fixed at 16 °C, 

- the cooling setpoint was fixed at 26 °C. 
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In the global cost analysis, a financial perspective 
calculation was adopted, without considering sub-
sidies. The calculation was performed over 30 years, 
with a real interest rate of 3 %. The energy costs as 
well as the energy trend scenarios, the annual 
maintenance costs and the technical lifespan of 
building components and systems used in the calcu-
lation process derived from previous studies (Cor-
rado et al., 2016b). 
The energy performance was calculated in accord-
ance with ISO 52000-1 and it is expressed in terms 
of non-renewable primary energy (EPnren). The 
renewable and non-renewable primary energy 
factors were assumed according to the Italian regu-
lation. The electricity from PV panels is considered 
as a reduction of the monthly electrical energy de-
mand, while the exported electrical energy is not 
considered. 

3.4 Consistency options 

In order to compare the two models, some con-
sistency options were applied as follows: the 
monthly values of the outdoor air temperature and 
of the incident solar radiation derived from the 
correspondent hourly input data; in the quasi-
steady-state method the use of the solar shadings 
was performed by means of the weighted fraction of 
the time fsh,with, calculated from the hourly values of 
the simple dynamic method; the sensible internal 
heat gains and the ventilation flow rate in the 
monthly method were assumed equal to the mean 
value of the weekly profile used in the hourly 
method. Finally, the performance of the thermal 
building systems was assessed by means of the na-
tional standards (UNI/TS 11300, parts 2, 3 and 4) 
that evaluate the technical building systems perfor-
mance on a monthly basis. It has to be noted that the 
hourly variability of the thermal building systems 
performance might affect the cost-optimal solution 
choice, however this effect is not considered in the 
present work. 

4. Results

Fig. 2 shows the energy needs for heating and 
cooling of the case study before retrofit, in 
continuous operational mode. As a general observa-
tion, if the quasi-steady state results are taken as a 
reference, it can be noticed that the simple hourly 
method underestimates the energy use for heating 
and overestimates the energy use for cooling. 

Fig. 2 – Building energy needs for space conditioning before the 
retrofit 

The results of the cost-optimization application are 
reported in Table 4, in terms of energy efficiency 
measures and performance levels.  
As regards the monthly model, in case of intermit-
tent heating the set-point temperature for the calcu-
lation is the same as for the normal heating mode, 
according to mode B of ISO 13790 (ISO, 2008); that 
is because the time constant of the building is 
greater than three times the duration of the longest 
reduced heating period. For that reason, the energy 
needs and consequently the cost-optimal solution, 
do not change with the heating operational mode. 
In case of quasi-steady-state method, the optimal 
retrofit considers the thermal insulation of the 
opaque components by 0.08-0.10 m additional insu-
lating material, the use of external movable shad-
ings in tissue, the installation of thermostatic valves 
and of wall heat recovery ventilation units in com-
bination with PV. 
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Table 4 – Cost-optimal packages of measures

Cost-optimal packages of measures 

Quasi-steady-state method Simple hourly method 

No. EEM Parameter Ante retrofit 
Continuous / Intermittent 
mode 

Continuous 
mode 

Intermittent 
mode 

1 
External wall thermal 
insulation 

Uwl

[W m-2K-1] 
0.76 0.26 0.30 0.30 

2 
Upper floor thermal 
insulation 

Ufl,up

[W m-2K-1] 
0.97 0.30 0.30 0.30 

3 
Lower floor thermal 
insulation 

Ufl,lw

[W m-2K-1] 
0.98 0.30 0.30 0,98 

4 
Window thermal 
insulation 

Uw

[W m-2K-1] 
2.80 2.80 2.80 2.80 

5 Solar shading system τs [-] 0.40 0.40 0.40 
6 Chiller EER [-] 2.35 2.35 4.00 4.00 

7 
Combined generator for 
heating, DHW 

ηgn,Pn,H+W 
or COP [-] 

0.85 0.85 0.85 0.85 

8 Thermal solar system Acoll [m2] 
9 PV system Wp [kW] 2.00 2.00 2.00 

10 
Heat recovery 
ventilation system 

ηve [-] 0.90 

11 Heating control system ηH,c [-] 0.85 0.995 0.995 0.995 

When the cost-optimal solution is investigated by 
means of the simple hourly method, it can be no-
ticed that retrofit measures are generally oriented to 
the reduction of the energy use for space cooling: 
lower additional thermal resistance of the opaque 
wall with respect to the quasi-steady-state method, 
natural ventilation and substitution of the old splits 
with more efficient ones. Finally, the additional 
thermal resistance of the first floor facing the 
unconditioned space (EEM 3 of Tab. 4) is not consid-
ered an optimal retrofit measure when the intermit-
tent operational mode is used in the simple hourly 
method. 
Fig. 3 shows the energy, the investment and the 
operating and maintenance costs of the building 
without retrofit and for the cost-optimal solutions. 
In case of no refurbishment, only the energy and the 
operating and maintenance costs occur. Results 
show that, despite different values of the global cost 
before the refurbishment (650 € m-2 in case of a 
monthly evaluation, 567 € m-2 and 524 € m-2 for the 
hourly method with continuous or intermittent 
heating setpoints respectively), the deviation of the 
cost-optimal solutions between the two calculation 
methods is negligible (maximum deviation of 
5 € m- 2 between quasi-steady-state and intermittent 

simple hourly model). In particular, the costs for 
operating and maintenance are similar for all the 
optimal solutions (115-119 € m-2), while the energy 
cost and the investment cost counterbalance one 
another. 

Fig. 3 – Global cost, no retrofit and cost-optimal solutions 
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Fig. 4 – Non-renewable primary energy performance, no retrofit 
and cost-optimal solutions 

Fig. 4 shows the non-renewable energy performance 
of the cost-optimal solutions compared with the 
building before the retrofit, calculated by means of 
the two methods. The cost-optimal approach allows 
to reduce the non-renewable primary energy use 
from 71 % by the intermittent mode of the simple 
hourly method to 83 % by the quasi-steady-state 
method. 
Despite different values of the energy performance 
of the existing building (216 kWh m-2 for monthly 
method, 177 kWh m-2 and 157 kWh m-2 for the 
hourly method with continuous or intermittent 
heating setpoints respectively), the cost-optimal 
EPnren is in between 37 kWh m-2 of the monthly and 
the continuous hourly models, and 45 kWh m-2 of 
the intermittent hourly model. The non-renewable 
energy use for heating is increased in the hourly 
method (especially with the intermittency mode) 
because of the minimization of the global cost. Thus, 
the higher energy cost with respect to the monthly 
model is counterbalanced by a lower investment 
cost (Fig. 3) due to the choice of minor additional 
thermal insulation material and the absence of heat 
recovery ventilation systems. As well, the different 
EER values between the cost-optimal solutions of 
the quasi-steady-state and the simple hourly 
methods (EEM 6) justify the deviation in EPC,nren. 

5. Conclusion

The paper presents the application of two different 
calculation methods for the heating/cooling energy 

needs in compliance with ISO 13790 to the cost op-
timization analysis. The analysed methods are the 
quasi-steady-state and simple hourly.  
Results show that the cost-optimal set of energy ef-
ficiency measures is different if the quasi-steady-
state or the simple hourly method is applied. More-
over, when the hourly model is used, a change in the 
operational schedule of the heating system (contin-
uous or intermittent mode) entails a different set of 
cost-optimal retrofit solutions. Nevertheless, similar 
values of non-renewable energy performance and 
global cost among several refurbishment solutions, 
can be found despite the use of different calculation 
methods. 

Nomenclature 

Symbols 

A Area (m2) 
btr,U Correction factor for unconditioned space (-) 
CI Investment cost (€) 
Cm Heat capacity (J∙K-1) 
COP Coefficient of performance (-) 
EER Energy efficiency ratio (-) 
EP Energy performance (kWh∙m-2) 
f Factor (-) 
ggl Total solar energy transmittance (-) 
H Heat transfer coefficient (W∙K-1) 
Q Thermal energy (Wh) 
U Thermal transmittance (W∙m-2K-1) 
V Volume (m3) 
Wp Peak power (kW) 
η Efficiency (-) / utilisation factor (-) 
θ Temperature (°C) 
τs Solar transmittance coefficient (-) 
Φ Heat flow (W) 

Subscripts/Superscripts 

a Air / annual 
C Space cooling 
c Heat control (subsystem) 
coll Solar collectors 
d Heat distribution (subsystem) 
e External  /  heat emission (subsystem) 
env Building envelope 
f, fl Floor 
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g Heat generation (subsystem) 
gl Global 
gn Heat gains 
H Space heating 
ht Heat transfer 
I Investment 
i Internal 
ls Heat losses 
lw Lower 
n Net, normal 
nd Need (energy) 
nren Non-renewable 
op Opaque (component) 
Pn Nominal power 
sh Shading 
sup Supply (air) 
tr Transmission (heat transfer) 
up Upper 
ve Ventilation 
W Domestic hot water 
w Window 
wl Wall 
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Abstract  
Daylight plays a very important role in educational build-

ings, as it allows to create a pleasant environment, to en-

hance students’ performance and to provide better health 

conditions to the occupants. 

For these reasons, and also to save energy in artificial light-

ing, a great body of literature has dealt with the study of 

daylight in schools in the past years. Although some quan-

titative criteria are already in use for assessing daylight 

effectiveness for several visual tasks – e.g. minimum illu-

minance values and daylight factors – the distinction 

between well and badly daylit spaces very often rely on 

qualitative issues, such as the avoidance of discomfort 

glare conditions. 

Moreover, current design practices rely on standard sky 

patterns, and neglect the specific climate-related issues, 

and the time varying appraisal of the indoor space. 

The present paper contributes to this research field by 

exploring the use of different strategies to enhance day-

light levels in a school located in Sicily and selected as a 

case study. The building is mainly made up of side-lit 

classrooms, exposed to different orientations. 

The strategies that are investigated rely both on traditional 

static devices (e.g. light shelves and reflective glazing) and 

on more advanced dynamic concepts (e.g. sensor-con-

trolled blinds and electrochromic glazing). All the selected 

devices are already available on the market. 

The daylight performance is assessed in the Radiance-

based environment provided by DAYSIM 4.0; the model is 

calibrated upon a measurement campaign. To this aim 

several Climate Based Daylight Metrics (CBDM) are used 

to provide a deeper insight of the potentialities of each 

solution. Further developments are discussed in the con-

clusions.  

1. Introduction

Daylighting in school buildings has been a subject 
of interest for many years, since daylight plays a 
crucial role in educational spaces. Indeed, daylight 
in schools is able to create a pleasant environment, 
to enhance academic performance, to promote bet-
ter health, and to provide significant energy sav-
ings. For all of these reasons, the importance of day-
light in schools is internationally recognized today 
(Meresi, 2016). In order to optimize daylighting in 
school buildings, several strategies are possible, 
mainly aimed to improve daylight uniformity 
within the classroom, to reduce glare risk close to 
the windows, and to avoid insufficient daylight 
availability in the back of the room (Reinhart and 
Weissman, 2012). 
In this regard light shelves may be an effective solu-
tion. Light shelves consist in plane elements (hori-
zontal or slightly inclined) placed in the upper part 
of a window (internally, externally or both) to con-
trol and redistribute incoming daylight. In particu-
lar, light shelves are expected to redirect incoming 
light by reflection towards the ceiling, and from 
there to the back of the room, while also reducing 
the high levels of daylight near the window. This 
obviously improves illuminance uniformity (Claros 
and Soler, 2002).  
One of the main properties of a light shelf as a day-
lighting device is its reflectance. Light shelves re-
flectance can be specular or diffuse. Studies showed 
that specular light shelves are more effective than 
diffuse ones under low and medium solar altitudes 
(i.e. in winter), although the latter perform better at 
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high solar altitudes (i.e. in summer). The appropri-
ate height of a light shelf from the floor is around 
2.00 m. The optimum width is between 80 cm and 
100 cm, while the optimum position (inner or outer) 
usually depends on the specific boundary condi-
tions (Meresi, 2016).  
An alternative strategy to the use of light shelves to 
improve daylighting in classrooms is the adoption 
of dynamic glazing.  
As opposed to static glazing, dynamic “smart” glaz-
ing can switch its optical properties when subject to 
an appropriate input, such as voltage, light or heat. 
Amongst smart glasses, electrochromic glazing (EC) is 
the most popular typology: when a voltage pulse is 
applied between two transparent electrodes, ions 
move between the EC glazing and an ion storage 
films, and the overall transparency is changed. A 
voltage pulse with opposite polarity makes the de-
vice restore its original properties. However, small 
voltage is needed for switching (Hee et al., 2015). 
Electric power is needed only for switching, i.e. no 
power is needed to maintain the windows in their 
clear or dark state, but only to change them from 
one state to the other.   
In EC, the glazing transparency may be reduced 
from around 0.65 in the clear state to less than 0.05 
after switching. If controlled according to the indoor 
illuminance level, EC glazing can create a building 
shell that is adaptive to the needs, i.e. able to reduce 
the solar radiation admitted into the room in case of 
excessive daylight illuminance or when glare oc-
curs.  
Tests using scale models showed that EC glazing 
would eliminate over-illumination in an office, 
while maintaining quite good daylight autonomy; 
however, when the sky is overcast, artificial lighting 
would be extensively used (Ajaji and André, 2015). 
In principle, EC glazing cannot improve daylight 
uniformity within the indoor spaces. 
In this paper, both these technologies (light shelves 
and EC glazing) will be tested on a real case study.  
The case study is a classroom with east-facing win-
dows, where an experimental campaign has high-
lighted the need to reduce light levels close to the 
windows, and to provide a better illuminance dis-
tribution, especially in the back of the room.  

2. Methodology 

When studying the exploitation of daylight in en-
closed spaces, several metrics are available.  
One of the most common metrics is the Daylight 
Factor (DF): it is defined as the ratio of the daylight 
illuminance at a given point inside a room to the 
daylight illuminance measured at the same time on 
an unobstructed horizontal plane. Direct sun light is 
excluded for both interior and exterior values (Car-
lucci et al., 2015). However, according to several au-
thors, the daylight factor does not properly account 
for non-overcast skies; it makes no difference 
among different window exposures, and it does not 
describe how the illuminance varies with time. Fi-
nally, it is expressed as a percentage, hence no infor-
mation is provided about absolute illuminance 
values. 
In order to overcome all these shortcomings, other 
metrics have recently been introduced. Amongst 
these, the Useful Daylight Illuminance (UDI) is de-
fined as the fraction of the time in a year when the 
indoor horizontal daylight illuminance at a given 
point falls within a given range (Carlucci et al., 
2015). Three bins are usually identified, separated 
by a lower and an upper illuminance threshold. The 
upper bin represents the percentage of time when 
excessive daylight illuminance occurs, which might 
lead to visual discomfort; the lower bin represents 
the percentage of time when daylight illuminance is 
scarce. Finally, the intermediate bin is associated 
with the time when appropriate daylight illumi-
nance is attained. According to the original UDI def-
inition (Nabil and Mardaljevic, 2002), the lower and 
upper thresholds are set respectively to 100 lx and 
2000 lx. Later studies (Mardaljevic et al., 2009) pro-
posed to further split the intermediate bin, making 
a distinction between supplementary UDI (E < 500 lx) 
and autonomous UDI (E > 500 lx). When this latter 
condition occurs, the second case supplementary ar-
tificial lighting is most likely not needed. 
In this paper, the UDI is calculated according to 
three bins: E < 300 lx (fell-short UDI), 300 lx < E < 2000 
lx (suitable UDI), E > 2000 lx (exceeded UDI).  Indeed, 
300 lx seems to be a more suitable value than 100 lx 
to set a lower threshold for classrooms, and it is con-
sistent with the actual binding prescriptions set by 
(UNI EN 12464-1:2011). 
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Finally, the Spatial Daylight Autonomy (sDA) is the 
percentage of the indoor space that meets a mini-
mum daylight illuminance level for at least 50 % of 
the time of occupancy in a year (Carlucci et al., 
2015). Again, the minimum threshold is set to 300 lx. 
The advantage of the sDA is that it returns a single 
value representing the whole area. However, it does 
not account for the amount by which the illumi-
nance threshold is exceeded. 
In any case, in order to calculate all these parame-
ters, it is necessary to evaluate the time-varying 
illuminance distribution within the indoor space. In 
this paper, the calculation will be performed by sim-
ulating the classroom with DAYSIM. DAYSIM is a 
daylighting simulation software based on the 
RADIANCE algorithm, able to compute time-vary-
ing daylighting illuminance on a sensor grid for any 
building geometry (Gibson and Krarti, 2015). Real 
sky conditions, available as TMY weather files, may 
be used for simulations. DAYSIM was validated 
against experimental data in Reinhart and Walken-
horst (2001), and Reinhart and Breton (2009), and is 
nowadays regarded as a reliable tool for daylight 
simulations. 

3. Case Study

3.1 Experimental Campaign 

The building selected as a case study is a school built 
in the 1960s in a town located in Sicily (Southern 
Italy, LAT. 37°21’N, LON. 13°51’E). The classrooms 
are mainly oriented to the east and south, while of-
fices and recreational rooms are oriented to the 
north and west (see Fig. 1).  
In this paper, only one classroom representative of 
the whole set of spaces facing east is investigated. 
The classroom measures 5.4 x 6 m2 and 3.5 m in 
height, and has two clear double-glazed windows 
with a fixed clerestory at the top and three panes of 
glass at the bottom (see Fig. 2 for the details), result-
ing in a total glazed area of 5.26 m2. It hosts 25 stu-
dents from 8:00 a.m. to 3:00 p.m., from Monday to 
Saturday. The installed lighting power density is 8 
W/m2, and no dimming control systems or shading 
devices are in place except for plastic rolling shut-
ters operated manually from inside. 

Fig. 1 – View of the school selected as a case study 

Fig. 2 – Vertical section of the classroom 

The first step of the study involved a detailed field 
survey of the geometrical and optical features of the 
rooms. To this aim, a Leica X 310 laser distance me-
ter was used to set up the geometrical model, while 
a Minolta T-10 lux meter and a Minolta LS-100 lu-
minance meter were used to define the optical prop-
erties of the different surfaces. The main features of 
the instruments are shown in Table 1. 
The values of luminance (L) and illuminance (E) 
measured on the opaque surfaces allowed to define 
their visible reflectance. Indeed, under diffuse re-
flection, the following relation holds:  

( )L Eρ = π⋅ (1) 

The results are reported in Table 2. 

Table 1 – Main characteristics of the instruments 

Solution Range Accuracy 
Leica X 310 (laser meter) 0-150 m ±0.001m 

Minolta T-10 (lux meter) 0.01-300 klx ± 3 % 
Minolta LS-100  
(luminance meter) 

0.01-50 
kcd/m2 

± 0.2 % (±1 digit of 
measured value) 

Clerestory 

Bottom 
window 
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Table 2 – Optical properties of the surfaces 

Solution Reflectance or 
Transmittance 

Courtyard tiles (outside) ρ = 0.20 
Outer plaster (dark-yellow colour) ρ = 0.41 
Inner plaster – walls  (pale-yellow) ρ = 0.75 
Inner plaster – ceiling (white) ρ = 0.85 
Marble tiles – floor ρ = 0.32 
Desks and seats (wooden) ρ = 0.55 
Blackboard ρ = 0.08 
Windows frames (aluminium) ρ = 0.78 

Glazing: clear double pane τ = 0.70 

Another series of measurements allowed to quantify 
the illuminance levels on a horizontal grid of 72 
points equally spaced within the classroom (70 cm 
grid resolution) at the height of 80 cm above the 
floor (UNI EN 12464-1:2011). The illuminance levels 
were measured on December 22 at 10:30 a.m. with-
out the use of any artificial light sources, to appreci-
ate the contribution of daylight only to the bright-
ness of the environment.  
The measured illuminance values are shown in 
Fig. 3 as isolux curves filled with a false colour gra-
dient depicting different daylight intensities. Based 
on these results, as well as after surveying teachers 
and students on their perception of brightness levels 
throughout the year, it emerges that the main issue 
is represented by discomfort glare for the students 
seated close to the windows. Indeed, values close to 
4000 lx were measured for these positions while in 
all the other points the illuminance is always above 
the minimum threshold of 300 lx (UNI EN 12464-
1:2011). The peak values close to the window on the 
north side of the room are due to a direct spot of 
sunlight hitting the wall through the windows, 
what is clearly observable in the same Fig. 3 (upper 
picture) that provides an interior view of the room 
at that time. 

3.2 Proposed Solutions 

A series of different strategies employing several 
technological solutions are proposed to improve 
daylight distribution within the room, ranging from 
the most traditional ones like blinds or reflective 
windows to the most advanced concepts such as 
light shelves and electrochromic windows. 

Fig. 3 – Interior view of the room (top) and measured illuminance 
distribution (bottom) on December 22 at 10:30 am 

In particular, the following cases are investigated: 

- Case B: base case (as previously discussed); 
- Case BL: as in case B, but with the addition of an 

internal light shelf placed at the bottom of the 
clerestory (2.20 m above the floor);  

- Case BLB: as in case BL, but with the additional use 
of light-colored internal blinds for the bottom 
glasses, triggered by an automatic control system; 

- Case EC: electrochromic panes triggered by an 
automatic control system instead of clear ones for 
the bottom windows, while the clerestory retains 
clear glazing; 

- Case ECL: as in case EC, but with the additional 
use of an internal light shelf placed at the bottom 
of the clerestory; 

- Case R: reflective panes instead of clear ones for 
the openable parts, while the clerestory retains 
clear glazing. 

The reasons for studying these technologies to im-
prove daylight distribution are manifold: first, they 
are able to reduce light levels close to the windows 
without affecting the daylight availability in the back 

Row1 

Row2 
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of the room, thanks to the clerestory and to the light 
shelves, when used. Secondly, they allow a 
comparison between static (reflective windows and 
light shelves) and dynamic devices (automated 
blinds and EC windows). Finally, all the products 
chosen for simulation purposes are already available 
on the market and thus represent practical refur-
bishing solutions. Their main optical characteristics, 
as gathered from the manufacturer data sheets, are 
summarized in Table 3. 
The proposed internal light shelf is 0.8 m in width; 
Preliminary simulations showed that this size opti-
mizes illuminance values at the back of the class-
room, while an external light shelf would not pro-
duce any improvements due to low sun angles. The 
visible reflectance of the light shelf is ρ = 0.9 (see 
Table 3); diffuse reflectance with a 10 % specular 
component is considered in the simulations. 
As far as electrochromic (EC) glazing is concerned, 
the technical data sheets provided by the manufac-
turer report a switching time of less than 3 seconds 
when a voltage of 120 V is applied; the power 
needed for switching is 5 W/m2. The values of visi-
ble transmittance in the clear and the tinted states 
are reported in Table 3. 
The logic of activation of these devices, as well as 
the one to trigger the internal blinds, is to prevent 
high illuminance values and glare occurrence for 
the desks close to the windows. More specifically, 
whenever the illuminance in the control point (high-
lighted in red in Fig. 3) exceeds 2000 lx, the dynamic 
devices are automatically triggered in the respective 
scenarios. This threshold value is consistent with 
the one adopted by Mardaljevic and Nabil (2008) 
when studying the energy benefits of different day-
lighting solutions for sidelit office rooms. 

Table 3 – Optical properties for the selected technologies 

Solution Reflectance or 
Transmittance 

Internal light shelf (0.8 m width) ρ = 0.90 
Vertical light-coloured blinds ρ = 0.80 
Electrochromic (double glazing) τ = 0.05 – 0.65 
Reflective (double glazing) τ = 0.47 

Although a thermal analysis lies outside the scope 
of this paper, it is worth highlighting that all the 
proposed window solutions have an U-value close 

to that of the base case scenario (U = 2.7 W/m2K), in 
order to not affect the amount of heat exchanged by 
temperature difference between the indoor and the 
outdoor environment. However, further studies on 
these aspects are needed since different optical 
properties lead to different g-values and thus affect 
the room energy balance as well. 

4. Results and Discussion

In this section, the fine-tuning of the Radiance 
parameters is first discussed, and the model built in 
DAYSIM for simulation purposes is validated by 
comparison with the measured illuminance values. 
Then the results of the simulations for the solutions 
described in Section 3 are presented. The discussion 
of the results is based on the use of the metrics in-
troduced in Section 2. 

4.1 Model Validation 

In order to validate the model and to fine-tune the 
Radiance parameters, various simulations were run 
by adjusting the parameters until a mean error be-
low 20 % was achieved between measured and sim-
ulated mean illuminance profiles. Since DAYSIM is 
a climate-based software, it needs to know the site 
location (to evaluate the sun’s position in the sky 
vault) and the time profile of direct and diffuse hor-
izontal irradiance to estimate illuminance and lumi-
nance levels on a user-defined grid of points. These 
data are available on TMY weather files; in this 
work, the file referring to Catania Fontanarossa 
weather station was used.  
However, it must be remarked that during the 
measurement campaign – launched on December 22 
at 10:30 a.m. – the presence of some clouds was reg-
istered. This affected the value of the global illumi-
nance on an unobstructed horizontal plane, which 
amounted to 11 klx. This value does not correspond 
to what reported on the weather file (60 klx on 
December 22 at 10:30 a.m., measured in clear sky 
conditions). For this reason, the simulations were run 
by using the data available in the weather file for 
December 20 at 10:00 a.m., when a global illuminance 
of around 12 klx is reported on the horizontal plane. 
The values of the Radiance parameter retained after 
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tuning and validation are reported in Table 4. With 
these parameters, the simulated illuminance pro-
files for the rows of points depicted in Fig. 3 are re-
ported in Fig. 4 (dashed lines), and show a good 
agreement with the measured values (solid lines). A 
certain underestimation of the daylight illuminance 
close to the windows (at a distance below 1.70 m) is 
registered, which may be due to some inaccuracy in 
the exact tracing of direct sun rays, such as the one 
that produces the above-mentioned spot of direct 
sunlight. On the other hand, the contribution of the 
diffuse sunlight is simulated with much more accu-
racy. Overall, the model is considered accurate 
enough to compare the different proposed solutions 
for improving daylight exploitation. 
It may be interesting to underline that the duration 
of the simulations was about 30 minutes, except in 
those cases with light shelf (around 50 minutes).  

Table 4 – Radiance parameters used for the simulations 

Parameter Value 
Ambient bounces (ab) 5 - 7* 
Ambient divisions (ad) 2048 
Ambient super-samples (as) 512 
Ambient resolution (ar) 512 
Ambient accuracy (aa) 0.075 
Limit reflection (lr) 8 
Specular threshold (st) 0.15 
Specular jitter (sj) 0.70 
Limit weight (lw) 0.004 
Direct jitter (dj) 0.7 
Direct sampling (ds) 0.15 
Direct pretest density (dp) 512 
(* the second value is used in the simulations with light shelves) 

Fig. 4 – Illuminance profiles for two sections of the room 

4.2 Simulation Results 

The results of the simulations show a good daylight 
availability within the room in the base configura-
tion (B), as observed from the values of the spatial 

Daylight Autonomy in Fig. 5. Indeed, sDA = 91 %: this 
means that more than 90 % of the floor area is suffi-
ciently daylit (i.e. the illuminance is above 300 lx) 
for more than 50 % of the occupancy period. How-
ever, very similar figures are expected also when us-
ing reflective windows (case R).  
As far as the introduction of an internal light shelf 
to the existing configuration is concerned (case BL), 
this solution on the one hand reduces the daylight 
availability in proximity of the windows but, on the 
other hand, it increases the daylight availability at 
the back of the classroom. These two contrasting ef-
fects seem to balance, hence sDA is around 91 %. 
The use of EC windows would reduce the sDA to 
70 %, since the back of the classroom would be se-
verely penalized. However, coupling them with an 
internal light shelf (case ECL) allows the distribu-
tion of daylight and the same performance as in the 
base-case (sDA = 91 %). The worst scenario is given 
by the combined use of internal blinds and light 
shelves (case BLB), since for this configuration the 
illuminance values are the lowest everywhere 
within the room, and sDA amounts to around 50 %. 
To sum up, according to the recommendations by 
IES (IES, 2012), the existing configuration (with or 
without internal light shelf), as well as the use of re-
flective windows and EC windows with a light 
shelf, all provide good spatial Daylight Autonomy 
(sDA > 75 %). The other solutions (BLB and EC) are 
only rated as nominally acceptable (sDA > 55 %).     

Fig. 5 – Spatial Daylight Autonomy for the proposed solutions 

However, one should also take into account the 
magnitude and duration of the daylight levels 
achieved throughout the year. To this aim, one can 
assess the mean value of the Useful Daylight Illumi-
nance, according to the three bins previously defined. 
This allows to evaluate for how long the amount of 
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daylight within the classroom is not satisfactory (UDI 
< 300 lx), acceptable (300 < UDI < 2000 lx) or too high 
(UDI > 2000 lx) for normal visual tasks (see Fig. 6), 
thus complementing the spatial analysis provided by 
the sDA.  
As expected, the worst performance pertains to the 
BLB scenario, where for almost 60 % of the time the 
mean illuminance is too low (UDI < 300). 
However, even the use of electrochromic windows 
– coupled (ECL) or not coupled (EC) with a light 
shelf – significantly worsen the availability of day-
light in the classroom, as demonstrated by UDI val-
ues very close to those of the BLB scenario.  
On the other hand, the best performing solution is 
the adoption of reflective windows (R): in this case, 
acceptable mean daylight levels are achieved for 
more than 80 % of the occupancy period, while po-
tential discomfort glare occurs only 10 % of the time. 
In fact, reflective windows reduce the excessive illu-
minance measured close to the windows, and estab-
lish a more pleasant visual environment if com-
pared with the base case (B): here, acceptable day-
light levels are predicted for around 70 % of the 
year, but potential discomfort glare could occur for 
more than 20 % of the time.  
Finally, the results are interpreted in terms of mean 
annual illuminance uniformity, in order to appreciate 
the capability of the different strategies to evenly 
distribute daylight. The illuminance uniformity is the 
ratio of the mean to the maximum illuminance 
measured within the space. 

 

Fig. 6 – UDI values for the proposed solutions (spatial mean) 

The results, reported in Fig. 7, show that none of 
these configurations can reach the minimum illumi-
nance uniformity prescribed by UNI EN 12464 for 
classrooms in educational buildings (60 %), alt-

hough the norm does not explicitly state the dura-
tion of the period of analysis. 
The reader should not be misled by the fact that EC 
windows – especially if coupled to a light shelf – get 
the highest illuminance uniformity. In fact, the pre-
vious analyses suggest that the illuminance values 
are just 'uniformly low’ within the room for these 
configurations. Better results are expected with re-
flective windows (R), since the illuminance uni-
formity rises to 50 %, while the base case (B) has a 
value of 46 %. Slightly worse results are given with 
the internal blinds, with or without light shelves.   

 

Fig. 7 – Mean illuminance uniformity for the proposed solutions 

5. Conclusions 

A daylight analysis of an existing classroom facing 
east has been carried out by means of both measure-
ments and numerical simulations. The main issues 
of the classroom were found to be the too high illu-
minance values close to the windows and the une-
ven distribution throughout the space. To overcome 
these problems, the paper considered the adoption 
of different solutions already available on the mar-
ket, and compared their performance by climate-
based daylight metrics.  
The outcomes of this analysis show that for this tem-
perate climate, room exposure and geometrical con-
figuration, reflective windows outperform electro-
chromic windows (with or without internal light 
shelves) and internal blinds in improving daylight 
distribution throughout the year. However, the ex-
posure of the windows (south) is expected to have a 
great influence on the results. 
The authors are conducting further analyses to 
study how other exposures, configurations, and 
logics or threshold values of activation for the dy-
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namic devices could affect the results here pre-
sented. The energy needs for artificial lighting sys-
tems, as well as those for triggering the electro-
chromic windows and activating the internal blinds, 
will be considered as well. 

Nomenclature 

Symbols 

A Area (m2) 
DF Daylight Factor (%) 
E Illuminance (lx) 
I Solar irradiance (W m-2) 
L Luminance (cd m-2) 
sDA Spatial daylight autonomy (%) 
U Thermal transmittance (W m-2 K-1) 
UDI Useful daylight illuminance (%) 

Greek letters 

ρ Reflectance (-) 
τ Transmittance (-) 
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Abstract 
When dealing with models, a key factor to consider when 

selecting their features is the context in which the models 

will be used: for example, they could be used for design 

or for control purposes. If we focus on the second case, the 

model should be accurate enough to capture the principal 

dynamics of interest and simple enough to minimize the 

computational effort. In building modelling for control, a 

promising paradigm seems to be the use of simplified 

grey-box models. This paper presents a case study in 

which the existing temperature control strategy can be im-

proved with the resulting possibility of considerable 

energy saving. More in detail, we introduce here the first 

step of the entire process: the choice of the model of the 

system. We decided to investigate the use of a grey-box 

model, the parameters of which were estimated using a 

parametric identification process. Thanks to this 

approach, full knowledge of the system is not required 

but this lack of information needs to be balanced with the 

use of measured data. We decided to use only measured 

data during the standard operation mode of the system 

for the parameter identification process. Thus we did not 

perform targeted experiments on the real system, because 

of all the restrictions in the specific context. Using this 

approach, it was still possible to achieve good results in 

terms of deviation between model simulation and data 

(indoor air: RMSE = 0.31 and R2 = 0.92). 

1. Introduction

Buildings account for 20–40 % of the total energy 
consumptions (Parry et al., 2007) and, as a result, in 
the past decades, great efforts have been made in 
trying to reduce this data. 
When dealing with energy efficiency in buildings, 
the main research areas focus on retrofitting and 
modernization. On top of these, a promising 

approach is the application of advanced control 
strategies in the building automation systems 
(BAS). 
The potentiality of this approach is shown, for 
example in (Liao and Dexter, 2004): the only im-
provement of a boiler control can lead to an energy 
saving up to 20 %. 
Despite the research efforts in improving advanced 
control techniques, the most widely used approach 
for temperature control in buildings, is the use of a 
single heating-curve, tuned according to the cli-
matic zone and few building characteristics, and a 
feedback temperature control. In some cases, in 
addition to the heating-curve, the heating, ventila-
tion and air conditioning system (HVAC) is locally 
controlled with rule-based controllers (RBC) that 
use an “if-than-else” strategy to maintain the 
desired ambient condition in each room. With this 
control configuration, what is immediately evident 
is the lack of an optimized strategy for the entire 
building control. Advanced control techniques can 
overcome this problem. 
The main research directions in the above-men-
tioned field are: 1) Learning based approaches like 
neural networks, genetic algorithms, fuzzy tech-
niques, etc.; 2) Model predictive control (MPC). 
With reference to the first research field, an interest-
ing review about neural network in building can be 
found in (Kumara et al., 2013), whereas for MPC in 
buildings, a review can be found in (Prívara et al., 
2012). 
The first class of methods needs a lot of data from 
the real system, and on-going learning is required to 
face with changes of different nature, like changes 
in the physics of the buildings but also in the occu-
pancy behavior. 
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On the contrary, building models for MPC are gen-
erally more linked to the physics of the buildings, 
e.g. (Bacher and Madsen, 2011), thus it is easier to 
deal with changes in the building structure or with 
the inputs. In addition, with this approach, it is easy 
to create scalable models for the optimization pro-
cess and deal with constrained problems. As will be 
discussed in the next sections of this work, the sec-
ond class of methods is chosen because of the pur-
pose of the work. 
The present work is, in fact, part of a larger study 
devoted to energy saving in public buildings. More 
in detail, the final aim of the work is to achieve 
energy saving using different control strategies. 
Reading the previous text, the importance of mod-
elling as a crucial part for advanced control strate-
gies, can be inferred. In this paper, the chosen mod-
elling approach will be discussed, and the results of 
the model tuning process will be presented and 
treated. It is worth remembering that the goal of the 
modelling step is to create a simple, but accurate 
enough model that can be used for control purposes. 

2. Mathematical Approach 

When dealing with mathematical models, two gen-
eral classes can be detected: forward and inverse 
models (ASHRAE, 2001). Models belonging to the 
first class are based only on the physical knowledge 
of the system. This kind of approach is mainly used 
for design because one does not need to observe an 
existing system to create a model. For example, in 
building modelling, the design of a HVAC system 
can be performed by taking into account the desired 
behavior of the system and the physical characteris-
tics of the involved elements. 
Conversely, the inverse modelling approach is pri-
marily used for performance monitoring, control 
system design, and application of on-line control 
strategies. This because an inverse model needs data 
to be tuned and it thus requires a real system. 
It is worth noticing that both forward and inverse 
modes result in a set of equations with parameters, 
but the main difference between the two approaches 
is in how to define the values of said parameters. 
For example, suppose that we need to set the value 
of the specific heat of a wall. In forward modelling 

framework, this value is derived directly by the wall 
material knowledge. Conversely, in inverse model-
ling, the same parameter is set to its values using 
data collected during an appropriate experiment on 
the wall thermal proprieties, without any wall ma-
terial information. 
Therefore, it is clear that the second approach is par-
ticularly attractive if one has limited knowledge of 
the system and a big amount of data. 
As said before, we decided to investigate the second 
approach, so the information contained in the data 
is used to define the value of the model parameters. 

2.1 Grey-Box Model 

The model chosen here to describe the building 
structure belongs to the inverse class just presented 
but more in detail, to the grey-box models class. 
A grey-box model combines partial a-priori 
knowledge of the system with empirical knowledge 
obtained by data. Particularly, the first type of 
knowledge is used to define the structure of the 
building model and the second to tune parameters. 
This kind of tuning via data usage is called parameter 
identification and it will be discussed more in detail 
in the next session. 
We decided to use grey-box modelling because we 
know the building in terms of the main characteris-
tics but we do not know in detail all the physical 
elements. Through the correct use of data, we can 
overcome this lack of knowledge. 
The building model structure results in a set of dif-
ferential equations with some parameters and we 
decide to represent them with a simple electric 
equivalent, through an R-C network representation. 
This kind of approach is well explained for example 
in (Parnis and Sproul, 2010) and it is based on the 
use of electrical components to represent thermal 
quantities. 

2.2 Parameter Identification: 
Methodology and Specific Issues 

As said before, parameter identification is used to 
define the values of the model parameters. 
This method is based on the use of a set of relevant 
data from a real system. This set must be divided 
into training and testing data. The first set is then 
used to perform parameter identification, while the 
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second is used to verify the validity of the tuned 
model. One of the key factors of this approach is the 
use of appropriate data. 
In particular, during the data collection, the input to 
the real system must be persistently exciting (Bittanti, 
2005). This results in the fact that all the dynamics 
of the system are excited by the input signal, namely 
in the trend of the output variable there is all the 
information to obtain the value of the system 
parameters. 
Often, an experiment performed on the system is 
required to respect this fundamental rule of param-
eter identification, but, in some cases, it is not trivial 
to create an input to the system with the desired 
characteristics. In the building framework, for ex-
ample, there are a lot of restrictions. 
In particular, in our case study, the first restriction 
is caused by the configuration of the plant. What we 
want to handle is the power input from the heating 
system, but on the real plant this variable cannot be 
directly changed. Therefore, we need to act on other 
variables (e.g. valve openings) through the control 
unit, thus we have to face all the restrictions due to 
the control unit configuration and operation mode. 
The second important issue is linked to the inner 
conditions of the building. If the thermal power 
entering the building has the needed characteristics, 
the indoor air temperature fluctuations would be 
too large to maintain the indoor ambient comfort 
conditions. 
These problems can be partially overcome with the 
choice of an appropriate period during the year in 
which the principal dynamics of the building are 
excited enough with the normal behaviour of the 
plant and with the other external inputs. 
As said before, the parameter identification process 
is used to define parameter values through data 
usage. The mathematical problem associated to this 
idea is an optimization problem, the goal of which 
is to find the minimum of an appropriate objective 
function (Nocedal and Wright, 1999). 
In parameter estimation, dealing with deterministic 
models, the most commonly used approach is to set 
a least-squares problem. This means that the objec-
tive function is in the form: 

𝑓𝑓(𝑥𝑥) = ∑ (𝑦𝑦𝑚𝑚𝑖𝑖 − 𝑦𝑦𝑖𝑖)2𝑛𝑛
𝑖𝑖=1    (1) 

where 𝑦𝑦𝑚𝑚𝑖𝑖 is the measure of the output and 𝑦𝑦𝑖𝑖 is the 
output of the model. This means that the distance 
between the measure and the output of the model 
has to be as small as possible compatibly with the 
model structure. 
The only way to minimize the objective function is 
to change the model parameters in the proper way 
so as to change the output variable 𝑦𝑦𝑖𝑖 and thus the 
objective function. 

3. Case Study 

We prove the validity of our approach on the basis 
of a real building located in Lombardy (Northern 
Italy), a public structure used as a primary school. 
The building hosts four classrooms and a canteen 
with a big hall in the middle. There is an underfloor 
heating system and no feedback control. The regu-
lation of the heating system is performed with the 
use of a heating-curve, thus using the external tem-
perature, and on the basis of time scheduled operat-
ing modes. 
We decided to collect the needed data through a 
small set of non-invasive sensors. We used indoor 
temperature data logger to measure the indoor tem-
peratures and decided to estimate the underfloor 
heating water temperature using PT1000 sensors, 
connected to embedded data collectors, on pipe sur-
faces. 
To measure the solar radiation, a small climate sta-
tion with a pyranometer was also placed near the 
building. The external temperature data are col-
lected using the sensors already existing on site and 
used for the plant regulation. We also used PT1000 
sensors to measure the flow and return water tem-
perature of the secondary circuit. 
Because of both the distribution system configura-
tion and the control strategy, we could avoid the use 
of a permanent flowmeter on the secondary circuit. 
Namely, the heating water is always flowing in the 
secondary circuit and the circuit does not change its 
configuration. 
The mass flow was thus evaluated using a portable 
ultrasonic flow measuring system installed for a rel-
atively short period. 
In Table 1, the accuracy of the instruments, accord-
ing to the datasheets, are given. 
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Table 1 – Measurement equipment accuracy 

Instrument Accuracy 

Indoor 
temperature data logger 

± 0.35 °C 

Outside 
temperature sensor 

± 0.2 °C 
influence of temperature 
<10 °C, >40 °C --> ± 
0.007 °C/°C 

Pt1000 ± 0.15 ± 0.002 |T|°C 

Pyranometer Second class (ISO, 1999) 

Flowmeter ± 2 % o.r. ± 7.5 mm/s 

The present study is based on data collected during 
the winter 2014–2015. 
The following time series were collected with the 
measurement equipment:  Tin, Tout, Text, φr. 
In addition to the above time series, Ta, namely the 
mean value (weighing on volumes) of the measured 
temperatures inside the building, is computed and 
used for the parameter identification process. 
On the basis of the available data and on the struc-
ture of the building, we selected a set of possible 
model structures. 
In the present work, we only show the most appro-
priate one on the basis of the result analysis. 
As said before, the chosen model can be represented 
with an electric equivalent: in Fig. 1 the RC-network 
of the model is shown. 

Fig. 1 – RC-network of the building model 

The model has one manipulable input variable, i.e. 
the thermal power entering the building through 
the heating system, ɸin, and three non-manipulable
inputs: the solar global irradiance, ɸr, the internal 
gain provided by the occupants and the internal 
supplies, ɸo, and the external temperature, Text. 
It is important to notice that the thermal input from 

the plant is divided into power entering the build-
ing, ɸin, and power exiting the building, ɸout, thus 
following the water flows. 
There are three state variables, named Ta, Ts and Tp, 
which represent respectively the indoor air temper-
ature, the floor temperature and the external walls 
temperature (included the roof). Each state variable 
is associated with the corresponding heat capacity, 
namely Ca, Cs and Cp. 
Each Gxy term represents the thermal conductance 
between generic temperatures Tx and Ty. 
ɸo input is computed only according to the occupa-
tion schedule and with a fixed thermal coefficient 
per person. 
The parameter a is used to scale the solar input, 
which is already weighted on the basis of the exter-
nal area of the building, while b, is used to share the 
solar input into two terms: one affecting on the walls 
and the other directly on the indoor air temperature. 
This second term ideally represents the portion of 
the solar input entering the building through the 
windows. The main assumption, which supports 
the last statement, is that the thermal input entering 
the windows, and thus affecting the floor, is totally 
transferred to the air node because of the insulation 
of the floor. 
In Fig. 1, the powers entering and exiting the build-
ing (ɸin and ɸout), are used, but, given that 
ɸin = ṁ ∙ c ∙ Tin (2) 
ɸout = ṁ ∙ c ∙ Tout (3) 
and that the term ṁ ∙ c can be considered as a con-
stant, it can be convenient to use Tin as an input var-
iable and Tout as output. 
Another important assumption, is the chosen rela-
tion between Tout and the other variables. 
So the following equation was derived from the sta-
tionary model of the heat exchange along a pipe: 
Tout = α ∙ Tin + (1 − α) ∙  Ts   (4) 
with 0 < α < 1. 
In Eq. (5) the state-space representation of the sys-
tem is given. 

�
dx
dt = Ax + Bu
y = Cx + Du

   (5) 

where: 

x = �
Ts
Ta
Tp
�,  y = � Ta

Tout
�,  u = �

Tin
ɸo
ɸr

Text

� 
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A = �
 a1  Gsa/Cs  Gsp/Cs 

 Gsa/ Ca  a2  Gap/ Ca
 Gsp/Cp  Gap/Cp  a3

� 

 a1 = −( Gsa  +   Gsp + ṁ ∙ c ∙ (1 − α))/Cs 
 a2 = −( Gsa  +   Gap +  Gae)/ Ca 
 a3 = −( Gap  +   Gsp +  Gpe)/Cp 

B = �
 b1 0 0
0 1/ Ca a ∙ b/ Ca
0 0 a ∙ (1 − b)/Cp

0
 Gae/ Ca
 Gpe/Cp

� 

 b1 = ṁ ∙ c ∙ (1 − α)/Cs 

C = � 0 1 0
1 − α 0 0� 

D = �0 0 0
α 0 0   00�

Here, the output variables are Ta and Tout. 
The use of Ta as output variable is a common prac-
tice because the focus is on the indoor condition of 
the building. The use of Tout as output is closely as-
sociated to the plant configuration and the future 
use of the model. This variable is indeed the link be-
tween the plant and the building models. Thus, it is 
very important that the trend of this variable is well 
represented in the model simulation. 
In addition to the choice of the model outputs, it is 
also crucial to underline some aspects about model 
parameters. 
In Fig. 1, the parameters involved in the identifica-
tion process are circled in green. As said before, all 
 Gxy and  Cx terms have a physical meaning so it is 
worth noticing that the initialization values for the 
identification process can be chosen taking into 
account the physical knowledge of the system. 
Because of the stated aim to simplify as much as 
possible the model structure and the consequent use 
of a lumped approach, these parameters included a 
lot of different physical elements. Therefore, the 
guess values for the identification process were cho-
sen based on a generic knowledge of the system. For 
example, we used a single element to define a 
generic external wall without difference between 
ceiling, floor and exterior walls. This simplification 
led us not to consider each single layer of the wall 
element with the related features (thickness, specific 

heat, density, etc.) but only average characteristics 
of the generic wall. 

4. Results and Discussions

In this section, the main results are presented. 
First, the results of the parameter identification pro-
cess are shown and then the model validation is pre-
sented and discussed. 

4.1 Identification Results 

In the identification process, the focus is on the cor-
rect representation of the output variables, those in-
volved in the minimization process. 
Therefore, the first check on the results has to be 
performed considering the difference between data 
and model outputs. 
In Fig. 2 and Fig. 3, the difference between simula-
tion results (red lines) and data (blue lines) are 
shown for the internal ambient temperature and the 
return water temperature respectively.  

Fig. 2 – Simulation VS tuning data: indoor air temperature 

Fig. 3 – Simulation VS tuning data: return water temperature 

First, it is important to analyse the simulation result 
dealing with the ambient temperature because the 
model is primarily devoted to the evaluation of the 
inner conditions. If we analyse Fig. 2, we can see that 
the maximum deviation between measurement and 
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simulation (0.78 °C) occurs during 09/02. Despite 
the fact that such a deviation could be too big for our 
purposes, it is necessary to understand what could 
be the cause of such a big difference between the 
data and the model simulation results. 
With a good probability, this discrepancy could be 
due to an unpredictable disturbance on the ambient 
temperature. The opening of a window represents 
an example of this kind of disturbances. It happens 
in an arbitrary manner depending on the needs of 
the building occupants, we do not have sensors to 
measure this event, and it causes an abrupt decrease 
in temperature. If the opening continues for a con-
siderable time, air temperatures can deviate very 
significantly from the simulated temperature as 
seems to occur on 09/02. To confirm this hypothesis, 
we can analyse the return water temperature, Fig. 3, 
in the same period. What we can immediately notice 
is that the simulation does not differ clearly from the 
measured data. This is because the variation of air 
temperature in the data is not due to the effective 
cooling of the building, but to a phenomenon that 
acts directly on the internal temperature. 
We decided not to model this phenomenon because 
it is not very frequent and requires some sensors to 
be detected; thus, it is obvious that the model differs 
from the data when it occurs. 
In Fig. 3, the second output variable, the return tem-
perature, is shown. 
The simulation result is slightly better than the pre-
vious one: the simulation deviates from the given 
measured by less than 0.5 °C and the dynamic ap-
pears to be well represented with the identified 
model. 
Once verified the good agreement of the time series, 
it is also important to quantify the results using 
some standard performance indexes.  
Therefore, in Table 2, the RMSE and R2 values are 
listed in order to quantify Ta and Tout deviation from 
the data. 

Table 2 – Model deviation from identification data 

Index Ta Tout 

RMSE 0.21 0.16 

R2 0.89 0.98 

 

Considering the results shown in Table 2, we can 
confirm that the model accuracy in reproducing the 
return water temperature is higher if compared to 
the indoor air representation. 
This result is not surprising if we remember that the 
identification process is performed using an average 
room temperature. 
When dealing with grey-box models, as in this case, 
it is also possible to analyse the identification results 
considering the meaning of the parameters. 
In Table 3, the identification results, in terms of pa-
rameter values, are listed. 
For a better understanding of the numerical results, 
the thermal conductance and capacities are reported 
as a ratio of the total air volume. 

Table 3 – Parameter values 

Parameter Value Unit 

Gsa 0.924 W/(K ∙ m3) 

Gsp 0.596 W/(K ∙ m3) 

Gap 1.481 W/(K ∙ m3) 

Gpe 0.444 W/(K ∙ m3) 

Gae 0.219 W/(K ∙ m3) 

Cs 26.280 kJ/(K ∙ m3) 

Ca 43.283 kJ/(K ∙ m3) 

Cp 116.108 kJ/(K ∙ m3) 

a 0.727 - 

b 0.618 - 

α 0.176 - 

 
To evaluate this result, it is important to remember 
that we use a lamped model, so that we have to con-
sider, for example, that the heat capacity associated 
to the air can be affected by the mass of the building 
furniture. 
For the same structural reason, also other parame-
ters deserve some clarifications. 
Some layers, for example, compose the external 
wall, and it is not trivial to define the position of the 
mass centre based on the collected data. This can 
cause some shift in the values of  Gap and  Gpe. What 
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can be evaluated is only the total conductance of the 
wall ( Gap composed with  Gpe) because we only 
have the external temperature and the inner air tem-
perature data without any information on the wall 
internal temperature. 
Another important parameter to evaluate is α, 
which influence the heat exchange between the dis-
tribution system and the indoor air. 
The result (value closer to 0 than to 1) confirms the 
expected behaviour of the underfloor system. 
To prove the good result in parameter identifica-
tion, it is also important to evaluate the time con-
stants associated to the model. In Table 4, these time 
constants are listed. 

Table 4 – Model time constants 

Time constant Value Unit 

tau1 1.8 h 

tau2 4.5 h 

tau3 40 h 

The last time constant (tau3), an order of magnitude 
larger than the others, is associated to the walls dy-
namics and has a reasonable value considering the 
dimension of the building. 
Considering what discussed above, and the results 
shown in Table 2, we can confirm that the identifi-
cation result can be considered good enough to 
move to the second step: the validation of the results 
using a different data set. 

4.2 Validation Results 

Once the model is tuned, based on the tuning data 
set, it is crucial to confirm its validity in reproducing 
the main dynamics of the system in general condi-
tions, i.e. under different inputs. 
A simulation of the tuned model is performed on a 
different data set. 
Validation data range from 14/03/2015 to 
28/03/2015. It is not a huge period but what is worth 
noticing is a change in the control strategy: during 
the weekend, the heating system is switched-off. 
This change is evident if we consider Fig. 4 and 
Fig. 5 showing simulation results (red lines) and 
data (blue lines) of the indoor air temperature and 
the return water temperature. 

Fig. 4 – Simulation VS validation data: indoor air temperature 

Fig. 5 – Simulation VS validation data: return water temperature 

In Table 5, the same indexes used in section 4.1are 
shown to evaluate the model deviation from the val-
idation data set. 

Table 5 – Model deviation from validation data 

Index Ta Tout 

RMSE 0.31 0.22 

R2 0.92 0.99 

Considering Fig. 4, Fig. 5 and Table 5, we can con-
firm that the model can be used also under different 
conditions and the simulation results can be consid-
ered good enough for our purpose. 

5. Conclusions

In the general framework of energy saving in build-
ings, the first step of a wider research on advanced 
control strategies is presented. 
The choice of an appropriate model of the system is 
certainly a crucial part of the MPC approach chosen 
here. 
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Based on a case study, some important methodol-
ogy aspects are treated.  
First, the choice of the model structure and of input 
and output variables accordingly to the control pur-
poses of the work is discussed. 
Then the use of measured data during the normal 
operation mode of the system is presented and dis-
cussed as a good enough method to get data for the 
parameter identification process. 
Unfortunately, the validation data set is not exten-
sive enough to prove the validity of the tuned model 
on the entire winter period, but a future effort will 
be done to collect the desirable amount of data to 
carry out an extensive validation. 
Moreover, a complete dissertation about the identi-
fication results in terms of physical meanings is here 
presented.  

Nomenclature 

Symbols 

a Solar coefficient (-) 
b Sharing coefficient for solar power  

(-) 
C Thermal capacity (J/K) 
𝑐𝑐 Water specific heat (J/kg/K) 
G Thermal conductance (W/K) 
T Temperature (°C) 
�̇�𝑚 Water flow (kg/s) 
α Water temperature coefficient (-) 
φ Thermal flow (kW/m2) 
ɸ Thermal power (kW) 
o.r. of reading 
  

Subscripts/Superscripts 

a indoor air 
ext/e outdoor air 
in water flow 
o people and internal heat gains 
out return water flow 
p wall 
r solar global irradiance 
s floor 
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Abstract 
BiPV (Building integrated photovoltaics) stands on the 

bridge between architecture and energy production, some 

photovoltaic companies in the last decade are engaging in 

the design and production of non conventional PV tech-

nologies (Céron et al., 2013). BiPV industry aims to 

transform PV from power plant to building material, thus 

the need for features such as freedom of color and 

dimensions, and flexibility is coming up. In this paper a 

method is presented for the estimation of power 

production on curved active surfaces, the performance of 

two samples of flexible thin film photovoltaic modules are 

evaluated as a validation. Because of its curved applica-

tion, the electrical layout and a non-uniform temperature 

issue affect the performance of the modules under study. 

The work shows a method to simulate the performance of 

curved photovoltaic modules subject to uneven irradia-

tion. For the experimental set-up, a curved shelter was 

built (of those typically used to shield market carts outside 

supermarkets). Two different flexible photovoltaic mod-

ules are glued onto the curved roof of the structure, each 

module is equipped with an MPPT tracker connected to a 

data logger, and there are then 2 thermocouples to meas-

ure temperatures in the two different modules. Because of 

the curved shape of the photovoltaic surface the incoming 

irradiation cannot be measured with a pyranometer, and 

should therefore be accessed by geometry based computer 

simulation. The irradiation is simulated through ray-trac-

ing computations (Ward, 1996). The simulation uses 

weather data retrieved from the weather station located at 

the ABD airport in Bozen (less then 1 km away). The main 

result is the comparison between the simulated and the 

measured power production. Both simulated and meas-

ured power point to a better performance linked to one 

electrical layout over the other. More values are of interest 

such as Ross coefficient on the module for this particular 

type of shape and integration. The study shows an 

acceptable level of agreement between the simulated 

power production and the measured one provided that 

some parameters are calibrated. The possibility of simulat-

ing this technology opens the path for economic analysis 

and feasibility studies to access the real potential of this 

technology in non-flat application cases. 

1. Introduction

Performance prediction and monitoring of PV per-
formance at a system level is crucial for the effective 
management of renewable energy in both design 
and operational phases. Well established guide-
lines, standards, and good practices are available for 
the assessment of performances and the calibration 
of the parameters in a model (Woyte et al., 2013). 
Research literature presents numerous studies 
about the accuracy of instruments and the 
uncertainty of measurement. Nevertheless, the 
shape of the PV system can be complex and some 
key aspects are not known by simple measurements. 
This is the case for flexible PV modules glued on a 
curved surface Fig. 1, the incoming irradiance 
cannot be measured along the whole surface but 
needs to be estimated by means of computer 
simulation. The present study aims at showing a 
versatile and lean modelling and simulation 
procedure for the assessment of performances in 
non-conventional PV modules and systems. The 
method is particularly desirable for optimization 
purposes where the computational time is critical. 
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2. Methodology

2.1 Experimental Setup 

In the field test the modules are bent over a curved 
surface (i.e. the ceiling of a shopping cart’s shelter of 
those typically found outside supermarkets) as in 
Fig. 1. 

Fig. 1 – Experimental setup 

The curvature of the modules is aligned north south 
so that each part of the module gets irradiated 
mainly at a particular time of the day, at noon the 
irradiation pattern is symmetrical over the module 
and the most irradiated spot is the centre. Each of 
the two modules is connected to an MPPT device 
equipped with a data logger that collects the power 
production each minute, the loggers are then con-
nected to a battery which in turn is connected to a 
dissipating load. The two modules share the same 
CIGS cell technology but they are differently orga-
nized at the module level as shown in Fig. 2. M1 is 
transversally divided into 14 smaller modules con-
nected in parallel with each other, while M2 is trans-
versally divided in 44 cells connected in series. The 
arrangement of M2 may cause huge losses and over-
heating problems (hot spots) in strongly asymmet-
rical irradiation conditions, to mitigate these prob-
lems the manufacturer equipped each pair of cells 
with a bypass diode for a total number of 22 diodes. 

Fig. 2 – Module level organization of the two technologies 

Each module is equipped with a thermocouple to 
measure the superficial temperature on its horizon-
tal edge. Parameters such as ambient temperature, 
GH and DN are retrieved from the ABD meteoro-
logical station located about one km south of the test 
field. 

2.2 Model and Formulas 

The performance modelling and assessment meth-
ods, are based on the estimate of the incoming irra-
diation on the plane of the module (Sprenger et al., 
2016). Usually trigonometric formulas are used to 
estimate the irradiation, these could become partic-
ularly cumbersome in case of a curved surface. The 
computation could be sped by simply dividing the 
curved surface into a number of flat patches. In this 
paper though a backward ray-tracing procedure 
using the software Radiance (Ward, 1996) was 
adopted. The main advantage of this approach is 
that it is geometry independent (i.e. can be per-
formed independently from the geometry on which 
the radiation is calculated and on the shading bod-
ies), therefore particularly fit for BIPV applications. 
The two modules were modelled by approximating 
the curved surface with a series of flat portions as in 
Fig. 3; one measuring point corresponds to each por-
tion. The ray tracing procedure is used in this case 
to retrieve daylight coefficients between each meas-
uring point and a different part of the sky vault us-
ing the software Daysim (Reinhart and Herkel, 
2000), this method allows for computing the irradi-
ation over different timesteps with one only ray 
tracing calculation. 
Once the irradiation on the different portions of the 
modules in every timestep of the analysis period is 
known, the power production of the two modules 
can be estimated. 

Fig. 3 – Model construction of the two modules and approximation 
of the curved surface with a discrete number of flat portions 
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2.2.1 M1 
As said, the first module is formed by 14 smaller 
modules connected in parallel to each other, this 
disposition renders the power production strongly 
correlated to the average irradiation over the sur-
face. To model the behavior of this technology a 
simple relation such as the following is shown to 
yield satisfying results, the power of the M1 module 
over one timestep “t” is therefore: 
P(t) = A ∙ η ∙ N-1∙∑ 𝐴𝐴𝑖𝑖 ∙ 𝑐𝑐(𝑇𝑇)𝑁𝑁

𝑖𝑖=1   (1) 
Where c(T) was calibrated to better match the exper-
imental data and found equal to - 0.002 °K. 

2.2.2 M2 
The second module presents a power production 
that is not proportional to the average irradiation as 
it is influenced by the electrical disposition of its 
cells, to model the behavior of M2; the following re-
lation was used, as an approximation: 
P(t) = min(Ii∙ 𝑐𝑐(𝑇𝑇)) ∙ A ∙ η   (2) 
In this case c(T) was assumed equal to the one from 
M1. 
In this model, the least electrically producing cell in 
the module dominates the production output of the 
system, the model does not take into account the be-
havior of the bypass diode provoking an underesti-
mation of the power in the morning and the even-
ing. In this equation the temperature effect is not 
taken into account as the estimation of the tempera-
ture gradient along the module is strongly depend-
ent on the formation of hot spot and on the behavior 
of the bypass diode. 

2.2.3 Module temperature assessment 
Given the present scarcity of thermal sensors in op-
erational commercial PV systems, the estimation of 
the temperatures of the modules in the simulation 
makes sense from a technical standpoint. Further-
more the sensors were positioned only in the center 
of the module, thus ignoring a temperature gradient 
along the module length. This gradient could be 
accessed by estimating the temperatures. Some cor-
relations exist to access the superficial temperature 
of one module (Skoplaki and Palyvos, 2009), among 
these the most straightforward was used: 
𝑇𝑇𝐴𝐴𝑀𝑀𝐴𝐴 = 𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀 + 𝑘𝑘 ∙ 𝐺𝐺   (3) 
The Ross coefficient (Ross and Smokler, 1986) was 
retrieved by linear interpolation of the difference in 

temperature (TAMB-TMOD) against the corresponding 
irradiation. Where a thermal sensor is not available, 
the following empirical equation can be used: 
  𝑘𝑘 = (𝑁𝑁𝑂𝑂𝐴𝐴𝑇𝑇 − 20) 800⁄    (4) 

3. Results

The power production from the two modules are 
shown and compared with the results of the simu-
lation method applied.  

3.1 Ross Coefficient 

As with other semiconductor devices, higher tem-
peratures reduce the power output of PV. The 
power reduction in the case of PV happens in an al-
most linear way (Skoplaki et al., 2008).  

Fig. 4 – ΔT=(TMOD-TAMB) versus irradiation for M1 

Fig. 5 – ΔT= (TMOD-TAMB) versus irradiation for M2 

Because both the technologies indicate a 48 °C 
NOCT, the Ross coefficient k would result equal to 
0.035 °C/(W/m2). The results shown in Fig.s 4 and 5 
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are in accordance with the values for a flat plate rack 
mounted CIGS module (Maturi et al., 2014), 
indicating that there is no detectable overheating 
caused by the type of integration.  

3.2 Field Test Results 

3.2.1 Measured electricity production 
From the data collected by the loggers, it is possible 
to have an idea about the performances of the two 
modules. Examining the production curves in a 
clear sky day a difference is apparent in Fig. 6Fig. 6. 
The difference exists despite a similar shape and 
irradiation pattern because of the electrical layout. 

 

Fig. 6 – The power output of the two modules for August 8, 2016 

In general M2 technology outperforms the other 
around noon by generating a narrower and some-
what sharper profile. Given the higher nominal 
power declared by the producer (M1=47 W, 
M2=70 W), which is almost proportional to the 
highest power at noon (e.g. M1 = 33 W, M2 = 45 W), 
it is plausible that M2 suffers a drop in efficiency in 
the morning and the afternoon. This could be 
explained by stronger current mismatch effects 
when the irradiation pattern is more asymmetrical 
(i.e. the sun is east or west). Considering the 
cumulative energy production over an analysis 
period of 10 days (from August 26 to September 5, 
2016) M1 shown a higher energy production (M1≈ 
126 kWh M2≈ 117 kWh). 

3.2.2 Simulated electricity production 
The simple formula used in equation 1 shows a 
good level of agreement with the measured data. An 
overestimation of the power is apparent during the 
morning hours, this is due to a lag in the sunrise 
time between the location of the experiment and the 
pyrheliometer at ABD (Fig. 7). 

 

Fig. 7 – Simulated and measured power output for the M1 module 
for August 31 

The error in the days from August 26 to September 
5,, 2016 was analyzed. The data were filtered and 
only the core hours (from 9:30 to 15:30) the simu-
lated power production and the measured one are 
shown in Fig. 8. 

 

Fig. 8 – Dispersion diagram of simulated vs. measured power from 
August 26 to September 5, 2016. The data were filtered removing 
the morning hours 

The error (measured – simulated power) resulted 
from a Kolmogorov-Smirnov test of significance 
level 0.1 to be drawn from a normal population of 
mean -0.28 W and standard deviation 1 W. 
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Fig. 9 – Simulated and measured power output for the M2 module 
for August 31 

The simulation of the M2 technology proved less 
successful for a straightforward approach like the 
one proposed (Fig. 9). Equation 2 in fact assumes 
that the power produced by every cell is equal to the 
least irradiated; this does not coincide with the real 
behavior because of the presence of bypass diodes. 
The simplification in modelling leads to a severe un-
derestimation of the output power in the hours far 
from noon. 

4. Conclusions 

The integration of this flexible technology in direct 
contact with a curved polycarbonate board do not 
show significant overheating problems compared 
with a standard free field application, therefore the 
need for ventilation is not an issue for this specific 
use. 
The on-field data collected show a higher cumula-
tive energy production from the technology M1 de-
spite a lower nominal power, the efficiency loss is 
shown to be due to the electric layout of M2. The 
integration of the ray-tracing techniques in the pho-
tovoltaic simulation at a module scale proves suc-
cessful for the M1 technology while M2 needs a 
deeper electrical modelling of the bypass diodes to 
avoid an underestimation of the electricity produc-
tion. Is unclear whether a fast and straightforward 
approach can lead to sufficiently accurate results, it 
depends on the computational cost of simulating a 

substantial number of bypass diodes. A lean ap-
proach is needed because it is computationally fit 
for optimization processes. 
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Nomenclature 

A Area of the module 
ABD Bolzano Dolomiti Airport 
c(T) Temperature correction coefficient 
CIGS Copper indium gallium selenide 
DN Direct normal irradiation 
G Global radiation 
GH Global-horizontal irradiation 
I Irradiation 
k Ross coefficient 
M1 Module of the 1st technology 
M2 Module of the 2nd technology 
MPP Maximum power point 
MPPT Maximum power point tracker 
N Number of cells in the module 
NOCT Normal operating cell temperature 
OC Open circuit 
SC Short circuit 
TAMB Ambient temperature 
TMOD Temperature of module 
η Efficiency of the cell 
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Abstract  
This work aims to provide a method to validate a PCM tool 

implemented in a whole building dynamic simulation 

software (IDA ICE) using outdoor measurements coming 

from Solar Test Boxes (STB). 

The STB method was originally conceived by ESTER lab at 

the University of Rome Tor Vergata, to evaluate thermal 

characteristics of transparent and semi transparent mate-

rials in outdoor conditions. In the approach presented 

here, two boxes (reference and test) were equipped with a 

standard double glass pane. A PCM pane, provided by 

RUBITHERM®, was put on the floor of the test box. Two 

monitoring campaigns were carried out and the thermal 

behaviour of the box with PCM was analyzed and com-

pared with the thermal behaviour of the reference box. 

Temperature trends measured inside the “PCM box” were 

used to validate the PCM behaviour provided by the IDA 

ICE tool, comparing measured and simulated data. 

1. Introduction

Since the 1930s Phase Change Materials (PCM) have 
been investigated thanks to the pioneering work of 
Telkes (1975). Many studies have been conducted on 
these materials since then but unfortunately their 
application did not take off due to technological 
constraint and costs. However, as recent reviews 
show (Khadiran et al., 2016; Souayfane et al., 2016), 
interest for PCM has increased again in the last 
years.  
Many studies can be found in the literature 
regarding experimental and theoretical analyses of 
PCM behavior. It is possible to group these works 
into laboratory experimental activity, outdoor 
experimental activity, numerical and theoretical 

investigation and studies involving experiments 
and theory. 
Various works can be found on laboratory tests. 
Most of the examined works regard the evaluation 
of the thermal characteristics of gypsum boards con-
taining microencapsulated PCM tested in simula-
tion chambers and/or tests boxes (Lee at al., 2007; 
Zhang et al., 2012, 2013; Li et al., 2013; Marchi et al., 
2013). Barreneche et al. (2013) incorporated PCMs 
with Portland cement and gypsum and investigated 
the best PCM quantity to be incorporated for each 
tested material. 
The paper by Tardieu et al. (2011) on outdoor exper-
imental activity that used two cabins built in Auck-
land, New Zealand, is worth mentioning. One was 
used as reference and one with PCM and numerical 
simulation using Energy Plus to evaluate the ther-
mal behavior of the two cabins. Both simulation and 
experimental data collected showed that PCM in 
wallboards improved the thermal inertia of build-
ings. From simulations they also concluded that the 
additional thermal mass of PCM can reduce the 
daily indoor temperature fluctuation by up to 4 °C 
in summer days. Also Entrop et al. (2011) made ex-
periments using small outdoor boxes in Denmark, 
equipped with different materials among which, 
PCM. Their results evidenced that PCM is an excel-
lent way to store energy and small boxes are effec-
tive in studying this aspect. Also Su et al. (2012) 
used a box to evaluate the PCM thermal behavior in 
China, while Sage-Lauck and Sailor (2014) built a 
passive house duplex in Portland, Oregon. They 
found that the addition of PCM could reduce by 
about 60 % the over-heating number hours. 
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Goia et al. (2014) tested a glazing system filled with 
PCM in outdoor conditions during a long term mon-
itoring campaign. They concluded that the PCM 
glazing is capable of smoothing and shifting solar 
gains, and that this result could positively contrib-
ute to the energy balance of highly glazed buildings. 
Numerical simulation is also used to evaluate PCM 
performance at different locations and climates us-
ing various simulation tools such as ESP-r 
(Fernandez and Costa, 2009), self-made programs 
(Zwanzig et al., 2013), COMSOL environment 
(Zhou et al., 2014), and Energy Plus (Guarino et al., 
2015). All these works should be supported by ex-
perimental data as by Guarino et al. (2015). 
The aim of this work is to provide valuable experi-
mental data that could be used to validate the be-
havior of a custom PCM simulation tool integrated 
in the whole building simulation software IDA ICE 
by EQUA simulation. In the following sections the 
experimental facility used for the study is presented 
together with the custom PCM software module im-
plemented in the IDA ICE environment. We intro-
duce the results of the monitoring campaigns, and 
discuss a comparison between simulated and meas-
ured data to validate the tool. Once validated, the 
software module could be used to evaluate energy 
performance of PCM in buildings. 

2. Simulation and Experiment

2.1 Method 

Solar Test Boxes (STBs) were built with the objective 
of carrying out a comparative analysis of thermal 
and lighting performance of transparent material 
with respect to a double glass reference pane, and to 
evaluate solar heat gain and U-value of the innova-
tive semi-transparent materials. In the present study 
they were used to test the thermal performance of a 
SP21E PCM pane provided by RUBITHERM®, the 
characteristics of which are listed in Table 1. The 
STBs were provided with two identical standard 
double glass panes. In the experiments one of the 

boxes (PCM) contained the PCM panel while the 
other (Ref) was used as a reference. 

Table 1 – SP21E PCM pane characteristics 

Data Value 

Melting area 22–23 °C 

Congealing area 21–19 °C 

Heat Storage Capacity 
Combination of sensible and latent heat in 
a temperature range of 13 °C to 28 °C. 

160 kJ/kg 

Specific Heat Capacity 2 kJ/(kg K) 

Density solid (15 °C) 1.5 kg/l 

Density liquid (35 °C) 1.4 kg/l 

Volume expansion 3–4 % 

Thermal conductivity 0.6 W/(m K) 

Max Operation temperature 45 °C 

The STBs thermal behaviour was simulated in the 
IDA ICE dynamic simulation environment. In 
particular the PCM box model was provided with 
the custom PCM software module to simulate the 
PCM pane. The temperature data, gathered during 
two short-term outdoor monitoring campaigns, 
carried out in different periods of the year, were 
used to validate the results. 

2.2 Solar Test Boxes Description 

The boxes were designed with a linear scale factor 
of 1:5 and a surface scale factor of 1:25 with respect 
to a real room. They have the dimensions of 1.00 m 
× 0.60 m × 0.55 m and consist of 5 opaque walls and 
one glazed wall. The exterior was manufactured 
with plywood panels of 8 mm thickness painted 
entirely white, to make them highly reflective. The 
entire not glazed inner surface of the boxes, also 
comprising the portion of the area behind the frame 
of the window, was heavily insulated with a 
lightweight rigid insulating material of 80 mm 
thickness, Stiferite GT, specific for thermal 
insulation in buildings. On the south facing wall a 
glazed area of 42 cm × 37 cm can be allocated, the 
remaining of this surface being occupied by a wood 
frame 90 mm thick, to shield the thickness of the 
inside insulating panes. 
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Table 2 – Thermal properties of STB materials 

Thickness 
(mm) 

Density 
(kg/m3) 

Specific 
heat 
(J/(kg K)) 

Thermal 
conductivity 
(W/(m K)) 

Thermal 
resistance 
(m2K/W) SHGC 

Plywood 8 545 1215 0.120 - - 

Insulation 80 36 1453 0.024 (at 10 °C) 3.33 - 

Double glazed pane 20 2400 800 1.4 0.34 0.82 

Each box is equipped to measure inside air 
temperature, illuminance, and surface temperature 
of the inner and outer side of the glazed pane. 
Temperature sensors are TT500 thermistors by 
Tecno.el srl with a wide temperature range (-30 to 
120 °C), a resolution of 0.1 °C and an accuracy of 
±0.2 °C. Illuminance is measured using a luxmeter 
by Delta Ohm srl with a measurement range of 
200,000 lx, a sensitivity of 1.5 mV/klx and a less than 
4 % calibration accuracy less than 4 W/%. Also 
outside temperature and relative humidity, solar 
irradiance on the vertical plane, and wind speed and 
direction are measured using a portable weather 
station. Temperature and relative humidity are 
measured by a Rotronic Hygroclip2 sensor with a 
±0.1 °C accuracy for the temperature, and a ±0.8 % 
accuracy for relative humidity. The solar irradiance 
sensor is a silicon cell pyranometer provided by 
Apogee Instruments with an accuracy of ±5 % while 
wind speed and direction are measured using a 7911 
anemometer model provided by Davis Instruments 
with an accuracy of ±1 m/s for speed and of ±7 ° for 
direction. Data are acquired at a minute time rate. 
The weather and solar station of ESTER lab 
(Lat. 41.9, Long. 12.6) provides direct and diffuse 
solar irradiance measurements useful for climate 
file construction in dynamic simulation software. 
Table 2 lists the material properties used in STBs. 

2.3 STB Calibration 

STBs original calibration is reported in Cornaro et 
al., 2015. For the purpose of this study it was 
necessary to reduce the glazed surface to control 
solar irradiance entering the boxes. In this way PCM 
was not exposed to too high temperatures that could 
damage it. For this reason, the original glazed area 
was reduced using a wider wood frame. A new 
calibration was then necessary to take this 
modification into account (Fig. 1). 

Fig. 1 – STBs with different window frames during the calibration 
test 

A short – term monitoring campaign was carried 
out at ESTER lab from November 12 to 17, 2015, to 
collect calibration data. 
Fig. 2 shows the trends of the external and inside air 
temperatures, monitored in the two STBs equipped 
with the reference glazed pane and the two different 
frames. The inside temperature of both boxes 
increased to 50 °C and more, due to the high 
insulation properties of the materials and the solar 
heat gain of the glazing. In particular, the inside 
temperature of the old framed STB (Tair_OF) 
reached almost 80 °C, or more, while the new 
framed STB (Tair_NF) did not exceed 50 °C. This 
difference is explained by the reduction of the 
glazed surface due to the new frame. 
First of all the air temperature trend inside the old 
framed box was compared to the simulation data 
provided by the STB model to verify the old 
calibration accuracy. Root mean square error 
(RMSE) and normalized RMSE, NMRSE, were used 
to evaluate the accuracy. The two indexes are 
defined as: 

RMSE = �∑ (𝑥𝑥𝑖𝑖
𝑚𝑚−𝑥𝑥𝑖𝑖

𝑠𝑠)2n
i=1

n
(1) 

NRMSE = 𝑅𝑅𝑀𝑀𝑅𝑅𝑅𝑅
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚 −𝑥𝑥𝑚𝑚𝑖𝑖𝑚𝑚

𝑚𝑚  (2) 
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Fig. 2 – Temperature trends recorded during the calibration of the 
new frame (NF); OF = original frame; Ext = outside air 

A RMSE of 2.72 °C was obtained over the whole test 
period with a 4 % NRMSE indicating good agree-
ment with the original calibration. 
To calibrate the new framed box the inside air tem-
perature obtained by the STB simulation model was 
compared with the experimental data; the U-value 
of the frame and the ratio of opaque over glazed 
area (frame fraction) were changed in the model till 
the RMSE reached a minimum. Fig. 3 shows the 
inside air temperature trends of the new framed STB 
after calibration. A RMSE of 2.56 °C was obtained 
with a 5.4 % NRMSE, considering a U = 2 W/(m2K) 
and a frame fraction, F = 0.55. 

Fig. 3 – Comparison between measured and simulated tempera-
ture trends inside the new framed box after calibration 

2.4 Measurement Campaigns 

Two masurement campaigns were carried out, each 
of them including three full days of data acquisition. 

2.4.1 First campaign 

The first campaign was conducted from September 
26 to 29, 2016. Two boxes were exposed outdoor, 
one with a PCM pane layered on the box floor (PCM 
box) and the other one without PCM (Ref box). Air 

temperature inside both boxes was measured 
together with outdoor air temperature, relative 
humidity, wind speed and direction, and global 
irradiance on a vertical plane. Climatic conditions 
during the test are presented in Fig. 4 with air 
temperature (Tair_ext) and solar irradiance meas-
ured on a vertical plane (GR_V). Good weather con-
ditions characterized the period with high tempera-
tures (maximum peak at 29 °C) and a significant 
thermal range between day and night (12–13 °C). 
Solar irradiance reached peaks of approx. 800 W/m2. 
Fig. 5 shows the air temperature trends inside the 
reference box (Tair_ref) and the PCM box 
(Tair_PCM) during the test. A significant decrease 
in maximum temperature is observed in the PCM 
box when compared to Ref box due to the PCM 
melting in the 22–23 °C temperature range. An av-
erage decrease of the temperature peaks of approx. 
10 °C is observed during the day while at night the 
opposite behavior occurs. Indeed, the air tempera-
ture inside the PCM box is higher than in the Ref box 
due to the PCM solidification and the thermal mass. 

Fig. 4 – Outdoor air temperature and global irradiance on a vertical 
plane experienced during the first measurement campaign 

Fig. 5 – Air temperature inside the Ref box and the PCM box during 
the first test 
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No evident shift of the temperature trend due to 
PCM heat capacity is observed, that is because the 
amount of material in the box is not enough to pro-
duce this effect. 

2.4.2 Second campaign 

A second measurement campaign was carried out 
later, in winter, between December 5 and 9, 2016. 
We experienced nice weather during the last two 
days of test while the first day was overcast but not 
rainy, as evidenced by Fig. 6. The outdoor air 
temperature, in this case, was lower than in the first 
campaign with a maximum of approx. 21 °C, and a 
minimum of approx. 2 °C with a thermal range of 
15 °C in the clear days. Solar irradiance reached val-
ues as high as 930 W/m2. This is because in this 
period the sun elevation is low so a vertical surface 
receives higher irradiance than a horizontal one.  
Fig. 7 shows the temperature trends inside Ref and 
PCM boxes. 

Fig. 6 – Outdoor air temperature and global irradiance on a vertical 
plane experienced during the second measurement campaign 

Fig. 7 – Air temperature inside the Ref box and the PCM box during 
the second test 

Also in this case a temperature peak damping of 
approx. 10 °C caused by the PCM is observed dur-
ing the clear days, while for the overcast day no 
effect of the material is observed due to the low tem-
peratures experienced inside the box (well below 
melting point). PCM solidification occurs earlier in 
the day (around 7 pm) than in the first campaign 
(around midnight). Apart from this shift, we also 
observed a change in the curvature of the decreasing 
temperature trend with respect to the first cam-
paign. This is probably due to the behavior of the 
solid phase at temperatures well below the solidifi-
cation. 

2.5 Simulation 

2.5.1 STB model 

STBs were simulated in the IDA ICE environment. 
The geographic location corresponded to ESTER lab 
coordinates, and customized climate files were built 
for all the simulations using weather data coming 
from the weather and solar station of the same lab. 
The boxes were oriented with the glazing area 
toward south. The thermal properties presented in 
Table 2 were inserted in the model. For what 
concerns the STB provided with the PCM, the cus-
tom software module was connected to the STB 
floor working in advanced level mode. 

2.5.2 Custom PCM software module 
description 

“PCM wall” is a module for IDA ICE, written in 
NMF language (Neutral Model Format), that allows 
calculating heat absorbed and/or released by phase 
change materials. It uses an enthalpy formulation to 
describe the relation between enthalpy and temper-
ature for a PCM material with different paths dur-
ing melting and solidifying phases. The partial 
enthalpies and the temperature coordinates are 
input parameter vectors describing this relation. 
Partial enthalpies are expressed in J/kg. Heat capac-
ity (J/(kg K)) is calculated by dividing the partial 
enthalpies difference at different temperatures by 
the correspondent temperature interval. 
The computed help variable “Mode” is used to keep 
track of the current state (phase) of the PCM mate-
rial. 



Cristina Cornaro, Marco Pierro, Daniele Roncarati, Valerio Puggioni 

164 

There are five different PCM conditions that can be 
monitored with the variable "Mode”, for which heat 
capacity, thermal resistance, and temperature as a 
function of enthalpy are computed: 

- Mode -2: solid phase 
- Mode 2: liquid phase 
- Mode -1: solidifying phase 
- Mode 0: reversing during 

melting/solidifying phase 
- Mode 1: melting phase 

Fig. 8 shows the enthalpy versus temperature 
curves, as specified by RUBITHERM® for the SP21 
PCM pane, for heating and cooling. These data were 
input to the PCM software module. 

 

Fig. 8 – Enthalpy – Temperature curves for heating and cooling for 
the tested SP21 PCM pane 

3. Discussion and Results 

Experimental data gathered during the two experi-
mental campaigns were used to validate the custom 
PCM software module with two datasets in which 
the PCM behaved in different ways due to different 
climatic conditions. During the first campaign, in 
the month of September, the weather conditions 
were such that the PCM material could work fully 
in its phase change temperature range, while in the 
month of December, even if solar irradiance was 
high, external air temperature limited the PCM 
phase status mainly to solid for most of the period. 
Fig. 9 A and B show the comparison between the 
experimental and simulated temperature trends 
inside the PCM box for the campaign of September 
and December, respectively. A very good 
agreement can be observed for both periods 
indicating the correct simulation of the boxes and 
the PCM. In Fig. 9B a major difference between the 

experimental and simulated temperature is 
observed during the night, when the air tempera-
ture inside the PCM box fell to 18 °C. In this period 
the PCM material is in the solid phase and it 
continues to cool down. The model does not seem to 
follow the experimental trend as well as during the 
first campaign, this is probably due to the fact that 
the PCM specifications are not available in the 
model for such low temperatures. 
 

 

 

Fig. 9 – Measured and simulated air temperature, inside the PCM 
box for the first (A) and second (B) monitoring campaign 

When overcast, day temperatures were too low so 
the PCM always remained in the solid phase. To 
quantify the accuracy of the simulation, we 
evaluated the RMSE and NMRSE for all cases, and 
listed them in Table 3. In the calculations the first 
and last hours of operation were discarded to 
evaluate the indexes on three full days for each 
campaign. Also the indexes referred to Ref box were 
evaluated to verify the correct simulation of the box 
itself. It can noticed how NRMSE stays below 6 % in 
all cases, confirming the optimum agreement. 
 
 
 
 

 



Validation of a PCM Simulation Tool in IDA ICE Dynamic Building Simulation Software 

165 

Table 3 – RMSE and NMRSE between measured and simulated 
temperature trends for the two campaigns 

Campaign Ref box PCM box 

RMSE 

(°C) 

NMRSE 

(%) 

RMSE 

(°C) 

NMRSE 

(%) 

26-29/09/16 1.78 4.1 1.57 5.0 

05-12/12/16 2.50 5.2 1.83 5.1 

Fig. 10 A and B show the heat fluxes (HF) of PCM 
and of the incoming solar radiation together with 
the temperature experienced by PCM simulated for 
the two monitoring campaigns. 
The pane removes approx. 15 W peak during the 
day compared to an incoming solar flux with peaks 
of around 40 W (around 40 % heat reduction) 
lowering the box air temperature peaks of approx. 
10 °C. 

Fig. 10 – Heat flux (HF) of PCM and of incoming solar radiation 
and temperature trend of the PCM. A: first test; B: second test 

During the night it releases heat (4–5 W) due to 
solidification. While during the first campaign it 
stays in the liquid phase all day, and in the solid 
phase during night, in the second campaign it is 
mainly in the solid phase due to low outside tem-
peratures, melting occurring only between 11:00 am 
and 6:00 pm. 

4. Conclusion

We have introduced a method to validate custom-
made software module to simulate PCM materials. 
The software module was built in the IDA ICE 
environment and experimental data for validation 
were collected in two outdoor monitoring 
campaigns using solar text boxes. A different 
behaviour of the PCM could be observed due to 
different climate conditions during the two 
campaigns. We detected a very good agreement 
between measured and simulated temperature 
trends inside the boxes, which proves the good 
implementation of the customized software 
module. Small discrepancies were only identified 
during nighttime for the December campaign, 
probably due to lack of information on PCM 
behaviour at such low temperatures in the solid 
phase. However, this does not invalidate the results 
obtained. We also carried out the analysis of heat 
fluxes using the validated model. Future work will 
consist in the energy saving capability evaluation of 
PCM materials implemented in office buildings. 
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Abstract 
Water heating for domestic needs contributes significantly 

to energy demands in the residential sector. The paper 

reports an energetic analysis of a solar hot water system 

performed on a dwelling located in Rome, Italy. The study 

is focused on a group of apartments, where the domestic 

hot water is provided by a solar system coupled with a 

storage tank. A recirculation loop, composed by a pump 

and a system of pipes from the tank to the more distant 

apartment is also considered in the study. The loop over-

comes the problem of long waiting times for hot water for 

the user by keeping it flowing inside the system. Since the 

recirculation loop is compulsory in this kind of plants, a 

dynamic energetic analysis is performed in order to ana-

lyse the pipe heat loss influence on the solar fraction. 

Dynamic simulations are performed using TRNSYS by set-

ting different parameters (insulation thickness, pipe 

length, mass flow rate) and by interrupting the flow in the 

recirculation loop during the night. The study shows the 

sizing process of the whole system, the variation of the 

solar fraction and heat loss fraction for all the analysed 

cases. 

1. Introduction

Water heating for domestic needs contributes 
significantly to the energy demands in the residen-
tial sector. The Member States of the European 
Union have to achieve at least 20 % of renewable 
sources in the final energy consumption by 2020. 
Solar Water Heating (SWH) is a well-known tech-
nology able to allow energy savings and reductions 
in CO2 emissions in water heating for residential 
needs. The performance of SWH systems has been 
studied theoretically and experimentally over the 
past several decades (Duffie and Beckman, 2013). 
Different computational tools have been developed 
to numerically evaluate the long-term performance 

of solar systems and to study the effect of the design 
parameters. TRNSYS 17 (Klein et al., 2010) is an 
extensive software for transient simulation that 
provides good agreement with experimental data. 
Shrivastava et al. (2017) provide a critical review of 
the SWH system simulation, a comparative analysis 
of popular simulation tools, and their architecture 
in the TRNSYS perspective. 
Hobbi and Siddiqui (2009) used TRNSYS to model a 
forced circulation SWH system for domestic hot 
water requirements in Montreal, Canada. In their 
study, they optimized the system and collector 
parameters by changing, among others, collector 
area and mass flow rate, storage tank volume, size 
and length of connecting pipes. The authors 
reported that by utilizing solar energy, the modelled 
system could provide 83–97 % and 30–62 % of the 
hot water demands in summer and winter, respec-
tively. 
For circulation of the hot water in the system piping 
a big amount of energy is required (Lee, 2009). Once 
the hot water leaves the storage tank and flows 
through the pipes, the water temperature drops due 
to the travel distance and ambient air temperature. 
The solution for the problem, without using a circu-
lation loop, is to reheat the water before use.  
Since water circulation in pipes has an energetic 
cost, it is desirable to interrupt the hot water flow in 
the pipes when the water requirement is low. For 
this reason, it is important to know the hourly hot 
water consumption. Moreover, data of domestic hot 
water consumption are pivotal to compute the 
energy demand and to design the SWH system. 
Studies based on measured data or simulations are 
available to estimate DHW consumption focusing 
on a daily average, hourly average, appliance con-
sumption, and number of occupants (Ahmed et al., 
2016; Edwards et al., 2015). Ahmed et al. derived the 
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hourly DHW profiles for 5 groups of a different 
number of people as a function of the number of oc-
cupants. In the study weekday (WD) and weekend 
(WE) consumption variations were reported. 
In the present study, the entity of energy losses in 
the circulation loop between the hot water storage 
tank and the final hot water outlet has been ana-
lysed both in terms of solar fraction and heat loss 
fraction. 

2. SWH System Under Investigation 

In the present study a forced circulation system with 
a secondary flow loop and a storage tank is mod-
elled (Fig. 1). The secondary flow, that absorbs and 
transports the solar energy collected by the solar 
collector (SC), circulates between a heat exchanger, 
inside a storage tank (SSD), and a collector. When 
the produced water is cooler than the desired set 
temperature in the tank (50 ± 2.5 °C) or during over-
cast days, the water inside the tank is warmed up by 
a hot fluid through a heat exchanger placed inside 
the tank (Aux). The produced hot water reaches the 
final user through a system of pipes (HW). A tem-
pering valve adds cold water (CW) to adjust the 
temperature in order to supply the water (ws) at the 
user’s desired temperature (38 °C).  
 

 

Fig. 1 – Sketch of the SWH system 

A recirculation flow loop (CS) can keep the water 
warm from the storage tank to the final user. The 
described system is simulated using the TRNSYS 
simulation program. 

The solar heating plan is located in Rome, and it 
provides hot water for a residential building of 20 
apartments (48 people). The average daily con-
sumption of hot water is set to 2400 litres (50 l per 
person). The solar radiation and ambient 
temperature data as a function of time are from 
Meteonorm. 
 

2.1 Hot Water Load Profile 

The hourly distribution of domestic hot water con-
sumption during a day is affected by several factors. 
It varies from day to day, from season to season, and 
from family to family. The daily water profiles used 
in this study are presented in Fig. 2 and are derived 
from Ahmed et al. (2016) in the case of a community 
of ≥ 50 people.  
In the graph, for each hour of the day the hourly wa-
ter consumption (l/h) is reported for an average 
daily consumption of 2400 litres. Four different pro-
files are used in the present study according to: i) 
the period of year: winter (WIN), summer (SUM), 
and ii) the day of the week: weekday (WD), week-
end day (WE). The winter period goes from the last 
Monday in October to the last Sunday in March, 
while the summer season starts on the last Monday 
in March and ends on the last Sunday in October. 
 

 

Fig. 2 – Daily water profiles for winter and summer, weekdays and 
weekend (from Ahmed et al. 2016) 

 

Fig. 3 – DHW monthly consumption factor for Italian apartment 
buildings (modified from Ahmed et al., 2015, see text for further 
explanation)  
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The monthly correction factor was modified from 
the one proposed by Ahmed et al. (2016), since the 
majority of people in Italy are on vacation in August 
and therefore the consumption of hot water drops 
in that period of the year (Fig. 3).  

2.2 Description of System Components 

Solar collector (SC): Flat-plate collectors are used 
with a total area of 30 m2, oriented toward south 
with a 50 ° slope. The set parameters are summa-
rised in Table 1: η0 indicates the optical efficiency of 
the collector; a1 and a2 represent the thermal loss 
parameters.  

Table 1 – Solar collector characteristics 

η0 a1  (W m-2 K-1) a2 (W m-2 K-2) 

0.807 3.766 0.0059 

 
Storage water tank (SST): A fully stratified 3 m3 stor-
age tank (10 nodes) is employed in the simulation. 
Two heat exchangers provide heat from the solar 
collector and from the auxiliary system.  
Solar circuit: A pipe system connects the solar col-
lector to the upper heat exchanger inside the storage 
water tank. A mixture of water and glycol flows in 
the circuit. The total length of the circuit is 60 m and 
the pipes are insulated with the minimum thickness 
of insulation required by the Italian law (DPR 
412/93). 
Circulation system (CS): A pipe system connects the 
storage water tank to the apartments where the hot 
water is supplied. A mass flow of 500 kg/h is moved 
by a pump. This is the pipe system under investiga-
tion in the present paper. Different pipe lengths and 
different thicknesses of pipe insulation are taken 
into account.  

3. Results and Discussion 

Monthly or annual solar fraction, which is the frac-
tion of the total hot water energy (QLoad) that is sup-
plied by solar system, are calculated using the equa-
tion by Buckles and Klein (1980), 
 

f = (QLoad - QAux)/QLoad   (1) 

where QAux is the energy supplied by the auxiliary 
system to integrate the part of the total load that is 
not provided by the solar energy. 
In Fig. 4 the solar fraction in three different cases is 
shown: i) without taking into account the heat losses 
from the tank and the pipes of both the solar and the 
recirculation system (no circuit losses, NCL); ii) by 
considering only the losses of the solar circuit and 
the tank but not the recirculation flow loop (no 
recirculation loop losses, NRL); iii) by considering 
the three heat losses mentioned above (total circuit 
losses, TCL). In the latter case the length of the 
recirculation pipe is 30 m (CS in Fig. 1); the overall 
length of the circuit is 60 m including the hot water 
pipes (HW in Fig. 1). The considered insulation 
thickness, with an insulation material having a 
thermal conductivity λ = 0.036 Wm-1K-1, is set at 19 
and 13 mm respectively for a pipe of 1”1/4 (HW in 
Fig. 1) and 3/4 (CS in Fig. 1). In the present work 
these insulation parameters are considered a 
standard insulation.  
Fig. 4 shows the yearly solar fraction fall from 
81.7 % (NCL) to 66.5 % (NRL) and 60.2 % (TLC). The 
difference between the three cases is more evident 
in the winter months, likely due to pipe heat losses 
that are not counteracted by the solar energy. 
Neglecting pipe losses may lead to overestimate the 
solar factor. 
 

 

Fig. 4 – Monthly and yearly solar fraction average in three different 
cases (see text for more details) 
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Fig. 5 – Solar fraction vs different pipe length of the circulation sys-
tem 

Fig. 5 shows the yearly solar fraction by varying the 
length of the recirculation pipes in eight different 
cases: 1a) standard insulation and an average daily 
consumption by the occupants of the apartments set 
to 2400 litres; 2a) insulation with the same insulation 
material as in case 1a) but with an increased 
thickness of 40 mm and 25 mm respectively of 1”1/4 
and 3/4 pipes, the average daily consumption set to 
2400 liters; 3a) standard insulation and an average 
daily consumption reduced to 1600 liters; 4a) 
insulation with the same insulation material and 
thickness as in case 2a). The average daily 
consumption was reduced to 1600 liters. Cases 1b-
4b have the same pipe features and averaged daily 
consumptions as in cases 1a–4a, whilst the recircu-
lation pump was switched off every day between 11 
pm to 6 am. So, during the night, when the hot water 
demand is lower than during the day, no water cir-
culates through CS pipes and only the hot water 
required by the users flows in HW.  
As expected, the solar fraction increases by reducing 
the water flow from 2400 to 1600 liters per day, and 
by increasing the insulation thickness. Vice versa, if 
the length of the pipes is increased, the solar fraction 
decreases. Interestingly, the solar fraction increases 
during the night interruption of the flow, and it 
becomes more evident if the thickness of the insula-
tion and the length of the pipes are reduced. 
The same cases (1a–4a and 1b–4b), described above, 
are evaluated in terms of heat loss fraction (Fig. 5). 
The heat loss fraction is defined by: 
 

hlf= QLoss /QLoad    (2) 

 

 

Fig. 6 – Heat loss fraction vs different pipe length of the circulation 
system 

where QLoss is the energy waisted through the pipes 
from the tank to the final user and in the recircula-
tion circuit.  
As expected, increasing the pipe length leads to an 
increase in the heat loss fraction. Two possible strat-
egies can be used to reduce the heat loss fraction: 
either by increasing the thickness of the insulation, 
or by switching the circulation pump off when the 
user demand is low (i.e. during the night). As seen 
in Fig. 6, better results in terms of reducing the heat 
loss fraction can be obtained doubling the insulation 
thickness instead of switching the circulation flow 
off during the night. Reducing the water flow from 
2400 to 1600 liters per day leads to a heat loss frac-
tion increase. 
Fig. 7 shows the heat loss fraction for different val-
ues of the daily water consumption. The circulation 
pipes have a standard insulation, the same thickness 
and thermal characteristics of the cases 1a and 2a, 
and the length of 30 m (CS in Fig. 1).  

 

Fig. 7 – Heat loss fraction vs different daily water consumption by 
the occupants of the apartments 
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Fig. 8 – Water temperature oscillation during one week in winter, 
circulation pumps switch off during the night 

The curves, the one with the 24 h daily circulation 
(cases 1a, 2a) and the one operating only during the 
daytime (dotted line, cases 1b, 2b), are reported in 
the graph. Reducing the daily water consumption 
leads to a dramatic increase in heat loss fraction. 
Despite the advantages in energy saving obtained 
by switching the circulation pump off, the system is 
not able to provide the warm water set at 38 °C at 
the user level during the night period, as can be seen 
in Fig. 8. This figure displays the variation of the 
water temperature during one week in winter 
(middle of February) in three different sections. The 
pipes have a standard insulation, the average daily 
consumption by the occupants of the apartments 
was set to 2400 litres (case 1b). The red line 
represents the temperature of the hot water exiting 
the tank, the dotted line is the temperature of the 
water leaving the hot water pipes at the three way 
valve with the circulation pipes (end of the circuit 
before mixing with the cold water); the light blue 
line is the temperature of the water at the user’s tap 
after mixing with the cold water. The control of the 
auxiliary system starts to provide energy to the tank 
water when the temperature falls below 47.5 °C and 
ends when it reaches 52.5 °C. The peak (i.e. T > 
52.5 °C) of the red line in Fig. 8 is due to the energy 
from the solar collectors, while the sharp 
oscillations around 50 °C derive from the auxiliary 
energy. 
During the night, the hot water at the user’s tap falls 
below the setting point of 38 °C about 2h after the 
circulation pump is switched off. So to have water 
at 38 °C in the apartments, it is necessary to reheat 
the water locally (i.e. with an electric boiler). 
 

 

Fig. 9 – Water temperature oscillation during one week in summer, 
circulation pumps switch off during the night 

 

Fig. 10 – Water temperature oscillation during one week in 
summer, circulation pumps switch on during the night 

If the pump is kept on during the night, it is not 
necessary to reheat the water at the user’s end, but 
the tank water is heated in the storage tank by the 
auxiliary system (data not shown). 
Fig. 9 shows the variation of the water temperature 
during one week in summer (end of June) in the 
three different positions previously described. As in 
Fig. 8, the pipes have standard insulation and the 
daily average consumption by the occupants of the 
apartments was set to 2400 litres (case 1b). 
Like in winter, in the summer week (Fig. 9) during 
the night, when the circulation pump is switched 
off, the hot water at the user’s tap falls below the 
setting point of 38 °C, it is therefore necessary to 
reheat the water locally. 
Fig. 10 shows the variation of the water temperature 
during the same week in summer analyzed in Fig. 8 
(end of June) when the circulation pump is on. By 
comparing the red lines of Fig. 9 and Fig. 10, it is 
possible to observe that during that week, the 
auxiliary system (heat exchanger inside the tank) 
provides energy 3 times when the pump is off 
during the night, and 6 times when the pump is 
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working continuously. At the user level, when the 
pump is on, it is not necessary to locally reheat the 
water, while if the pump is off this is needed. 

Fig. 11 – Difference in monthly energy consumption between 
having the circulation pump switched on or off during the night 

Fig. 11 presents the difference in terms of energy (in 
kWh) between the case when the circulation pump 
is switched on 24 h/day and the case when it is off 
during the night. Both cases have a 30 m circulation 
system with standard insulation and a daily flow rate 
of 2400 liters (Cases 1a and 1b). The figure shows 
that: i) the energy needed to reheat the water during 
the night (QF) when the pump is switched off is 
always smaller than the energy dissipated through 
the pipes (∆ QLoss); ii) the auxiliary energy difference 
(∆ QAux) between the two cases is irrelevant in July 
and August; iii) the energy needed to reheat the 
water during the night when the pump is switched 
off is smaller than the auxiliary energy difference in 
winter and in the summer months except in July and 
August. Since in summer the energy to heat the 
water is provided by the solar collector, it is not 
necessary to switch off the pump to save auxiliary 
energy. 

4. Conclusion

In the present study TRNSYS software was used to 
model a forced circulation SWH system for domes-
tic hot water requirements in Rome, Italy. The entity 
of energy losses in the circulation loop between a 
hot water storage tank and the final hot water outlet 
has been analysed both in terms of solar fraction and 
heat loss fraction. 

The study demonstrates that neglecting pipe losses 
leads to an overestimation of the solar factor. 
To improve the solar fraction, different strategies 
can be applied: increasing the thickness of the insu-
lation, interrupting the recirculation flow when the 
mass flow rate is low (i.e. during the night). It was 
found that doubling the insulation thickness instead 
of switching the circulation flow off during the 
night ameliorates the solar fraction and reduces the 
heat loss fraction. In addition, reducing the daily 
water consumption leads to a dramatic increase in 
heat loss fraction. 
The domestic hot water is heated by solar collectors 
and an auxiliary system. The study indicates that in 
sunny summer days, the energy to heat the water is 
fully provided by the solar collector, it is thus not 
necessary to switch off the pump to save auxiliary 
energy. To decide if it is economically convenient to 
interrupt the circulation flow during summer nights 
it is necessary to monitor whether the heat is pro-
vided by the solar collector or the auxiliary system. 
Further studies are required to set up an appropri-
ate circulation pump control system related to the 
hot water mass flow rate and the temperature in the 
pipes. With a customer tailored control system on 
the pump, it would be possible to reduce or increase 
the switching off period during the entire day, not 
only during the night. Moreover, the present strat-
egy could be applied to other cities with different 
climatic conditions. 

Nomenclature 

Symbols 

Q Energy (kWh) 
T Temperature (°C) 
λ Thermal conductivity (W m-1K-1) 

Subscripts/Superscripts 

Aux Provided by auxiliary system 
F Necessary to reheat the water locally 
Load Necessary to heat the requested 

water 
Loss Waisted through the pipes 
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Abstract 
It is well known that the calibration of building energy 

models is an under-determined problem, whether sub-

jected to hourly or monthly calibration criteria. In fact, 

while it is possible to identify a large number of calibrated 

models, it is not clear which offer a good representation of 

the building behaviour. For a calibration methodology of 

building energy models to be effective, it should automate 

and speed-up calibration processes. This is especially im-

portant when the number of model parameters is too large 

to tune manually. Moreover, when the number of model 

parameters is too large, the probability to find the real pa-

rameter combination using statistical sampling methods is 

very small. Instead, we suggest performing a guided 

search of the parameter space, e.g. solving a parameter op-

timization problem. Since Tikhonov-type regularization 

has been applied successfully to many ill-posed inverse 

problems, we propose adopting the same methodology to 

find optimal parameters for building energy models. The 

regularization term can be interpreted as imposing certain 

a-priori distributions on model parameters as identified 

by an energy audit. As an illustration, the study case of a 

residential apartment is calibrated and we show that reg-

ularization more accurately predicts the energy demand 

estimate after the retrofit of the study case. 

1. Introduction

It is well known that the calibration of building en-
ergy simulation models against the monitored en-
ergy demand, is an under-determined problem 
(Alifanov et al., 1995), whether subjected to hourly 
or monthly calibration criteria. To account for 
model uncertainty, the identification of more than 
one calibrated model is advised (ASHRAE, 2002). 
While it is possible to identify a large number of 
calibrated parameter sets, it is not clear which offer 

a reasonable representation of the real building. The 
importance of reducing parameter uncertainty in 
building energy models, lies in the increased confi-
dence in the calculation of savings for the intended 
energy conservation measures (Heo et al., 2012), as 
well as in the reliable prediction for model predic-
tive controls (Schirrer et al., 2016), to name just a 
couple of applications.  
In order to rank different calibrated models, Reddy 
et al. (2007) introduce an aggregated index incorpo-
rating a number of statistical indicators represent-
ing the agreement between simulation data and 
data reported on monthly utility bills. However, the 
calibration process can result in large standard 
deviations for certain influential model parameters. 
Caucheteux et al. (2013) calibrated an energy 
simulation model for a house based on hourly 
monitoring data. They noticed that, although the 
deviation of some influential parameters seems to 
decrease as the calibration period increases, some 
parameters can cancel each other out, thus a 
significant parameter deviation remains. 
Alternatively, Heo et al. (2012) proposed a 
probabilistic approach based on the Bayesian 
calibration of energy models to match monthly gas 
consumption values. Unlike deterministic methods, 
in a Bayesian approach a distribution function of 
each model parameter is sought, it directly provides 
the quantification of uncertainty.  
Recently, optimization-based approaches have been 
utilized in simulation model calibration (Tahmasebi 
et al., 2012), where the cost function sums up the 
discrepancy between simulation and monitoring 
data. Solving an optimization problem for a param-
eter combination which optimally matches the mon-
itored data, leads to further automatization of the 
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calibration process. However, the danger of the can-
cellation effect of two or more parameters remains. 
In this way, parameters may also reach the bounda-
ries of the predefined parameter range, thus taking 
on less plausible values.  
Regularization has already been successfully 
applied to many ill-posed inverse problems includ-
ing the calibration of financial market models 
(Crépey, 2003), geophysical models (Zhdanov, 
2002), and even in meteorology and oceanography 
(Navon, 1998). We propose adopting the Tikhonov-
type regularization to find optimal parameters for 
building energy models. When regularization is 
applied, priority is given to those solutions which 
are ranked closer to the modeller’s initial guess. 
In Section 2 we introduce the proposed methodol-
ogy, and its application to a residential building 
apartment is presented in Section 3. Finally, the con-
clusion and the discussion on further research are 
given in Section 4. 

2. Calibration Methodology

The goal of developing an effective calibration 
methodology for building energy models is to auto-
mate and speed-up the calibration process, which is 
especially convenient when the number of model 
parameters is too large to tune manually. In the lit-
erature, there is a clear consensus that the first phase 
of the calibration procedure consists in an energy 
audit of the building and the acquisition of monitor-
ing data, followed by an initial model development 
and the identification of uncertain model parame-
ters (Coakley et al., 2012; Raftery et al., 2011). In the 
second stage, the dimension of the parameter space 
is typically reduced using a sensitivity analysis, and 
the calibration criteria are chosen (and potentially 
the validation criteria) based on the acquired moni-
toring data and the simulation results of the initial 
model (Fig. 1). However, a number of different 
methods for the final calibrated energy model(s) 
identification are used in the literature. Not all in-
clude a validation step. In earlier approaches, the 
parameters were tuned manually, based on the ex-
pertise of the modeller. This process was later 
automatized, mostly using the statistical sampling 

of the parameter space to evaluate different param-
eter combinations. 

Fig. 1 – Typical building energy model calibration procedure 

The calibration process can be further automatized 
using a guided search (e.g. optimization algorithm) 
to directly identify optimal parameter combi-
nations. In the rest of this chapter, we present a re-
gularization-augmented optimization-based ap-
proach to building energy model calibration. This 
approach aims at reducing the model uncertainty 
that arises from common practice. 

2.1 Parameter Space and Probability 
Distribution 

We assume we have an initial simulation energy 
model of the building, and that the number of model 
parameters was reduced by sensitivity analysis. Let 
𝑝𝑝 = (𝑝𝑝1, … , 𝑝𝑝𝑛𝑛) ∈ ℝ𝑛𝑛 be the model parameter vector, 
where 𝑝𝑝𝑘𝑘 ∈ [𝑝𝑝𝑘𝑘

𝑚𝑚𝑚𝑚𝑛𝑛,𝑝𝑝𝑘𝑘
𝑚𝑚𝑚𝑚𝑥𝑥 ] lies in the realistic range

chosen by the modeller based on an energy audit 
and/or various datasheets on material properties, 
internal gains, etc.  

Fig. 2 – Parameter distribution and penalty function 
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Parameter ranges should be chosen wide enough to 
include all plausible values for the given case, even 
if their probability is low. We also assume that for 
some parameters it was possible to give an initial 
guess 𝑝𝑝𝑘𝑘0 as well as choose an a-priori probability 
distribution function. For example, the normal dis-
tribution  𝑝𝑝𝑘𝑘~ 𝑁𝑁�𝑝𝑝𝑘𝑘0,𝜎𝜎𝑘𝑘� can be assumed (Fig. 2), 
where a modeller provides an appropriate deviation 
estimate  𝜎𝜎𝑘𝑘. The higher the certainty of the initial 
guess 𝑝𝑝𝑘𝑘0, the lower the deviation 𝜎𝜎𝑘𝑘. 

2.2 Optimization Problem 

In order to identify the parameter vector p that fits 
the monitoring data, a constrained optimization 
problem is defined to minimize the error between 
the monitored and simulated energy demand: 

min 𝐽𝐽(𝑝𝑝),   where 𝑝𝑝𝑘𝑘 ∈  [𝑝𝑝𝑘𝑘𝑚𝑚𝑖𝑖𝑛𝑛,𝑝𝑝𝑘𝑘𝑚𝑚𝑚𝑚𝑥𝑥 ] (1) 

In order to optimally represent the building under 
consideration, the cost function should also include 
an a-priori knowledge on the parameter probability. 
Hence, the cost function 𝐽𝐽(𝑝𝑝) is designed as summa-
tion of the cumulative absolute simulation error for 
temperature and heating demand, and a regulariza-
tion term representing penalization depending on 
parameter probability: 

𝐽𝐽(𝑝𝑝) =  ∑ �𝑤𝑤𝑇𝑇�𝑇𝑇𝑗𝑗𝑚𝑚 −  𝑇𝑇𝑗𝑗𝑠𝑠�𝑁𝑁
𝑗𝑗=1 + 𝑤𝑤𝑄𝑄�𝑄𝑄𝑗𝑗𝑚𝑚 −  𝑄𝑄𝑗𝑗𝑠𝑠�� +

 ∑ 𝑤𝑤𝑘𝑘𝑁𝑁
𝑘𝑘=1  𝑓𝑓𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘(𝑝𝑝𝑘𝑘). (2) 

Here, 𝑇𝑇 and 𝑄𝑄 denote indoor air temperature and 
cumulative heating demand, respectively. Super-
scripts m and s represent measured and simulated 
values respectively, and subscript j denotes the cor-
responding value at the jth time step. Since scales for 
the temperature and heat demand vary largely, the 
corresponding error terms should be balanced using 
appropriate weights 𝑤𝑤𝑇𝑇 and  𝑤𝑤𝑄𝑄. However, since 
the goal of the calibration is to accurately predict the 
heating demand, the corresponding error should 
still be dominant. Adding a regularization term can 
be interpreted as imposing certain a-priori distribu-
tions on model parameters. Here  𝑓𝑓𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘(𝑝𝑝𝑘𝑘) and 𝑤𝑤𝑘𝑘 
denote the penalty function and weight for each pa-
rameter 𝑝𝑝𝑘𝑘. The penalty term 𝑓𝑓𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘 should increase 
as |𝑝𝑝𝑘𝑘 −  𝑝𝑝𝑘𝑘

0| increases, i.e. when parameter 𝑝𝑝𝑘𝑘 takes
less probable values. For this reason let 

𝑓𝑓𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘(𝑝𝑝𝑘𝑘) =   𝑓𝑓�𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘(|𝑝𝑝𝑘𝑘 − 𝑝𝑝𝑘𝑘0|) (3) 

such that  𝑓𝑓�𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘 ∶  ℝ+ → ℝ+ is a monotonically
increasing function. Hence, it could be defined as 
(Fig. 2): 

𝑓𝑓𝑝𝑝𝑝𝑝𝑛𝑛,𝑘𝑘(𝑝𝑝𝑘𝑘) = 1
�2 𝜎𝜎𝑘𝑘2

�1 −  𝑒𝑒
− 

(𝑝𝑝𝑘𝑘− 𝑝𝑝𝑘𝑘
0)2

2 𝜎𝜎𝑘𝑘
2 �. (4) 

Since the penalty term not necessarily needs to be 
defined as a weighted norm, it represents a general-
ization of the Tikhonov regularization. The problem 
(1) can be observed as a multi-objective optimiza-
tion problem, where a trade-off is made between 
minimizing the simulation error and maximizing 
the parameter probability. 

3. Study Case Model Calibration

In this section, the methodology introduced in Sec-
tion 2 is illustrated on a residential building apart-
ment model. The presented results offer evidence of 
regularization benefits on the retrofit prediction and 
model parameter estimation. 

3.1 Study Case Description 

The residential building under consideration is lo-
cated in the south of Madrid, Spain. Built in the 
1960s, with poorly fitted windows, no insulation 
and cracks around doors, windows, and founda-
tions, it was deemed suitable for retrofit. On the 
eastern side, it is attached to a twin residential 
building (Fig. 3).  

Fig. 3 – Study case residential building 
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Each block contains five 50 m2 apartments. The 
study case apartment is located in the west block on 
the last floor (Fig. 4).  
It used a gas boiler with five water radiators for the 
heating in winter and a split unit for the cooling in 
summer. Monitoring data is available for one year 
before the retrofit (September 2014 –– September 
2015), and two months after the installation of new 
windows and insulation layers on the envelope 
(January 2016 – March 2016).  
The acquired real-time data with 15 min samplings 
include internal (IAT) and external (EAT) tempera-
tures, global solar radiation, CO2 concentration, and 
electric consumption. A heat meter on supply and 
return pipes of the gas boiler was also installed to 
monitor the heating energy. The heating demand at 
each time step is easily calculated as the increase in 
the measurement of heating energy. The internal 
temperature of the apartment below was monitored 
as well, but not the one of the apartment adjacent on 
the eastern side.  

Fig. 4 – Front view 

3.2 Initial Building Energy Model 

The initial energy model for the whole building was 
developed in the dynamic environment of TRNSYS 
Simulation Studio (Klein et al., 2010), where the 
building geometry was developed in Google 
SketchUp and set up in TRNBuild. The model is 
based on the information provided by the energy 
audit (Garcia et al., 2014), including building plans, 

envelope structure, openings, air tightness, internal 
partitions, shading elements, and occupancy. Each 
apartment is divided in two thermal zones, north 
and south oriented (see Fig. 5). Since the heating 
setpoint of the apartment is unknown, we assume 
an ideal heating. An infiltration coefficient is used 
when the windows are closed, and another when 
windows are open. Internal heat gains from 
occupants and equipment are included, where 75 
W/person is assumed and heat gain from electric 
appliances is estimated based on real-time electric 
meter measurements and guidelines by ASHRAE 
(1985). The shading model is based on an on/off 
differential controller that takes into account the 
indoor air temperature and solar irradiance at each 
window according to its orientation. Shading is 
activated when both indoor temperature and solar 
irradiance on horizontal plane exceed a certain 
threshold. The threshold for the temperature 
controller is equal to the calibration parameter 𝑝𝑝4, 
and 250 W is chosen for the solar irradiance 
controller. The external shading factor is the 
calibration coefficient 𝑝𝑝3 taken to be the same for all 
windows in the apartment. The new control value 
for each controller is the output control signal from 
the previous time step, by introducing a hysteresis 
effect. Therefore, both lower and upper deadband 
for the difference between actual and threshold val-
ues, also need to be defined. These deadbands are 
chosen to be -0.5 °C and 0.5 °C for the temperature 
controller, and -50 W and 0 W for the solar radiation 
controller. The shading activation is an adaptation 
of the controller values defined by Dott et al. (2013). 

Fig. 5 – Building cross-section 

The sensitivity analysis was performed using the 
Morris method (Saltelli, 2008), and significant 
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model parameters for the energy demand assess-
ment were identified (Table 1). 

Table 1 – Significant model parameters 

Parameter Description [Unit] 

𝑝𝑝1 Internal temperature of the adjacent 
apartment [°C] 

𝑝𝑝2 Occupancy multiplication factor [-] 

𝑝𝑝3 Shading factor [-] 

𝑝𝑝4 Shading activation temperature [°C] 

𝑝𝑝5
Infiltration with windows closed 
[ACH] 

𝑝𝑝6
Total infiltration and ventilation with 
windows open [ACH] 

𝑝𝑝7
Conductivity of the concrete layer in 
the external walls [W/(m K)] 

𝑝𝑝8 
Conductivity of the concrete layer in 
the internal partitions, floors and ceil-
ings [W/(m K)] 

𝑝𝑝9 Conductivity of the concrete layer in 
the roof [W/(m K)] 

𝑝𝑝10 Window U-value [W/(m2 K)] 

The outcome shows that the IAT of the adjacent 
apartments (𝑝𝑝1) has a strong influence on the heat 
demand. Parameter 𝑝𝑝2 represents the correction fac-
tor for the assumed occupant’s heat gain. In addi-
tion, the parameters of the shading model (𝑝𝑝3, 𝑝𝑝4) 
are mostly significant in the summer and swing pe-
riod. Infiltration parameters (𝑝𝑝5, 𝑝𝑝6) turn out to 
have a strong effect on both IAT and heat demand, 
as expected. To account for possible errors in layer 
description of the external and internal walls, floor 
and roof, and the fact that walls are reinforced, we 
have included the conductivity of the concrete as 
uncertain model parameters (𝑝𝑝7, 𝑝𝑝8 and  𝑝𝑝9). Pa-
rameter 𝑝𝑝10 represents the windows U-value. Since 
for a number of apartments in the building, addi-
tional windows were already installed, we want to 
prove our hypothesis that the monitored apartment 
has double windows. As an initial point, minimum 

and maximum values of each parameter were de-
fined (Table 2), based on the energy audit and by 
consulting various standards and datasheets.  

Table 2 – Parameter range and initial guess 

Parameter 𝑝𝑝𝑘𝑘𝑚𝑚𝑖𝑖𝑛𝑛 𝑝𝑝𝑘𝑘𝑚𝑚𝑚𝑚𝑥𝑥 𝑝𝑝𝑘𝑘0  𝜎𝜎𝑘𝑘 

𝑝𝑝1 17.6 24.6 18.6 - 

𝑝𝑝2 0.5 2 1 0.3 

𝑝𝑝3 0 1 0.5 - 

𝑝𝑝4 22 32 25 - 

𝑝𝑝5 0.15 0.75 0.4 0.6 

𝑝𝑝6 0.4 5.2 3 - 

𝑝𝑝7 0.8 2.5 1.13 0.35 

𝑝𝑝8 0.8 2 1.13 0.35 

𝑝𝑝9 0.8 2 1.13 0.45 

𝑝𝑝10 2.74 5.68 2.83 - 

In particular, the initial guess for the infiltration pa-
rameter (𝑝𝑝5) is based on the blower-door test which 
was performed during the energy audit (Table 3).  

Table 3 – Blower-doors test results 

∆𝐹𝐹 [Pa] Flow [m3/h] ACH 

20 200 2.0 

30 276 2.8 

50 382 3.9 

65 471 4.7 

The airflow through the building envelope and the 
pressure difference across it are known to have the 
following relationship (Sherman, 1987): 

𝑞𝑞 = C (∆P)𝑛𝑛 (5) 

Here ∆𝐹𝐹 is the induced pressure difference (in Pa), 𝑞𝑞 
is the airflow through the building envelope (in 
m3/h), and 𝐴𝐴 is the air leakage coefficient. To deter-
mine the parameters 𝑛𝑛 and 𝐴𝐴, the least-square tech-
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nique is applied to the blower-door test results fol-
lowing ISO standard (ISO/TC 163/SC 1, 2015). The 
reached values 𝑛𝑛 = 0.67 and 𝐴𝐴 = 260 have a stand-
ard deviation estimate 0.02 and 3 respectively, 
and 𝑟𝑟2 = 99.7 %. In order to estimate the average air 
infiltration, stack-dominated and wind-dominated 
components are evaluated separately (Klems, 1983). 
From one year measurement data, the average in-
door air temperature, the temperature difference 
between the indoor and external air, and the air den-
sity were obtained and used to calculate the average 
stack effect pressure difference to be  ∆𝐹𝐹𝑠𝑠𝑝𝑝 = 1.03 Pa. 
From the meteorological data, the average wind 
speed in Madrid is estimated to be 2 m/s, implying 
a wind pressure difference equal to  ∆𝐹𝐹𝑤𝑤 = 1.23 Pa. 
Hence, the stack effect air infiltration and the infil-
tration due to the wind are equal to 0.3 ACH and 
0.27 ACH respectively, which implies an infiltration 
rate of 0.4 ACH (Klems, 1983). The occupancy mul-
tiplication parameter 𝑝𝑝1 is estimated to be equal one, 
where we assume that 75 W/person provided by 
ASHRAE (1985) is a well-studied approximation. 
The conductivity of the concrete found in the walls, 
floors and partitions (𝑝𝑝8, 𝑝𝑝9 and 𝑝𝑝10) is provided by 
the refurbishment architect during the energy audit 
(Garcia et al., 2014). These initial guesses are consid-
ered reliable and are assigned a divergence factor. 
The corresponding penalty is added to the cost func-
tion of the optimization problem. The window 
U-value and the shading coefficient are estimated 
with less certainty by inspecting the windows and 
the indoor temperature. Since ventilation rates with 
open windows (𝑝𝑝6) cannot be easily estimated, a 
wide parameter range was chosen and the approxi-
mate mean value was selected as the initial guess. 
Initial guesses that are not reliable are not included 
in the regularization term. 

3.3 Calibration and Validation Procedure 

The monitoring data was divided into three periods: 
the calibration period (September 11, 2014–January 
31, 2015), and the validation period before (Febru-
ary 01, 2015–April 12, 2015) and after the renovation 
(January 21, 2016–March 29, 2016). Opening of the 
windows and occupancy in the apartment were 
identified on the basis of CO2 levels. Measured IATs 
were set as the heating setpoint in the monitored 

apartment and for the apartment below. However, 
the IAT measurement is not available for the 
apartment adjacent on the eastern side, which is 
therefore treated as an unknown model parameter 
(𝑝𝑝1). Although the whole building is simulated, the 
results for the monitored apartment were 
considered just in the cost function. The heating 
demand and the average indoor air temperature 
during the heating season are summarized in 
Table 4. 

Table 4 – Monitoring data summary 

Period Heat demand 
[kWh] 

Average heating 
IAT [°C] 

Calibration 3755 21.91 

Validation 1 2252 21.76 

Validation 2 1222 22.62 

Since the ideal heating is assumed and the IAT is 
taken as the setpoint, the temperature error is 
negligible in the heating periods. Therefore, it is 
included in the cost function only when there is no 
heating. Used weight coefficients are 𝑤𝑤𝑇𝑇 = 0.65 
and 𝑤𝑤𝑄𝑄 = 5.7𝑒𝑒 − 3, in order to approximately 
achieve a 1:4 ratio between temperature and energy 
demand error. For a regularized solution 𝑤𝑤𝑘𝑘 = 100 
is taken. As soon as the optimization problem was 
solved, the models were validated on a new set of 
monitoring data. Since the average measured 
heating power was 1.9 kW, the sensor resolution of 
the heating demand (1 kWh) was not suitable to take 
into consideration the normalized mean bias (NMB) 
and the coefficient of variation of root mean square 
error (CVRMSE) on an hourly basis. Instead, the 
daily NMB and CVRMSE were reported. The 
recommended calibration criteria per ASHRAE 
(2002) for hourly values are NMB ≤±10 % and 
CVRMSE ≤30 %, and NMB ≤±5 % and CVRMSE 
≤15 % for monthly data. However, according to the 
knowledge of the authors, there are no standard cri-
teria for daily values. Hence, as daily criteria we use 
a combination of ASHRAE defined criteria: NMB 
≤±5 % and CVRMSE ≤15 % for calibration, and NMB 
≤±5 % and CVRMSE ≤30 % for validation. For model 
validation after the renovation, models were 
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adapted to include new windows, the correspond-
ing infiltration parameter and insulation layers, as 
specified in the manufacturers’ datasheets. 

3.4 Regularized and Non-Regularized 
Solution 

Hybrid algorithm combining Particle Swarm opti-
mization and Hooke-Jeeves optimization algo-
rithms from GenOpt (Wetter, 2009) were used to 
solve the optimization problems. Regularized and 
non-regularized solution models were obtained us-
ing the same algorithm parameters and the initial 
parameter set, solving optimization problem (1), 
where the cost function (2) in the former case in-
cludes also the regularization term. The obtained 
parameter sets are reported in Table 5. Both models 
yield zero shading since otherwise the simulated 
IAT would be much lower than monitored. How-
ever, four parameters of the non-regularized model 
reach boundary values of the pre-defined parameter 
range. For example, when the windows are open in-
filtration reaches minimal 0.4 ACH, thus 
contradictory since it is smaller than the infiltration 
with windows closed (0.62 ACH).  

Table 5 – Calibrated model parameters 

Parameter Regularized Non-regularized 

𝑝𝑝1 18.08 18.6 

𝑝𝑝2 1.25 2 

𝑝𝑝3 0 0 

𝑝𝑝4 28 30 

𝑝𝑝5 0.35 0.62 

𝑝𝑝6 1.46 0.4 

𝑝𝑝7 1.13 0.88 

𝑝𝑝8 1.51 1.99 

𝑝𝑝9 1.13 1.99 

𝑝𝑝10 2.74 2.74 

We also note that the conductivity of the concrete in 
internal partitions and roof also reaches the 
maximum value of the interval. Compared with the 

regularized solution, these values are significantly 
larger and result in larger transmission losses 
through the roof. And also, a larger infiltration when 
windows are closed results in a larger infiltration loss 
compared to the regularized solution. These losses 
are counterbalanced by a higher gain from the 
occupants (150 W/person, maximum value), a 
reduced infiltration when windows are closed, and 
less transmission losses through external walls. The 
parameters of the non-regularized model that reach 
minimum or maximum values represent possible, 
but highly unlikely, scenarios. Table 6 summarizes 
the calibration results for both models. Both models 
satisfy the calibration criteria. Also the average 
absolute error (AAE) for cumulative heat demand 
and temperature calculated at 15-minute intervals is 
considered. 

𝐴𝐴𝐴𝐴𝐸𝐸 𝐻𝐻𝑒𝑒𝑚𝑚𝐻𝐻 =  
∑ |∫ (�̇�𝑄𝑠𝑠− �̇�𝑄𝑚𝑚) dt |𝑡𝑡𝑘𝑘

𝑡𝑡0
𝑚𝑚
𝑘𝑘=1

𝑛𝑛
100

∫ �̇�𝑄𝑚𝑚 dt𝑡𝑡𝑚𝑚
𝑡𝑡0

(6) 

𝐴𝐴𝐴𝐴𝐸𝐸 𝑇𝑇𝑒𝑒𝑚𝑚𝑝𝑝 =  ∑ |𝑇𝑇𝑘𝑘
𝑠𝑠−𝑇𝑇𝑘𝑘

𝑚𝑚|𝑚𝑚
𝑘𝑘=1

𝑛𝑛
  (7) 

�̇�𝑄𝑠𝑠𝑖𝑖𝑚𝑚 and �̇�𝑄𝑚𝑚𝑝𝑝𝑚𝑚 are simulated and measured heating 
power. Average absolute heating demand error 
amounts to 0.45 % and 0.34 % of the total measured 
heating energy demand (3755 kWh, see Table 4) for 
the regularized and non-regularized solution. 

Table 6 – Calibration error (Sep 11, 2014 – Jan 31, 2015) 

Regularized Non-regularized 

NMB -0.85 -0.47 

CVRMSE 9.57 10.3 

AAE Heat [kWh] 11.64 12.6 

AAE Temp [°C] 1.24 1.09 
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Table 7 reports the error for both solutions in the 
validation period before the renovation. 

Table 7 – Pre-renovation (Feb 01, 2015 – Apr 12, 2015) 
validation results 

Regularized Non-regularized 

NMB -3.97 -3.53 

CVRMSE 22.38 22.98 

AAE Heat [kWh] 82.12 78.09 

AAE Temp [°C] 0.92 0.82 

The total measured heating demand for the 
validation period reads 2252 kWh, and the values 
predicted by the regularized and the non-regularized 
solution are 2150 kWh and 2157 kWh, which repre-
sents under-prediction of 4.44 % and 4.22 % respec-
tively. 
Both models satisfy the validation criteria. The 
regularized solution has a slightly better 
performance with respect to NMB and CVRMSE, 
while the non-regularized solution has lower 
average absolute errors. The model predictions for 
the post-retrofit period are given in Table 8. The 
total monitored heating demand in that period is 
1222 kWh. The predictions obtained by regularized 
and non-regularized solution read 1173.8 kWh and 
1099 kWh, hence the models under-predict the 
demand by 3.9 % and 10.1 %, respectively. The 
regularized solution yields a better estimate of the 
building energy demand after the renovation. The 
non-regularized solution underestimates the 
heating demand by over 10 % because it 
overestimates the occupant internal gain, while it 
underestimates the infiltration losses. 

Table 8 – Post-renovation (Jan 21, 2016 – Mar 29, 2016) 
validation results 

Regularized Non-regularized 

NMB -3.66 -10.1 

CVRMSE 25.3 29.9 

AAE Heat [kWh] 19.66 47.9 

AAE Temp [°C] 0.89 0.76 

4. Discussion and Further Research

We have illustrated how calibrated and validated 
building models do not necessarily provide good 
renovation savings estimates. The parameter opti-
mization method for complex building energy mod-
els presented in this work aims to reduce the 
parameter uncertainty and thus the prediction error 
by utilizing regularization. The proposed method is 
in general useful when the number of model param-
eters is large, since the chances to perform a good 
search of the parameter space by using statistical 
sampling, is small and the model uncertainty 
increases. The performance of a guided search of the 
parameter space instead is advantageous, e.g. it 
solves a parameter optimization problem. 
This work also highlights the importance of a good 
preliminary estimation of the building parameters; 
otherwise, unrealistic parameter combinations may 
emerge as optimal in the calibration phase. 
The success of the regularization strongly depends 
on the choice of the penalty weight in the cost func-
tion. How to optimally choose this value has not 
been considered here and is a topic for further 
research. A possible approach is to address (1) as a 
multi-objective optimization problem and evaluate 
different Pareto optimal solutions. Finally, although 
only the heating demand was considered, this 
method naturally extends to the calibration of the 
models with respect to both the heating and the 
cooling demand. 
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Nomenclature 
Symbols 

𝐴𝐴 Air pressure leakage coefficient 
𝑓𝑓𝑘𝑘(𝑝𝑝𝑘𝑘) Penalty function for kth parameter 
𝐽𝐽(𝑝𝑝) Cost function 
𝑛𝑛 Air pressure exponent coefficient 
𝑝𝑝𝑘𝑘 kth model parameter  
𝑝𝑝 Parameter vector 
𝑞𝑞 Air flow through building envelope 
𝑄𝑄 (Cumulative) Heating demand 
�̇�𝑄 Heating power 
𝑇𝑇 Indoor Air temperature 
𝑤𝑤𝑘𝑘 Weight for kth parameter 𝑝𝑝𝑘𝑘 penalty 

function 
𝑤𝑤𝑄𝑄 Weight for heating demand error 
𝑤𝑤𝑇𝑇 Weight for temperature error 
∆𝐹𝐹 Induced pressure difference 

Subscripts/Superscripts 

𝑗𝑗 Value at the jth time step 
𝑚𝑚 Monitored value 
𝑠𝑠 Simulated value 
𝑠𝑠𝑒𝑒 Stack-effect dominated value 
𝑤𝑤 Wind dominated value 
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Abstract 
In this study the capability of a BDFWall model (IDA 

Indoor Climate and Energy software) is assessed in a semi-

confined site for the conservation of works of art. The case 

under study is the paleontological deposit of “La 

Polledrara di Cecanibbio” (Rome, Italy), where many 

valuable faunal remains from the Middle Pleistocene are 

preserved. The thermo-hygrometric data collected from 

2009 to 2013 have allowed for a thorough investigation of 

the environmental conditions of the site. The calibration of 

the simulation-building model was performed in two 

phases. First, a sensitivity analysis was conducted to 

identify which input parameters significantly affect the 

discrepancy, if any, between measured and modelled 

hourly indoor temperature (T) data (from September to 

December 2013). Second, the calibration of the model was 

carried out by taking into account the most effective 

parameters. The dual approach, given by both 

experimental and simulation data, can support the 

preventive measures of risk analysis for artworks in the 

case of retrofit solutions of a building used for 

conservation purposes. 

1. Introduction

Recently, the whole-building dynamic simulation 
has become a useful tool in preventive climate 
control actions in buildings which preserve cultural 
artefacts. However, the existing software has been 
developed to model the indoor climate of modern 
buildings having regular geometries and for which 
the thermo-physical properties of building 
materials are well known. 

In historical and archaeological buildings, the 
libraries of the simulation codes do not include the 
materials of these structures and, in the case of semi-
confined sites, strongly affected by external factors 
and/or boundary constraints, the performance of 
these codes has not been thoroughly investigated. 
The possibility to know in advance the effect of a 
retrofit in buildings with conservation purposes is 
fundamental in order to assess the optimal solutions 
taking into account both conservation needs and 
people’s thermal comfort requirements. 
This paper describes how the dynamic simulation 
software, IDA Indoor Climate and Energy, applied 
to a semi-confined site such as the paleontological 
deposit of “La Polledrara di Cecanibbio” in Rome 
(Italy) was used. 
The aim was to investigate the thermal behaviour of 
the case under study by using both on-site measure-
ments and simulated values. This allows a better un-
derstanding of the object/environment and build-
ing/environment interaction. This study pays par-
ticular attention to the calibration of the whole-
building dynamic model using only the features of 
the building envelope, since the variations of the 
geometry and of the thermo-physical properties of 
the building components and boundaries do not 
affect the model in the same way. 

2. The Case Study

“La Polledrara di Cecanibbio” (Lat. 41.9°, Long. 
12.3°) is a paleontological deposit located about 
15 km NW of Rome (Italy) in a rural area. Several 
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valuable faunal remains from the Middle Pleisto-
cene are preserved, such as large mammals (Palae-
oloxodon antiquus and Bos primigenius). The largest 
faunal remains are held by cineritic tuffite fluvial 
sediments (Fig. 1). The faunal remains placed in the 
north side of the site suffer from biological degrada-
tion because they are directly exposed to soil hygro-
metric conditions. 

Fig. 1 – La Polledrara di Cecanibbio, Rome (Italy) 

The deposit was discovered in 1984 within a survey 
supported by the Soprintendenza Speciale per i Beni 
Archeologici di Roma (SSBAR) and was kept un-
earthed in the following years. In 2000, a prefabri-
cated building was built with the main purpose to 
preserve the fossils from meteorological conditions 
and to make it a public museum. 
The building covers an excavated area of 900 m2 
(30x30 m per side) and is placed directly on the soil. 
The maximum height of the building is 8 m (east 
side), while the minimum is 6.5 m (west side). The 
windows (i.e. double-pane clear glazing with alu-
minium frame without thermal-break) are along the 
north and south walls covering an area of about 
1900 m2 with a solar factor of 0.79 and a heat trans-
mittance (U-value) of 5.80 W/(m2 K). There are inter-
nal white PVC roller blinds which are usually never 
opened. 
The external walls are double skin panels insulated 
by polyurethane with a nominal thickness of 6 cm 
and a U-value=0.60 W/(m2 K). 
The roof is a trapezoidal sheet for concrete slabs 
with a nominal thickness of 12 cm, a slope of 30 cm 
and a U-value=1.09 W/(m2 K). 

3. Measurement and Simulation

An on-site monitoring campaign and whole-build-
ing dynamic simulation software were used with 
the double purpose to investigate the thermal 
behaviour of “La Polledrara di Cecanibbio” and to 
optimize the semi-automatic calibration of the sim-
ulation model in the case of a semi-confined site. 

3.1 On-Site Monitoring Campaign 

Sensors for the measurement of indoor temperature 
(T), relative humidity (RH), and cracks (FO) 
parameters were installed in June 2008. The analysis 
was carried out taking into account data from 
January 2009 to December 2013. The outdoor T and 
RH sensors were installed in June 2013 in the south 
corner of the building, accurately shaded from 
direct solar radiation, and protected from meteoro-
logical events. T sensor is a platinum resistance ther-
mometer Pt100 1/3 DIN (accuracy = 0.3 °C), whereas 
RH sensor is a film capacitor “Rotronic” C94 (accu-
racy = 1.5 %). The metrological features of T and RH 
sensors are in accordance with the European Stand-
ards EN 15758:2010 and EN 16242:2012, respec-
tively. 
FO sensor is a capacitor (accuracy = 0.25 %) and is 
installed on the crack of a cinerite that holds a fang 
of a Palaeloxodon antiquus. 
All the sensors were connected to a datalogger CR 
1000 distributed by Tecno.el S.r.l. (Italy), with acqui-
sition and recording time set to 30 minutes. 
The monitoring campaign is still in operation. 

3.2 Analysis of Microclimatic Data Series 

Before performing the exploratory data analysis 
(EDA), the quality of the T-RH data series was 
assessed using the Continuity Index (CI) and the 
Completeness Index (CoI) (Frasca et al., 2016). Both 
indexes range between 0 (poor quality) and unity 
(high quality, i.e. no missing values). 
Assuming any distribution of the data, the 
Spearman's rank correlation coefficient (ρ) was 
computed to assess whether there was a monotonic 
relationship between the T-RH parameters and the 
cracks, in order to define an empirical relationship 
among parameters. This relationship is useful, in 
combination with the simulation results, to support 
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preventive measures concerning risk analysis for 
artworks in the case of retrofit solutions of a build-
ing used for conservation purposes. 

3.3 Simulation Environment 

3.3.1 IDA ICE setting 
A dynamic building simulation for indoor climate 
analysis was performed using the software tool IDA 
Indoor Climate and Energy (IDA ICE) 4.7.1 devel-
oped and distributed by EQUA simulation AB. The 
BDFWall model (finite differences model of a multi-
layer component) was used to carry out the simula-
tion of the thermal behaviour of the building. 
We created the geometry of the building model of 
“La Polledrara di Cecanibbio” was created starting 
from the architectural survey provided by the 
SSBAR and using the thermo-physical properties 
reported in UNI 10351:2015 for opaque components 
and in EN 673:2011 and EN 410:2011 for glass com-
ponents. The first guess building model was as-
sumed as an unconditioned large area, only affected 
by external climate and directly placed on soil. 
The soil layer was modelled according to model ICE 
3, which computes the soil temperature as the mean 
of T of the selected climate file without 2D or 3D 
modelled effects. 
The air infiltrations were modelled according to 
wind driven flow and considering air tightness at 
0.5 ACH (Air Change per Hour) at a pressure differ-
ence of 50 Pa. 
Lightning, equipment and people were not in-
cluded, since the site has a limited number of visi-
tors in the selected period. 
A climate file was built to run the model for calibra-
tion using outdoor T and RH measured at “La 
Polledrara”. Wind direction and speed intensity, 
direct and diffuse (sky) radiation on a horizontal 
surface, measured at ESTER station (Energia Solare 
TEst e Ricerca), belonging to the Tor Vergata Uni-
versity of Rome (Lat. 41.9°, Long. 12.6°), were also 
included in the climate file. 

3.3.2 Method 
In this study, MatLab 2014a was used to set the con-
figuration parameters of the building model to carry 
out the Sensitivity Analysis (SA) and the calibration 
of the simulation model, based only on the parame-
ters that describe the building envelope. 

First, the SA was carried out to identify the most 
effective parameters of the model. Then, the calibra-
tion based on these selected parameters was per-
formed to minimize the difference between mod-
elled and measured data. The aim was to identify 
the best settings of the thermal-physical properties 
of building components and boundaries. 
After that, the model was validated in a different pe-
riod (January 2016) given the availability of meas-
ured indoor and outdoor temperature data. 

3.3.3 Sensitivity analysis 
In this study, the Elementary Effects method (EEs) 
was applied using modelled hourly indoor T from 
September to December 2013 and based on the Mor-
ris random sampling method of the set of parame-
ters (Morris, 1991) that defined the building model. 
The experimental plan is built by taking into 
account the number of EEs (r) for each parameter 
and the number of levels (p) in which the parame-
ters range. In this study, we computed r=10 for each 
parameter using only p=4 discretized levels in the 
experimental plan. We selected 24 parameters (k) 
for screening, and defined the ranges according to a 
fixed uncertainty at ±10 % from the initial value, as 
listed in Table 1. 
In this way, the resulting computational effort was 
250 runs (N) which corresponds to: 

1)(k*rN +=            (1) 
The input set parameter matrix given by Morris 
sampling is N-by-k. The N-models were run in batch 
mode in IDA ICE. The error between simulated T 
and T from the first guess model was expressed in 
terms of the mean absolute error (MAE) that was 
used as a target function for the calculation of the 
EEs. 
The EEs ascribed to each parameter are defined as 
the difference in the output between two following 
simulations divided by the variation of the input 
parameter (Saltelli et al., 2004). The EEs were com-
puted according to eq. 2: 

Δx
y(x))x,...,Δxx,...,x,y(xEEs(x) kii21 −+

=  (2) 

where x is the set of parameters, y is the target func-
tion and Δx is the variation of the input parameter. 
Finally, the mean (μ*) of the absolute values of the 
EEs associated with each parameter, the standard 
deviation (σ) and the ratio σ/μ* were calculated. μ* 
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provides a measure of the parameter relevance 
(Campolongo et al., 2011), in the rank order. The 
ratio σ/μ* is an indicator of linearity of each param-
eter effect (σ/μ*<0.1) with respect to other parame-
ters and to the whole modelled building (Garcia 

Sanchez et al., 2014). In EEs scatter plot (σ vs μ*) four 
areas delimited by σ/μ*<0.1, 0.1≤σ/μ*<0.5, 
0.5≤σ/μ*<1 and σ/μ*≥1, allows highlighting if out-
comes from SA are physically consistent.  

Table 1 – Modelling parameter values used in the first guess model (initial value) and parameter ranges value used in Morris sampling for SA 

Component Parameter Initial Value Range for SA 

External Wall - Steel 

λ [W/(m K)] 52 47-57 

s [m] 0.001 0.001-0.005 

d [kg/m3] 7800 7000-8600 

c [J/(kg K)] 550 490-600 

External Wall - Polyurethane 

λ [W/(m K)] 0.034 0.029-0.040 

s [m] 0.15 0.13-0.17 

d [kg/m3] 25 22-28 

c [J/(kg K)] 1.464 1.320-1.610 

Roof - Concrete 

λ [W/(m K)] 0.21 0.18-0.25 

s [m] 0.15 0.14-0.17 

d [kg/m3] 700 630-770 

c [J/(kg K)] 1050 1000-1150 

Soil 

λ [W/(m K)] 1.5 1.3-1.7 

s [m] 1 0.9-1.1 

d [kg/m3] 1200 1080-1320 

c [J/(kg K)] 840 765-925 

Window U [W/(m2 K)] 3.052 2.950-3.500 

Thermal Bridges 

ExtW-Slab [W/(m K)] 0.05 0.04-0.06 

ExtW-IntW [W/(m K)] 0.03 0.02-0.04 

ExtW- ExtW [W/(m K)] 0.08 0.07-0.09 

WinPerim [W/(m K)] 0.03 0.02-0.04 

DoorPerim [W/(m K)] 0.03 0.02-0.04 

Roof [W/(m K)] 0.09 0.08-0.10 

Slab [W/(m K)] 0.14 0.13-0.15 

Note: λ=thermal conductance; s=thickness; d=density; c=specific heat; U=heat transmittance; ExtW-Slab=external wall-internal slab; ExtW-
IntW=external wall-internal wall; ExtW-ExtW= external wall-external wall; WinPerim = external window perimeter; DoorPerim = external door 
perimeter; Roof=roof-external wall; Slab=external slab-external wall. 

3.3.4 Calibration 
The simulation model was calibrated using hourly 
indoor T measurements from September till Decem-
ber 2013. The model was initialized at a start-up 
period from August 18, 2013 to August 31, 2013.  
The calibration was carried out taking into account 

only the most effective parameters with the aim to 
minimize the root-mean-square-difference (RMSD) 
and the CV-RMSD (Coefficient of Variation of the 
RMSD) between modelled and measured indoor T. 
They were used to assess the quality of the changes 
to calibrate the building model (Cornaro et al., 
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2016). The most effective parameters were ranged 
within the interval reported in Table 1, using a 
major number of levels with respect to the Morris 
sampling. 
The modelled and measured indoor T were com-
pared using the Taylor Diagram (Taylor, 2001). It 
summarizes the agreement between observed data 
(a) and modelled data (b) using three statistical 
quantities: standard deviation (SD), correlation 
coefficient (R), and the centred RMSD (E’), the rela-
tionship of which is given by the following equa-
tion: 

R)SD2cos(SDSDSDE' ba
2
b

2
a −+=  (3) 

4. Results and Discussion

4.1 Microclimate Analysis 

Both the T and RH data series are of high quality 
(CI=1.00 and CoI=0.96) and hence suitable for 
exploratory data analysis. 
Fig. 2 shows the box-and-whiskers plots of RH data. 
Several outliers (indicated as circles in the figure) 
are observed in winter, spring, and fall. A detailed 

study of RH outliers has shown that they occurred 
mainly in the hourly intervals between 13:00 UTC 
and 20:00 UTC, i.e. after the maximum solar expo-
sure of the building. 
The box plots for T (figure not shown), do not show 
any anomalous values, and there is no significant 
difference among seasons over the selected period. 
The mean yearly value is 17.7 °C ranging between 
12.4 °C (25th percentile) and 23.1 °C (75th percentile). 
It was found that in summer the indoor environ-
mental conditions were too warm and too humid, 
while in winter, they were too cold and humid, 
especially in morning. These conditions provoked 
thermal discomfort, as communicated by staff and 
visitors, and might have favoured the biological 
degradation in the north side of building. 
The behaviour of T and RH daily span (difference 
between the maximum and minimum values) al-
lows studying their short-term variability. A similar 
behaviour among season (except in summer) was 
observed: ΔTdaily=1–7 °C and ΔRHdaily=3–40 %. In 
summer, the daily span of T and RH range as 
follows: ΔTdaily=5–6 °C and ΔRHdaily=20–40 %, show-
ing that the period is mostly characterized by large 
fluctuations. 

Fig. 2 – Box and-whiskers plots of indoor relative humidity (RH) for each season over the period 2009-2013. The line inside the box is the median 
value, with the 25th and 75th percentiles as lower and upper sides of the box, respectively. The lowest and the highest value of the data set are 
plotted as whiskers when they are not outliers, indicated as circles (i.e. above or below 1.5*IQR, IQR interquartile range) 
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Fig. 3 – Scatter plot (σ vs μ*) of Elementary Effects method for 250 runs by taking into account 24 input parameters (indicated as colored dots) 
of building envelope. Four areas delimited by the ratio σ/μ* indicate the effect of parameter on model: light green (σ/μ*<0.1, linear effect), light 
blue (0.1≤σ/μ*<0.5, monotonic effect), pink (0.5≤σ/μ*<1, almost monotonic effect), and grey (σ/μ*≥1, non-linear and/or non-monotonic effect) 

Finally, T-RH parameters affect the evolution cracks 
measured on the cinerite that holds a fang: the cor-
relation with T is ρ=0.62 whereas with UR is ρ=-0.68. 
An empirical relationship was found: 

3b2b
1 T*RH*bFO =            (4)

where b1 = 6.76, b2 = -0.09 and b3 = 0.01. Modelled FO 
data deviate from measured FO of at most 5 %. 

4.2 Simulation 

Fig. 3 shows the results of the EEs computed taking 
into account 24 parameters (see Table 1). The most 
effective parameters corresponding with the high 
values of μ* and σ are: the thermal conductance (λs) 
and thickness (ss) of the soil, the thermal conduct-
ance of the roof (λr), and the thermal bridge related 
to the external walls and slab (TDExtW-Slab). 
The scatter plot shows that the effects of λs and 
TDExtW-Slab are non-linear and/or non-monotonic 
(indicated as the grey area in figure (σ/μ*≥1)), while 
the effects of λr and ss are almost monotonic (indi-
cated as the pink area in the figure (0.5≤σ/μ*<1)). 
The significant influence of the soil on indoor T is 
due to its low resistance at heat transfer. It is con-
trolled by several factors such as porosity and soil 
temperature. Further studies will be carried out 
taking into account the actual temperature of the 
soil. 
The other parameters form a cluster with low μ* and 
σ, which means that they have a limited influence 

on the model and could be neglected in the model 
calibration. 
Fig. 4 shows the Taylor Diagram for a comparison 
among modelled hourly indoor T (indicated as col-
oured dots) and measured hourly indoor T (indi-
cated as A) by running several simulations varying 
the first two effective parameters as described above 
(subsection 3.3.4). 

Fig. 4 – Taylor Diagram displaying a statistical comparison among 
observations (A) and 15 run models (clustered coloured dots). 
Black dotted circles are standard deviation (SD), green dashed 
circles are the centred root-mean-square-difference (E’) and, 
finally, blue dash-dotted lines are the correlation coefficient (R) 

Modelled indoor T data are strongly clustered 
showing that, even though λs and ss are the most 
effective parameters, their variation does not play a 
key role in minimizing the error among modelled 
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and measured T. Data series are highly correlated 
(R>0.95), the E’ ranges within 1.32 °C and 1.39 °C, 
and the SD is between 5.0 °C and 5.5 °C. 
In Table 2, the RMSD and the CV-RMSD of the 
indoor T over the calibration period for the first 
guess model and the calibrated model are reported 
with respect to the observations. The RMSD and the 
CV-RMSD of the calibrated model are quite lower 
than in the first guess model. Even though the most 
effective parameters were identified, the calibration 
procedure did not improve the capability of the 
model to well simulate the building. This would 
confirm that an accurate monitoring of the soil tem-
perature should be performed and included in the 
analysis. 

Table 2 – The RMSD and the CV-RMSD for the first guess model 
and the calibrated model are reported 

First Guess 
Model 

Calibrated 
Model 

RMSD 1.38 °C 1.32 °C 
CV-RMSD 8.0 % 7.8 % 

Fig. 5 shows the temporal behaviour of bias (%) cal-
culated between measured and calibrated modelled 
indoor T. The mean bias is 0.6 % (indicated as a 
dashed blue line), while the 7th and 93rd percentile 
are -9.0 % and 14.5 %, respectively (indicated as 
dashed red lines). The calibrated modelled T usually 
overcomes the measured T, mainly from the end of 
November, when a sudden drop of outdoor T 
occurs. 
The RMSD and the CV-RMSD of the indoor air T 
over the validation period (January 2016) are 1.92 °C 
and 20.0 %, respectively. In general, the modelled T 
overestimates the measured T. 
The increase in RMSD and CV-RMSD can be due to 
a different behaviour in the heat transfer of the soil 
during meteorological events. Over the validation 
period, the amount of precipitations was about 
18 mm/day, while in the calibration period heavy 
rainfall (about 230 mm/day), although sporadic, 
was recorded. 

Fig. 5 – Time plot of bias (%) computed between measured indoor T and calibrated modelled indoor T data from September to December 
2013. Blue line is the mean of bias (0.6 %), while red lines are 7th (-9.0 %) and 93rd (14.5 %) percentile of bias respectively

5. Conclusion

The temporal behaviour of indoor thermo-hygro-
metric parameters seems to be related to the solar 
exposure of the building and its capability to trans-
fer the heat thorough external walls (i.e. thin double 
skin insulated panels). This has favoured an indoor 
environment unsuitable for the conservation pur-
pose of faunal remains. The empirical relationship 
between cracks and T-RH (eq. 4) will be used for 

preventive measures after an accurate calibration of 
the building dynamic simulation model. 
The Elementary Effects (EEs) method allowed us to 
identify the most effective parameters, then used in 
the calibration. In this case study, the most effective 
parameters are the thermal conductance and the 
thickness of the soil. Nevertheless, the use of these 
parameters does not allow to minimize the error 
between calibrated modelled and measured indoor 
temperature, suggesting that other parameters, such 
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as the air infiltration rate, should be taken into 
account. 
Further studies will be conducted considering the 
measured soil temperature and humidity, and by 
using the HAMWall model implemented into the 
IDA ICE environment. The HAMWall allows the 
simultaneous simulation of the transfer of heat, air 
mass, and moisture. In this way, it will be possible 
to find the most adequate thermo-hygrometric con-
ditions to consider in the building retrofit for the 
conservation of faunal remains. 
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Abstract 
Climate control (heating, cooling, and ventilation) is an 

important aspect of animal production, since the 

zootechnical performance and the health of reared animals 

are strongly related to their comfort conditions. Currently, 

there are neither specific protocols nor commercial tools to 

estimate the energy use for climate control in a livestock 

housing. 

In this work (in the context of a funded project called 

EPAnHaus) three different energy simulation methods 

(QS: quasi-steady-state method, SH: simple hourly 

dynamic method, DD: detailed dynamic method), in 

compliance with the ISO 13790 standard, are applied to a 

broiler house. The aim of the work is to verify which 

method is more suitable to be applied for the estimation of 

heating and cooling energy needs of the animal house. A 

study was carried out to make consistent boundary 

conditions between the analysed models. 

In the comparison of the results, the variability of the 

boundary conditions is not represented in QS model, 

resulting in considerable overestimations of the heating 

energy needs in the colder months (January, February, and 

December), it does not consider the simultaneity of 

heating and cooling needs during some months (February 

and March). Dynamic models (SH and DD models) 

correctly describe the thermal behavior of the analyzed 

building, in particular the trend of heating and cooling 

loads during the production cycles, and the temperature 

trend during empty periods.  

It should be noted that the energy need for cooling is only 

theoretical since usually free cooling is provided by 

increased ventilation instead of mechanical cooling. 

Further analysis and comparison with measured data may 

therefore be carried out once the performance and the 

energy use of ventilation fans in the house are modelled. 

1. Introduction

The aim of animal rearing is to maximize reared 
animals’ zootechnical performance to increase 
production (e.g., meat, milk, and eggs) and, at the 
same time, to guarantee the best life conditions for 
the animals as required by the EU directives on 
animal welfare (e.g., European Council Directive 
2007/43/CE and 2008/120/EC). 
In this context, the climate control of livestock 
houses plays an important role, because it allows to 
maintain the indoor environmental conditions 
within a range of acceptability in terms of 
temperature, humidity, and indoor air quality 
(IAQ). 
The indoor air temperature in livestock houses must 
be kept within the range of nominal losses, a 
thermal neutral air temperature range in which the 
animal production level is acceptable (ASHRAE, 
2005). Within said temperature range, animals use 
most of the energy gained by feed intake for both, 
their own growth and the production increase. 
Humidity and contaminants are other important 
parameters that are controlled in livestock houses in 
order to guarantee optimal environmental 
conditions by ventilation. Non-optimal levels of 
moisture may increment the animals’ heat stress 
and cause health problems. Contaminants 
production is an important issue in livestock 
(European Commission, 2015): the presence of 
microscopic particles, ammonia and sulphides 
coming from feed, bedding and faecal material, may 
cause health problems to both, the animals and the 
workers inside the houses. For this reason, a 
ventilation flow rate to grant the IAQ is always 
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present in these buildings and it generally reaches 
high values (e.g., 5-7 ach). 
Temperature, humidity, and IAQ control are 
therefore indispensable for maintaining high 
production levels and for ensuring a high-quality 
environment. At the same time, they represent an 
energy use and a financial cost factor because they 
are carried out by mechanical systems (e.g. gas 
heaters and fans). Some values of energy use related 
to climate control can be found in the literature 
(Rossi et al., 2013; Costantino et al., 2016): in meat 
chicken (broilers) production, climate control uses 
75.5 % of the global thermal energy needed by the 
house, and 96.3 % of the total electricity 
consumption. These percentages consider heating 
(86–137 kWh/m2year of thermal energy) and 
ventilation (4–11 kWh/m2year of electricity, for both 
cooling and IAQ control). In swine production, 
47.7 % of total thermal energy and 69.2 % of the total 
electricity is used for climate control with 34–
37 kWh/m2year of electricity used for ventilation 
and local heating. In dairy cow production, the 
energy use for climate control is lower and only 
equal to 20.0 % of the total electricity used into a 
dairy house. 
Many aspects such as the species and the stocking 
density must be considered to estimate the energy 
performance of a livestock house. Currently, there 
are neither specific protocols nor commercial tools 
that allow farmers and agricultural engineers to es-
timate the energy use for animal house climate 
control. Due to the estimated growth in the 
consumption of livestock products e.g. meat and 
milk (FAO, 2011) and the projected transference of 
new technologies to the animal production sector in 
the coming future (De Corato et al., 2014), an 
increase in energy needs is expected in the next 
years. For this reason, the correct estimation of 
energy use in livestock houses is essential to adopt 
appropriate energy efficiency strategies in this 
sector. 

1.1 The Aim of the Work 

Given this picture, a project called EPAnHaus has 
been funded to develop a certification scheme of 
energy use for climate control in animal houses 

through modelling and simulation, and measure-
ments. In the present work, three different simula-
tion methods, namely quasi-steady-state (QS), sim-
ple hourly dynamic (SH), and detailed dynamic 
(DD) are applied to a case study. The main purpose 
is to identify which method is more suitable to be 
used at the energy performance certification stage 
for determining the energy needs for the heating 
and cooling of a livestock house. The case study 
refers to a house for broiler production. 
In the present work, we analyze the consistency 
options of the boundary conditions and assump-
tions made during the modelling stage, and com-
pare the outputs of each simulation model. In this 
way, it is possible to understand which models can 
correctly describe the boundary conditions and the 
thermal behavior of the analyzed building. 

2. Simulation 

2.1 The Case Study 

2.1.1 Broiler Production 
In the present work three different simulation mod-
els are applied to a broiler house to estimate its heat-
ing and cooling energy needs. Humidity control is 
not taken into account. 
The broiler house was chosen for the case study 
because of its interesting features from an engineer-
ing point of view. 
First, broilers are bred in a closed enclosure. 
Another interesting element is that broilers are 
reared in high stocking densities, generally between 
33 and 42 kgmeat/m2, which means an animal 
presence between 15-23 birds/m2, depending on the 
final live weight. These high values entail 
considerable heat and vapor production that 
strongly affect the indoor environment. For 
example, the flock analysed in this work (about 
34,400 birds) has a maximum sensible heat emission 
of 385 kW and it can produce 170 kg of water in 24 
hours by breathing and by faecal material. The data 
for the estimation of heat and vapor emission by 
broilers can be determined by animal physiology 
and homeothermy manuals (Esmay et al., 1986). 
An additional feature that makes broiler production 
interesting is that the climate conditions that must 
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be kept in the house are not steady during the 
duration of the production cycle (batch). 
Conditions, like the heating set point, the cooling set 
point, and the IAQ ventilation flow rate vary as a 
function of the broiler age and weight. As shown in 
Fig. 1, the two-set point temperatures are negatively 
related to the age (older broilers need lower 
temperatures than younger ones), while the IAQ 
flow rate is positively related to the age (older broil-
ers produce more contaminants due to their greater 
weight). 
For this reason (high internal gains and variable set 
point temperatures) in broiler houses heating may 
be needed also in the hot season and cooling in the 
cold one. 
In this work, a flock of 34,440 birds is considered. 
The considered stocking density for the flock is 
16.5 birds/m2, with a batch duration of 39 days. At 
day 1 of the batch, few-day-aged chicks are carried 
in the house. Between two consecutive batches, a 
sanitary empty period of 13 days is considered, in 
which there are no animals in the houses and the 
climate of the house is not controlled. Given these 
assumptions, each year, 7 completes batches can be 
carried out. 
Using performance objectives tables by feed 
companies (Lohmann Meat, 2007), the live weight of 
the birds for each day of the batch can be 
considered. At the start of the batch chicks of 
0.042 kg are considered, while at day 39, broilers 
have a final live weight of 2.5 kg, as shown in Fig.1. 
 

 

Fig. 1 – Animal weight and air set point temperatures for the 
batch duration 

Data about set point temperatures and minimum 
IAQ ventilation flow rate come from guides for the 
management of broiler houses (Cobb, 2008). In Fig 1 

the heating set point and cooling set point trends are 
shown. 

2.1.2 The reference broiler house 
Broiler production is generally carried out in low 
insulated buildings, with a width of 10-15 m and a 
length that can be greater than 100 m. 
The reference building used as the case study is in 
Parma, in the North of Italy. The building is a gable 
roof broiler house built with a steel structure and 
prefabricated sandwich panels. It is 15 m wide and 
140 m long, with the longer axis aligned on the east-
west direction. The total useful floor for the broiler 
production is 2087 m2. At the ridge level the house 
has a height of 5 m and it decreases to 3 m at the 
eave level. 
The house walls and the roof are prefabricated sand-
wich panels made up of a double layer of pre-
painted steel sheets. Between the two metal sheets a 
0.04-m thick high-density spread polyurethane 
layer (λ = 0.028 W/(m K)) is interposed as a thermal 
insulation layer. 
The floor is a reinforced concrete screed above a 
waterproofing sheet and a thermal insulation layer 
of cellular glass granules (λ = 0.08 W/(m K)). The 
thickness of the thermal insulation layer is 0.15 m, 
while the concrete screed has a thickness of 0.20 m. 
The internal heat capacity of the opaque elements 
was calculated according to the ISO 13786 standard 
(ISO, 2007). 
The analysed broiler house has a guillotine opening 
system for the windows. They are made of metal 
frames and polycarbonate alveolar panels. 

Table 3 – Thermo-physical proprieties of the building envelope 

Element 
U-value 

[W/(m2 K)] 
κi 

[kJ/(m2 K)] 
α 

[ - ] 

Walls 0.63 4.8 0.3 

Roof 0.64 4.9 0.6 

Floor 0.45 67.9 / 

Windows 3.6 / / 

 
All data used for the building envelope come from 
commercial products. The thermo-physical 
proprieties of the envelope are presented in Table 1. 
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2.2 Calculation Methods 

Three different calculation methods based on the 
ISO 13790 standard (ISO, 2008) were adopted to 
create three different energy calculation models. 
The used methods are: 
- a monthly quasi-steady-state calculation 

method (QS); 
- a simple hourly dynamic calculation method 

(SH); 
- a detailed (hourly) dynamic simulation method 

(DD). 
They differ because of the chosen time step, the 
dynamic parameters considered, and the different 
details of the requested input data. 
The adopted methods are described in the following 
sections. 

2.2.1 The quasi-steady-state (QS) model 
The quasi-steady-state calculation method (ISO, 
2008) is based on the monthly balance of heat losses 
(transmission and ventilation) and heat gains (solar 
and internal), assessed in monthly average condi-
tions (Corrado et al., 2007). The dynamic effects on 
the net energy needs for space heating and space 
cooling are taken into account by introducing a uti-
lization factor for the mismatch between transmis-
sion plus ventilation heat losses and solar plus inter-
nal heat gains leading to heating/cooling loads. The 
utilisation factor depends on the time constant of 
the building, the ratio of heat gains to heat losses, 
and the occupancy/system management schedules. 
The energy need for space heating and cooling for 
each month is calculated as: 
 

gngnH,htH,ndH, QηQQ ⋅−=    (1) 

htC,lsC,gnndC, QηQQ ⋅−=    (2) 

 
where, QH/C,nd is the energy need for space heat-
ing/cooling, QH/C,ht are the total heat losses (trans-
mission plus ventilation), Qgn are the total heat gains 
(internal plus solar), ηH,gn is the utilization factor of 
heat gains, and ηC,ls is the utilization factor of heat 
losses. 
The actual lengths of the heating and the cooling 
seasons are determined on the basis of the limit 
value of the dimensionless heat-balance ratio for the 
heating mode and the cooling mode respectively. 

The limit value is expressed as a function of a 
dimensionless numerical parameter depending on 
the time constant of the building. 

2.2.2 The simple hourly dynamic (SH) 
model 

The simple hourly dynamic model is described in 
Annex C to the ISO 13790 standard (ISO, 2008). It 
consists in a simplification of the heat transfer 
between outdoor and indoor environment based on 
a similarity between the thermal behavior of the 
analyzed building and a resistance – capacitance 
network made of 5 resistances and 1 capacitance 
(5R1C). The schematics of the model is reported in 
Fig. 2 where: 
- θair: indoor air temperature 
- θs: temperature given by the mix of mean radi-

ant and indoor air temperature 
- θm: temperature of the capacitive mass node 
- θe: outdoor air temperature 
- θsup: supply air temperature 
- Hve: ventilation heat transfer coefficient 
- Htr,is: heat transmission coefficient 
- Htr,w: transmission heat transfer coefficient 

through windows 
- Htr,op: transmission heat transfer coefficient 

through opaque components 
- Cm: building fabric heat capacity 
- Φia, Φst, Φm: internal and solar heat gains 
- ΦH/C,need: heating or cooling heat load. 
The indoor air temperature (θair) is calculated as: 
 

veistr,

ndH/C,iasupvesistr,
air HH

ΦΦθHθH
θ

+

++⋅+⋅
=  (3) 

 
The heating/cooling energy need during the ana-
lyzed period (QH/C,need) is obtained by summing the 
ΦH/C,need per each time step adopted by the model (1 
hour). 
This model was applied to a calculation tool for the 
estimation of the heating and cooling energy need 
of a broiler house, as shown in Fabrizio et al. (2015). 
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Fig. 2 – Schematic representation of the simple hourly method 
(ISO, 2008) 

2.2.3 The detailed dynamic (DD) model 
The detailed dynamic model was created in the 
EnergyPlus software tool (Filippi et al., 2012). 
The building thermal zone calculation method of 
EnergyPlus is the air heat balance model. It is based 
on the assumptions that the air in the thermal zone 
has, by default, a uniform temperature, the 
temperature of each surface is uniform, the long-
wave and short wave radiation is uniform, the 
surface irradiation is diffusive, and the heat con-
duction through the surfaces is one-dimensional. 
The air heat balance, neglecting the heat transfer 
due to infiltration and to inter-zone air mixing, can 
be written as: 

. .
z

z c,i i i si z v p e z sys
1 1

( ) ( )
surfcaceNN

i i

dC Q h A m c Q
d
θ

θ θ θ θ
τ = =

= + − + − +∑ ∑
(4) 

where, N is the number of convective internal loads 
Qc,i, hi∙Ai∙(θsi–θz) is the convective heat transfer from 
the zone i-surface at temperature θsi to the zone air 
at temperature θz, while cp∙(θe–θz) is the heat transfer 
due to ventilation with the outside air, and sysQ& is

the system output. The capacitance Cz takes into 
account the contribution of the zone air as well as 
that of the thermal masses assumed to be in equilib-
rium with the zone air. In order to determine the 
building net energy need under ideal conditions 
and to make the result independent from the system 
features, the so-called “Ideal Loads Air System”, 
which can be operated with infinite heating and 
cooling capacity, was applied. 

A time step of fifteen minutes was adopted in the 
simulation. 
Some examples of application of this tool to animal 
houses can be found in literature (Fabrizio, 2014). 

2.3 Consistency Options 

In order to compare the net energy needs obtained 
with different methods, the modelling procedures 
should be made consistent, as shown in Corrado et 
al. (2015) and Ballarini et al. (2011). In the following, 
the consistency options applied to the models are 
presented. 
- The hourly weather data (outdoor air tempera-

ture, solar radiation) used in the DD simulation 
come from a data set known as IWEC 
(International Weather for Energy Calcula-
tions). The same data were applied in the SH 
model. The monthly average values were con-
sidered in the QS model. 

- Hourly schedules of heating and cooling set 
point temperatures, internal heat sources 
(sensible heat emission of broilers), and 
ventilation flow rate were assumed in the 
hourly methods (DD and SH), while monthly 
averages of the same quantities were used in 
the QS model. 

- In EnergyPlus, the opaque and transparent 
building components were modelled by defin-
ing the detailed thermo-physical parameters of 
their materials (e.g., thermal conductivity, den-
sity, specific heat capacity, spectral features). 
The resulting thermal transmittance values of 
the envelope components and the total solar 
energy transmittance of glazing were applied to 
the SH and the QS model. 

3. Discussion and Result Analysis

3.1 Numerical Results 

The yearly energy needs for heating and for cooling 
estimated by the three models are reported in 
Table 2. From the table, it is possible to notice that 
the total heating energy need of the QS model is the 
highest value. By contrast, the SH total cooling 
energy need is the highest one, while the value 
obtained through the QS model is the lowest. For 
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both heating and cooling energy needs, the results 
of DD fall within the values obtained by the QS and 
SH models. 
Focusing on the total heating energy needs, the dif-
ferences between the outputs of the three models 
appear to be not negligible. Table 2 shows that, 
assuming the DD model value as a reference, the 
value estimated by the SH model is smaller by 
17.0 kWh/m2 (-17 %). The yearly heating need value 
estimated by the QS model is greater than DD by 
66.9 kWh/m2 (+66 %). 
By contrast, when looking at yearly energy need 
values for cooling, all values are quite similar. 
Considering the detailed dynamic model (DD) 
result as reference, the QS model result is lower by 
18.2 kWh/m2 (-9 %), while the SH model value is 
greater by 6.7 kWh/m2 (+3 %). 

Table 2 – Yearly energy needs for heating and cooling (outputs of 
the models) 

Energy use QS model SH model DD model 

Heating 
[kWh/m2] 

168.1 84.2 101.2 

Cooling 
[kWh/m2] 

187.5 205.7 199.0 

 
The significant difference that exists especially 
between the heating values of the QS model and of 
the DD and SH models can be explained by analyz-
ing the monthly energy needs, as shown by Fig. 3. 
In colder months, the energy needs for heating, es-
timated by the QS model, are greatly overestimated, 
in particular in January, February and December. 
Another interesting element is that the QS model is 
not able to consider the simultaneity of a heating 
and a cooling energy need in the same month, ex-
cept for those months in which heating and cooling 
seasons (or vice versa) change, as it occurs in Octo-
ber. Since it does not contemplate this aspect, the QS 
model does not consider important shares of energy 
needs, such as the cooling needs in February and in 
April. 
For these reasons, the use of the QS model cannot be 
recommended for this type of application. 
 

 

Fig. 3 – Monthly heating and cooling energy needs; (QS model: 
full color columns; SH model: striped columns; DD model: dotted 
columns) 

In Fig. 4 the trends of heating and cooling loads 
estimated by the two dynamic models (SH and DD 
models) are shown during a complete batch carried 
out between February and April. In the first part of 
the chart (batch start) neither heating nor cooling 
loads occur because the birds are not inside the 
building, therefore the air temperature fluctuates in 
free-range conditions. When the young chicks arrive 
at the broiler house, there is a heating load peak 
which is estimated differently in the two models, 
while later, the trends of loads in both models 
appear quite close.  
 

 

Fig. 4 – Hourly heating and cooling need during a batch 
(February–April) 

While the animals grow, the heating load decreases, 
as shown in Fig. 4, as a function of the decrease in 
the heating set point temperature, and the cooling 
load increases during the last part of the batch. The 
RMSE between the two-load profiles, calculated 
over the 936 h of the batch, is equal to 22.0 kW for 
the heating load and to 8.1 kW for the cooling load. 
Not considering the first days in the calculation of 
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the heating load, the RMSE between the two trends 
decreases to 7.3 kW.  
In Fig. 5 the indoor air temperature trends estimated 
by the SH and DD models are shown for the last 
days of the batch of Fig. 4, and for the following 
empty period. In the first part of the chart both 
estimated indoor air temperatures (obtained 
through the SH and DD models) correspond to the 
cooling set point. When the batch ends, the broiler 
house is empty, no set point temperature is 
requested and the indoor air temperature fluctuates 
in a free running condition. Both models present 
very close air temperature trends after some days, 
while just after the system shut off, the temperature 
decay in the DD model takes a few days when 
compared to the decay in the SH model that takes 
place in a few hours. This may be due to a difference 
in the heat capacity estimation of the floor in the two 
models. 
 

 

Fig. 5 – Temperature trends at the end of the batch of Fig. 4 and 
during the following empty period (free running conditions) 

4. Conclusion 

In the present paper, three simulation models for 
the estimation of the energy needs of a broiler house 
are compared. 
The results show that the simple hourly dynamic 
method (SH) and the detailed (hourly) dynamic 
simulation method (DD) give similar results for 
heating and cooling energy needs, with a difference 
between 9 % and 17 %. The monthly quasi-steady-
state method does seem not to be suitable for the 
energy analysis of such house because it con-
siderably overestimates the heating energy need 
values and it is not able to correctly consider the 

variation of boundary conditions (e.g., set point 
temperature and internal heat gains). 
It should be noticed that the cooling energy need is 
only theoretical; in fact only free cooling techniques 
based on the house’s tunnel ventilation are applied. 
Therefore, a direct comparison with the measured 
data cannot be made at this stage, but it should be 
made once the electricity use for ventilation in free 
cooling mode is also estimated. 
The presented methodology may also be used for 
estimating the energy consumptions of other live-
stock houses for animal species commonly reared in 
intensive breeding, such as swine and laying hens. 
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Nomenclature 

Symbols 

C Effective heat capacity (kJ/K) 
H Heat transfer coefficient (W/K) 
Q Thermal energy (Wh) 
U Thermal transmittance (W/(m2 K)) 
α Solar absorption coefficient (-) 
η Utilization factor (-) 
θ Temperature (°C) 
λ Thermal conductivity (W/(m K)) 
κ Areal heat capacity (kJ/(m2 K)) 
Φ Heat flow rate (W) 

Subscripts/Superscripts 

a Air 
C Space cooling 
e External, exterior 
gn Heat gains 
H Space heating 
ht Heat transfer 
i Internal (temperature) 
ls Losses 
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m Mass-related 
nd Need (energy) 
op Opaque 
tr Transmission (heat transfer) 
sup Supply (of air) 
ve Ventilation (heat transfer) 
w Windows 
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Abstract 
The total energy demand of buildings consisting of heat-

ing, cooling, and artificial light demand is strongly 

depends on solar gains resp. daylight passing the façade. 

To prevent glare issues and overheating in summer, shad-

ing systems are widely used especially in office buildings. 

The majority of such systems involve venetian blinds. To 

provide a satisfying operation of the blind systems, the 

decision whether the façade should be opened or closed 

has to be based on live measurements of the external situ-

ation in terms of solar radiation, illuminance, and ambient 

temperature. The most commonly used control strategies 

operate rudimentarily, and often choose only between the 

two façade states, retracted blinds and deployed at a cer-

tain angle, mostly around 45°, based on simple criteria 

depending on single values of external sensors. This paper 

introduces a novel control strategy, which simulates the 

necessary artificial light and heating or cooling demand 

for each possible blind position in real time depending on 

external boundary conditions. This allows the determina-

tion of the best blind angle in terms of minimal total 

energy demand. The results show that these elaborate 

strategies can have a remarkable influence on the total 

energy demand of buildings. The evaluated test scene 

shows 30 % savings in terms of total primary energy 

demand could be achieved compared to conventional sun 

protection control strategies. In addition, daylight expo-

sure of the occupants’ faces can be improved and this rep-

resents an important factor for the melanopic effect. Two 

new strategies are applied to three different façade setups 

for a single office scenario and compared to a hypothetical 

reference system, which represents the state of the art. 

1. Introduction

The transparent area and the insulation qualities of 
the façade define the total energy demand of the 

building. Solar gains reduce the heating demand in 
winter but can cause overheating or a high cooling 
demand in summer. To avoid that, a sun protection 
façade system can be installed, which is usually 
activated by exceeding external irradiation values in 
summer. Such façade systems often also fulfil a 
glare protection function, which is controlled by the 
occupant. Furthermore, it has an enormous influ-
ence on the daylight input and thus on the artificial 
lighting demand. However, this impact is usually 
not taken into account in the façade control strategy 
and energetically optimized façade system posi-
tions in terms of minimal heating, cooling, and arti-
ficial light demand cannot be determined. 
Two elaborate integral control strategies for façade 
systems are introduced and compared to a com-
monly employed “reference strategy”. In contrast to 
other studies introducing elaborate integral control 
strategies, which operate blinds at cutoff angle or 
optimize blind angles to improve daylight redirec-
tion in deeper regions of the room (Liu et al., 2015; 
Chan and Tzempelikos, 2015), a full factorial simu-
lation of all possible blind positions in every time 
step is provided in this study. Both introduced strat-
egies involve a daylight simulation based on the 
radiance three-phase-method (Ward et al., 2011). It 
is used to detect glare, calculate the vertical illumi-
nance of the occupant’s faces, and assess the hori-
zontal room illuminance on certain points by day-
light. Finally, the artificial light demand results 
from the difference to a requested illuminance of 
500 lx on the working plane. While the first strategy 
only deals with lighting issues, the second strategy 
additionally includes a simplified thermal analysis 
and is therefore capable of considering concerning 
about the total energy demand in the choice of the 
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optimal blind-positions. For the optimization, a tar-
get function is defined including the calculation of 
all possible blind-positions. The one that reaches the 
optimum for the target function will be chosen. A 
detailed description of both strategies, their optimi-
zation processes, and the daylight simulation rou-
tine is provided in Section 2.4. 
Three different façade build-ups are investigated. 
All of them employ external blinds that form the 
second most investigated systems in literature 
(Konstantoglou and Tsangrassoulis, 2016) after the 
internal blinds, hardly capable of preventing over-
heating in summer. The systems differ in terms of 
adjustability and blind type. While the first and sec-
ond system only use shading blinds, the third sys-
tem consists of shading blinds in the lower part and 
daylight redirecting blinds in the upper part. Sys-
tem two and three differ from system one in the fact 
that blind angles can be chosen differently in the 
lower and upper part. 
The influences and potential savings of this novel 
control strategy are evaluated with the dynamic 
thermal building simulation tool, TRNSYS. Only the 
first of the three façade-systems is operated by all 
three strategies, since the other two systems involve 
separately controllable blind systems for the upper 
and lower part and thus they cannot be handled by 
the “reference strategy”. 
The annual simulations are performed on a single 
office with a south façade, using an EnergyPlus 
weather file for Innsbruck, Austria. The thermal 
insulation of the room is chosen to fulfil passive 
house standards. The windows consist of three 
panes where shading blinds are used and an addi-
tional glazing to protect the daylight redirecting 
blinds. In Sections 2.1 and 2.4 the geometry respec-
tively other parameters of the thermal model are 
described in detail. 

2. Model Setup

Parameters like room ventilation and envelope 
insulation including window build-up, have a sig-
nificant influence on the thermal balance of the 
model, and consequently on the energy optimizing 
blind control strategy. Since the introduced blind 
systems and control strategies are not expected to 

find their main application in the retrofitting of 
existing buildings, a new building with passive 
house standard is assumed for the present study. 

2.1 Geometry 

As a test scene, a two-person office with a floor area 
of 5 x 5 m, a room height of 3 m and a façade, which 
is opaque in the part below 1 m and fully glazed 
above, is assumed. For the window a three-pane 
glazing is considered, including an additional pane 
in case of the daylight redirecting blind, which 
measures 1 m in height. 

2.2 Investigated Blind Systems and 
Daylight Calculation 

As shown in Fig. 1 left, diffuse reflecting, down-
wards curved lamellae are assumed as external 
blinds. Highly specular reflecting lamellae, which 
show an upward curvature, form the daylight redi-
recting blinds and are shown in Fig. 1 right. For the 
daylight simulation, the blind systems were geo-
metrically modelled and bidirectional scattering 
distribution functions (BSDF) data were calculated 
for eight different blind angles (0°, 10°, 15°, 25°, 35°, 
45°, 60°, 75°) using the radiance genBSDF method. 

Fig. 1 – Left: External blinds; Right: Daylight redirecting blinds 

The daylight calculations have to be carried out for 
all lamella positions in a very short timeframe to 
achieve real time results. Therefore daylight coeffi-
cients for diffuse und direct radiation are pre-calcu-
lated using the radiance three-phase-method (Ward 
et al., 2011). The BSDF-data in matrix format are mul-
tiplied by the daylight-matrix (diffuse and direct) 
from left, and by the view-factor-matrix from right. 
The multiplication of the resulting matrix by the day-
light vector from the left, allows the calculation of the 
room illumination by daylight. The dimensions of the 
BSDF-matrix depend on the required angular resolu-
tion for the incoming and outgoing half-space. For 
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the study at hand, Klems resolution was chosen, thus, 
the dimensions of the BSDF-matrix equal 145 x 145. 
For the daylight vector, the Tregenza discretization 
with 145 patches was chosen so the daylight-matrix 
also shows the dimensions of 145 x 145. The view-fac-
tor-matrix represents the mapping from the inner 
intensity distribution of the façade system to the 
measurement points (MP) inside the room, where the 
vertical and horizontal illuminance as well as the 
received luminance were calculated. The positions of 
the four MPs are shown in Fig. 2. At MP 1 and 2, 
which are 0.85 m above the ground, the vertical illu-
minance was calculated. The resulting values were 
used to calculate the artificial light demand that 
equates to the difference of the calculated daylight 
illuminance at the darker of the two MPs to the 
required 500 lx. 

Fig. 2 – Positions of measurement points (MP) in the test room 

MP 3 and 4 represent the sitting occupant’s faces at 
a height of 1.2 m. Two different indicators are deter-
mined at these positions. The first is the vertical 
illuminance, used to evaluate the potential of gain-
ing a nonvisual effect of the applied strategy and 
façade system. The second identifier is the maxi-
mum of the observed luminance. Glare is detected 
whenever this value exceeds 3000 cd/m² for either 
MP3 or MP4. This criterion was chosen according to 
DIN EN 12464-1, which defines an upper limit for 
the luminance of light fixtures that could cast reflec-
tions onto screens. 
The daylight calculation was split up into a direct 
and a diffuse part from sun and sky respectively. 
The luminance of the sky is assumed to be homoge-
nously distributed over the entire half-space. Using 
the three-phase-method, for each measurement 
point and blind position one diffuse and 145 direct 
daylight factors are simulated in advance and saved 

in a database. These 146 factors describe the quo-
tient of internal and external luminance/illuminance 
by a diffuse sky and 145 sun positions. In each time 
step, the measured diffuse radiation is multiplied by 
the diffuse factor and the direct radiation is multi-
plied by the factor, which is chosen from the 145 
direct values depending on the sun position. The 
results from direct and diffuse daylight calculation 
are summed up at the end resulting in internal lumi-
nance and illuminance values. These simplified cal-
culations of two multiplications allow a real time 
determination of the daylight input for all possible 
blind positions, even in case of complex daylight 
redirection systems. 

2.3 Coupled Thermal and 
Lighting Simulation 

In order to evaluate the performance of this novel 
control strategy, the algorithm is tested within a 
TRNSYS simulation environment, which represents 
the building behavior using the multi-zone-build-
ing model Type56. Thus, the simulation routine 
comprises a thermal evaluation in TRNSYS, which 
is coupled to a thermal and lighting calculations 
based on the pre-calculated daylight factors de-
scribed in Section 2.2 in the time step. The lighting 
and thermal calculations, as well as the optimization 
of blind positions are amalgamated in so-called 
VEC-modules (Visual and Energy Control), as de-
scribed more closely in Section 2.5. The coupling 
routine works as follows: TRNSYS acts as master 
and hands over relevant parameters from the 
weather file to the particular VEC-module in every 
time step. The VEC-Module computes and returns 
values of the optimal blind position as well as the 
horizontal and vertical illuminances on the working 
plane, respectively the occupant’s faces and the arti-
ficial light demand. TRNSYS considers the artificial 
light demand in the thermal simulation as an addi-
tion to the internal gain. Solar gains are calculated 
in TRNSYS using the newly introduced window 
model based on solar BSDFs and ISO 15099 algo-
rithms (Hiller and Schöttl, 2014), provided by Trans-
solar as beta-version within this research work. 
Thereby, additionally to the solar transmittance, also 
the secondary heat flux is taken into account proper-
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ly. The changing of the blind angle of the VEC-mo-
dule is performed in TRNSYS by choosing the appro-
priate thermal BSDF of the system. The calculation of 
the thermal BSDFs were done in Window 7 using the 
previously calculated optical BSDFs. Almost the 
entire simulation setup is equal for all strategies and 
façade systems, except for the set of thermal BSDFs 
that change according to the investigated façade 
system, and the VEC-module is swapped according 
to the evaluated strategy and façade system. 

2.4 Build-Up for Thermal Simulation in 
TRNSYS 

Since the investigated office is assumed to be part of 
a large office building and adjacent room tempera-
tures are considered equally, the heat flux through 
adjacent walls is neglected. To achieve a realistic 
simulation, some basic assumptions for the test 
setup were made. 
Table 1 – Parameters of test room for the thermal simulation 

Parameter Value 

U-value façade wall 0.1 W/m²/K 

U-value window glazing (no shade) 0.7 W/m²/K 

g-value window glazing (no shade) 0.5 

Sensible heat emissions* 70 W/pers. 

Operating hours* 7am-6pm 

Internal loads* (equipment) 9.6 W/m² 

Heating threshold* 20 °C 

Cooling threshold* 26 °C 

Air change rate domestic* 
(occupied/unoccupied) 

0.96 / 0.2 h-1 

Air change rate night* 3 h-1 

Heat recovery rate 80 % 

Infiltration rate 0.07 h-1 

Reflectance (ceiling/walls/floor) 80 / 50 / 30 

Luminous efficacy of artificial light 70 lm/W 

*according to SIA 2024  

The occupation time and a schedule for internal 
gains were chosen by following the SIA 2024 stand-
ard. The chosen parameters for the test room for the 
thermal simulation are listed in Table 1. 

2.5 VEC-Module 

The VEC-module holds the control logic and is 
adapted to the particular façade system. As de-
scribed in Section 2.2 the daylight calculation in the 
VEC-module is based on pre-calculated values. In 
each time step the diffuse and the direct daylight 
vectors are calculated based on the global and dif-
fuse horizontal illuminance. 
According to the applied control strategies and fa-
çade systems, different variants of the VEC-module 
were used, but for convenience all of them use the 
same set of input and output parameters, listed in 
Table 2. The global and diffuse vertical radiation is 
only used in the VEC-module, which employs the 
energy optimizing strategy. While the artificial light 
demand is the only energy output delivered by the 
VEC-module, heating and cooling demand were 
calculated in TRNSYS based on the blind position 
chosen by the VEC-module, as described in Section 
2.2. 

Table 2 – Input and output parameters of VEC-modules 

Inputs Outputs 

- Timestamp  
[hour in year] 

- Ambient temperature 
[°C] 

- Global vertical 
radiation [W/m²] 

- Diffuse vertical 
radiation [W/m²] 

- Global horizontal  
radiation [W/m²] 

- Diffuse horizontal  
radiation [W/m²] 

- Global horizontal  
illuminance [lx] 

- Deployment of blinds 
[bool] 

- Blind angle middle 
façade part [deg] 

- Blind angle upper  
façade part [deg] 

- Vertical daylight  
illuminance MP3 [lx] 

- Vertical daylight  
illuminance MP4 [lx] 

- Horizontal  
Illuminance [lx] 

- Artificial light  
demand [W/m²] 

 
Each variant of the VEC-module is defined by pre-
calculated daylight factors depending on the 
deployed façade system and the employed control 
strategy. The three façade systems are external 
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blinds with continuous hanging, external blinds 
whereby the blind angle can be chosen separately 
for the upper and middle façade part and a combi-
nation of daylight redirecting blinds in the upper 
part and, finally, external blinds in the middle part. 
The three strategies are the “reference strategy” 
which decides to close the façade with a blind angle 
of 45° whenever the vertical global radiation rises 
above 150 W/m², the “light strategy” which always 
uses the blind position allowing maximal daylight 
entry without causing glare, and the “energy strat-
egy” which performs an energetic analysis of all the 
blind positions and chooses the one generating the 
lowest primary energy demand. For heating and 
cooling heat pump systems with coefficients of per-
formance of 3.5, respectively 2.5 are assumed. The 
primary energy demand is calculated by adding up 
heating, cooling, and artificial light demand 
weighted by the primary energy factors, for which 
values of 0.67, 0.96 and 2.4 are assumed respec-
tively. The strategies “light” and “energy” avoid 
glare, since they exclude all blind positions, which 
meet the glare criterion during the office hours. 
The energy analysis of the “energy strategy” com-
prises simplified calculations of the heating and 
cooling demand of the investigated room after the 
EN 13790 standard. Heating and cooling demands 
are calculated for every possible blind position, 
neglecting the thermal mass of the room. The con-
sideration of the thermal mass is problematic, 
because the thermal situation in the time step before 
would strongly influence the decision for the opti-
mal blind position. As an example in the morning of 
a hot summer day, the building’s core temperature 
can still be relatively cold due to night ventilation 
and thus the cooling demand can be strongly under-
estimated. In that case, the strategy would not take 
into consideration the possible overheating in the 
morning hours and thus open the blind angles up to 
glare limitation. Due to the thermal mass of the 
building, the solar gain in the morning would have 
a negative repercussion on the rest of the day. That 
means a realistically calculated cooling demand is 
not the optimal criterion for the choice of the blind 
position. The stationary cooling demand was found 
to form a much more useful criterion for the optimi-
zation of the blind positions, since it sets the thermal 
insulation of the building in relation to the solar 

gain, and that parameter is directly influenced by 
the variation of the blind positions. 

3. Evaluation of Simulated Data 

The main goal of the present study is to evaluate 
blind control strategies according to the primary 
energy demand they cause, and for their ability of 
gaining a melanopic effect. Since control strategies 
interact directly with façade systems, an independ-
ent comparison is not expedient. The performed 
simulations involved different façade systems and 
different control strategies. A comparison between 
different façade systems controlled by the same 
strategy, as well as a comparison between different 
control strategies acting on the same façade system 
is shown in Section 4. For the energy evaluation of 
the strategies and façade systems, the primary 
energy demands for heating and cooling calculated 
in TRNSYS, and artificial light calculated in the 
VEC-module, were evaluated on a monthly and 
annual basis. To evaluate the façade systems’ and 
strategies’ potential of reaching a melanopic effect, 
the vertical illuminance was evaluated in MP 3 and 
4, and integrated in the office hours of each month 
and for the whole year, resulting in the vertical 
luminous exposure. The melanopic effect comprises 
several non visual effects of daylight on humans. 
The term melanopic originates from the protein 
melanopsin, which can be found in intrinsically 
photosensitive retinal ganglion cells and plays an 
important role for the circadian rhythm (Hattar et 
al., 2002; Provencio and Warthen, 2012). A proper 
definition of the melanopic effect is still missing, but 
it strongly depends on the vertical illuminance of 
the occupants faces. The vertical luminous exposure 
is calculated as an integral of the vertical illumi-
nance of the occupants faces during the office hours. 
The monthly and annual sum of these values can be 
used to assess the melanopic effect potential of the 
investigated setup. Since the melanopic effect is crit-
ical in winter and not critical in summer, the vertical 
luminous exposure was only evaluated for those 
days in which the sun rises after 7 am. It can be 
assumed, that workers gain sufficient daylight on 
their way to the office outside that time of year. The 
calculated values of the monthly and annual vertical 
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luminous exposure are used to compare the partic-
ular strategies and façade systems in terms of their 
ability to provide a melanopic effect for the occu-
pants. 

4. Results and Interpretation 

Fig. 3 shows the annual and monthly primary 
energy demand of the test room for the energy, 
light, and reference strategies. 
 

 

Fig. 3 – Annual and monthly primary energy demand of the test 
room equipped with external blinds (EB) for the energy, light, and 
reference strategies 

The comparison of the three strategies shows that 
the cooling demand is the energetically most critical 
parameter for the control strategy. Since the investi-
gated room was assumed to be well insulated 
according to passive house standards, for subopti-
mal control strategies a cooling demand can also be 
observed in winter. This is a rather hypothetical 
problem, since overheating in winter could be easily 
solved by temporarily increasing the ventilation 
rate or simply by opening a window. In such a case, 
the control strategy of the ventilation system would 
have to be adopted. The ventilation system defined 
for the thermal simulation in TRNSYS was not 
adjusted to that case, but to interact well with the 
“energy strategy”. An energetically optimized strat-
egy can reduce the cooling demand to the mini-
mum, and for the simulated location, Innsbruck, 
Austria, the blind strategy can make the difference 
whether a cooling system is required or not. The 
only strategy that really depends on a cooling sys-
tem is the “light strategy”, whereby the artificial 

light demand is the only parameter that was mini-
mized, and the blind angles are always opened to a 
maximum just to avoid glare. This causes high solar 
gain also in summer. The “reference strategy” per-
forms well enough in terms of the cooling demand, 
since cooling in winter must not be taken into 
account, and the demand in summer is comparable 
to the value given by the “energy strategy”. The 
heating demand can be reduced by more than 20 % 
when the “light” or “energy strategy” is applied 
compared to the “reference strategy”, but the abso-
lute energy savings of 0.6 kWh/m²/year is not worth 
mentioning. Since the wall buildup is assumed to 
comprise a good thermal insulation and the ventila-
tion system with energy recuperation is taken into 
account, the heating demand does not leave much 
room for improvement. The main energy demand 
remaining for a well-insulated building equipped 
with a solar shading system is the artificial light 
demand. Compared to the “reference strategy” the 
artificial light demand can be reduced by 28.7 % or 
4.6 kWh/m²/year with the application of the “energy 
strategy”. The “energy strategy” achieves nearly the 
same artificial light demand as the “light strategy”. 
Due to the fact that during the winter there is less 
gain in heating and artificial light demand is higher, 
the “energy strategy” prefers open façade settings, 
which results in same blind position as with the 
“light strategy”. During the summer, the available 
daylight mostly suffices for the room illumination, 
even for the blind positions, which are chosen to 
prevent overheating. In this test setup the total pri-
mary energy saving for the “energy strategy” com-
pared to the “reference strategy” is 29.6 % or 5.9 
kWh/m²/year. 
In Fig. 4 the annual and monthly vertical luminous 
exposure of the occupant’s faces is shown. When the 
“reference strategy” is used, the occupants gain 
slightly more daylight during the critical period 
compared to the “energy strategy”, but this result 
has to be considered with caution, because the “ref-
erence strategy” does not include a proper glare 
protection. The “light strategy” achieves the maxi-
mum quantity of daylight on the occupants, 
whereby glare is avoided. Although lighting energy 
savings are negligible, the vertical luminous expo-
sure is increased by 18 % in the critical time com-
pared to the “energy strategy”. 
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Fig. 4 – Annual and monthly vertical luminous exposure of the 
occupants’ faces for the time range between October 5 to February 
16, when sunrise is after 7 am 

The reason for this discrepancy is that in time steps 
where several blind configurations neither cause 
glare nor artificial light demand, the “light strategy” 
tends to choose the configuration where the blinds 
are opened to a maximum. Since the target function 
of the “energy strategy” includes the heating and 
cooling demand in addition to the artificial lighting 
demand, it will choose a further closed façade con-
figuration where still no artificial light is needed to 
avoid overheating in summer. 

 

Fig. 5 – Annual and monthly primary energy demand of the test 
room equipped with the façade systems external blinds in combi-
nation with daylight redirecting blinds (EB DRB energy), external 
blinds two part hanging (EB EB energy) and external blinds (EB 
energy) controlled by the strategy energy 

Fig. 5 shows the annual and monthly primary 
energy demand of the test room equipped with the 
façade systems external blinds (EB), external blinds 
with two-part hanging (EB EB), and external blinds 

in combination with daylight redirecting blinds (EB 
DRB) controlled by the strategy energy. The greater 
amount of possible façade configurations allows the 
simultaneous decrease of all three energy demands 
in total by 15 % using external blinds with two-part 
hanging compared to external blinds with continu-
ous hanging. The façade settings “EB EB energy” 
and “EB DRB energy” achieve nearly the same ener-
getic performance. 
Fig. 6 shows the annual and monthly mean value of 
the vertical luminous exposure of the occupants’ 
faces. 

 

Fig. 6 – Annual and monthly vertical luminous exposure of the 
occupants’ faces for the time range between October 5 to February 
16, when sunrise is after 7 am 

Even though the artificial light demand is higher, 
the vertical luminous exposure during the critical 
time is slightly higher, by 6 %, for the external blinds 
with two-part hanging compared to the daylight 
redirecting blind system. A possible reason for that 
curiosity is the fact that daylight redirecting blinds 
project daylight deeper into the room than diffuse 
reflecting external blinds. Since all workplaces in 
the test office are assumed to be close to the 
window, this illumination of the deeper space is not 
profitable for the occupants. 

5. Conclusion 

Energetically optimizing blind control strategies 
and ventilation strategies can work independently, 
but since they address the same optimization goal, 
namely minimizing the heating and cooling 
demand, they have to be adapted to each other in 
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order to keep them from working against each 
other. 
A blind control strategy that only aims to avoid 
glare and has no included sun protection function 
can cause serious overheating problems. The addi-
tion of an energy optimization can make the instal-
lation of a cooling system unnecessary, depending 
on the climate at the specific site. 
The performance of this integral control strategy at 
the evaluated test scene shows 30 % savings in terms 
of primary energy demand. Artificial light demand 
can be kept at its almost optimal level when an 
optimization of the total primary energy demand is 
performed. For the vertical luminous exposure of 
the occupants’ faces, some room for improvement 
remains however still available. 

6. Outlook

A scientific definition of the melanopic effect, which 
is still an object of research, so far is missing. There-
after, a strategy to find a compromise between the 
minimal energy demand and the maximal mela-
nopic effect can be investigated. 
For future studies, a more realistic scenario could be 
achieved by a thermal simulation of an entire build-
ing including different façade orientations. The 
investigation of different sites would also be of 
interest. 
The test room chosen for the study at hand does not 
show any benefits when using daylight redirecting 
blinds. A deeper office room with workplaces fur-
ther away from the window should also be investi-
gated to confirm or refute the expected benefit of 
using daylight redirecting blinds. 
An implementation of the introduced energy blind 
control strategy at a test site and/or in a real build-
ing is necessary to investigate its applicability in the 
real world. 
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Abstract 

As in the past, urban morphology plays an important role 

for the livability of the city and for both outdoor and in-

door human comfort. Nowadays, the relationship between 

the urban form and energy consumption has been esti-

mated by many researchers, showing how the morpho-

logical aspects influence the energy consumption of the 

buildings, the thermal comfort of the urban spaces and the 

district air quality. Conversely, in recent urban planning 

processes, these morphological aspects are undervalued 

or not considered, any more. To reinforce their impor-

tance, this paper presents an optimization of a previous 

statistical model made by the complementary use of bot-

tom-up and top-down models to evaluate the energy-use 

of residential buildings. The average intensity of energy-

use data for residential buildings with a different age, 

shape, and heated volume has been corrected using the 

urban energy-modelling tool CitySim Pro. This hybrid 

approach describes how the urban form, the solar expo-

sure of the buildings, the outdoor spaces and the material 

characteristics of the urban surfaces impact the energy 

performance of the buildings. This research analyzed a 

case study in the city of Turin (Italy) to quantify the space 

heating energy-use of residential buildings. To estimate 

the buildings heating energy-use, the urban energy simu-

lation tool CitySim Pro was used, and the building infor-

mation model of Turin was validated with the real con-

sumptions data based on two years of monitoring data. 

The results of this research show a direct correlation 

between the buildings energy-use and the following five 

urban variables: Building Coverage Ratio, Aspect ratio, 

Main Orientation of the Streets, Solar factor, and albedo 

coefficients of outdoor surfaces. The building density and 

the urban canyon phenomenon play an important role, as 

they reduce the heating energy-demand in medium den-

sity urban contexts. Furthermore, the solar exposure 

strongly influences energy demands, especially for high 

buildings density contexts, as well as the presence of green 

surfaces. The proposed methodology, based on a multi-

variate compensative approach, can support urban plan-

ning to improve the energy sustainability of the cities. 

1. Introduction

According to the European Commission (European 
Commission, 2016), buildings are responsible for 
40 % of energy consumption and 36 % of CO2 emis-
sions in the EU. Within this frame, the buildings 
energy efficiency is an increasingly important in-
stance for environmental sustainability. Recent 
studies demonstrate that the building energy con-
sumption depends not only on the climate, the 
envelope characteristics, and system efficiencies, 
but also on the surroundings urban texture (Del-
mastro, 2015). This means that, in order to decrease 
the buildings’ consumption, the urban context 
design plays an important role, as well as the design 
at the building scale. Several studies show the 
impact of the urban form on buildings’ energy con-
sumption. The first studies date back to the ‘70s, 
when Martin and March (1972) analyzed the urban 
form for what concerns soil occupancy. Although 
this study does not take into account the effects of 
urban density on energy consumption for the 
heating or cooling demand of buildings, it laid the 
foundations for future research. Baker and 
Steemers’ study (1996) focuses on the importance of 
using tools, in the early stages of architectural 
design, that can provide the annual primary energy 
consumption for lighting, cooling, heating, and ven-
tilation as output results. For this purpose, Steemers 
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developed the LT method (Lighting and Thermal) 
for non-residential buildings, which takes into 
account the orientation of the facades and solar 
gains, by defining passive and not passive zones 
inside the buildings. Thanks to the development of 
new software, capable of taking into account the 
complexity of the urban texture, the impact of the 
urban form on building energy consumption is 
becoming an increasingly important research topic. 
In his study, Kaempf et al. (2010) propose a method-
ology to minimize the buildings’ energy consump-
tion in urban areas by using a new evolutionary 
algorithm, so called hybrid CMA-ES/HDE. Through 
this methodology, three urban typologies have been 
parameterized (terraces flat roofs, terrace courts, 
and sloped roofs) in order to find an optimal urban 
form for the exploitation of solar gains. The study 
by Ratti et al. (2005) analyze the impact of the urban 
form on building energy consumption, by taking 
into account some urban parameters such as the 
Aspect Ratio and the orientation of the facades, and 
tries to overcome the concept that the Surface to 
Volume ratio (S/V) is the main influential factor in 
urban energy consumption. In 2014, Rode et al. 
(2014) try to determine the theoretical energy effi-
ciency as a function of the city's spatial confor-
mation. For this purpose, the authors take as case 
studies standard urban areas of 500X500m in the 
cities of Amsterdam, Berlin, Paris, and Istanbul, and 
some urban parameters such as Building Density, 
Building Coverage Ratio, Building Height, and Sky 
View Factor. As a conclusion, this study shows that 
the highest and compact buildings have greater 
energy efficiency than the low and isolated build-
ings. Moreover, Delmastro’s study (Delmastro et al., 
2015) takes into account some urban parameters 
(such as the Building Coverage Ratio, Building 
Density, Building Height, Aspect Ratio, and Solar 
Factor) to show how the urban form influences the 
heating demand of residential buildings in Turin 
(Italy). The vastness and variety of the studies car-
ried out in the field of energy sustainability at an 
urban scale show how a good design of the urban 
texture is crucial for buildings’ energy consumption 
reduction. Conversely, there are still few researches 
that demonstrate the impact of the urban form on 
buildings’ energy demand in a quantitative manner. 

This study aims to propose a methodology to ana-
lyse how some urban parameters affect the build-
ings’ heating energy-use. 

2. Methodology

This study starts from the energy consumption 
models for residential buildings at an urban scale, 
developed from the research project “Cities On 
Power” (Mutani, 2015; Mutani et al., 2016). With 
these simplified models, the energy-use for space 
heating and hot water production was represented 
for about 50 municipalities of the Metropolitan City 
of Turin. The energy-use models were based on 
energy consumptions data at buildings and munici-
pal scales with a statistical approach and applied 
with a GIS-based tool. The results of this paper will 
improve the previous models, taking into account 
the differences in buildings’ heating energy needs, 
due to their surrounding context. The assumption is 
that the buildings’ measured heating consumption 
is partly influenced by its characteristics and climate 
but also by the surrounding context and its micro-
climate variations: 

contextbuildingmeasured yearm
kWh

yearm
kWh

⋅
±

⋅
=

⋅ 222 yearm
kWh

 (1) 

For this analysis, a territorial unit called “census 
parcel”, corresponding to a block of buildings, was 
considered and the buildings’ heating demand var-
iations were correlated to the urban form, the solar 
exposure, and the outdoor materials. In particular, 
six urban parameters, calculated with ArcGIS 10.1.2 
(ESRI), were taken into account: 
- the Building Coverage Ratio (m2/m2) is the ratio 

between the built area and the total census 
parcel area; 

- the Aspect Ratio, or H/W ratio, (m/m) is the 
ratio between the building height (H) and the 
distance between buildings (W); 

- the Main Orientation of the Streets (-) defines 
the quality of the streets’ orientation. A 
MOS=1.3 defines the best orientation (East-
West), while a MOS=0.8 corresponds to the 
worst one (North-South) (Delmastro, 2015). 

- the Albedo of external surfaces (-) indicates the 
reflecting power of a surface; 
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- the Solar Exposure, or H/Hav, (m/m) is the ratio 
between the building height (H) and the sur-
rounding buildings average height (Hav); 

- the Solar Factor, a statistical parameter equal to 
MOS*H/Hav (Delmastro, 2015). 

In order to analyse different urban layouts, the soft-
ware CitySim Pro was used, proposing consistent 
variations on the urban form and outdoor materials, 
compared to the real case study. CitySim is an urban 
energy modelling tool (Robinson et al., 2009), able 
to quantify the energy demand from the building to 
the urban scale. The thermal model of buildings is 
based on an analogy with the electrical circuit, more 
precisely on a resistor-capacitor network (Robinson 
et al., 2009; Kämpf and Robinson, 2007). The radia-
tion model is based on the Simplified Radiosity 
Algorithm (SRA), where the radiant external envi-
ronment is represented by two hemispheres, discre-
tized into several solid angles (Robinson and Stone, 
2005). CitySim was also certified by the IEA 
BESTEST (Walter and Kämpf, 2015). In order to 
understand the impact of greening the outdoor en-
vironment, further models are under development, 
able to quantify the evapotranspiration as well as 
the impact of trees on the urban microclimate 
(Upadhyay et al., 2015; Coccolo et al., 2015). CitySim 
provides the energy needs of buildings on hourly 
values, by including the interactions within the built 
environment. As an example, the interrelations 
between buildings, as well as the mutual shading, 
are calculated. In order to perform the calculations, 
hourly weather data are required, as the one created 
by the software Meteonorm (Remund et al., 2015), 
or by on-site monitoring. The geometry of urban 
layouts is created by CAD modelling tools, and it is 
directly imported in the software. The physical 
properties of buildings (i.e. envelope, glazing ratio, 
occupancy profile, and energy systems) as well as 
the ground covering are defined within CitySim 
Pro. The proposed case study is a traditional settle-
ment in the central district of the city of Turin (IT) 
called "Crocetta” characterized by old and high-
rated row buildings. 

3. Results

Turin is an important city in the northwestern part 
of Italy with about 900,000 inhabitants, 10 Districts, 
3,839 census parcels, and about 40,000 residential 
buildings. 86 % of residential buildings in Turin 
were built before the ‘70s, and 43 % are character-
ized by a Surface to Volume ratio S/V <0.4 and a 
compact form. The Crocetta district (Fig. 1) is a por-
tion of District 1, in the historic centre of Turin, with 
16 census parcels and a total area of about 160 km2. 
The data on the buildings’ period of construction 
were obtained thanks to a Geographical Information 
System model. This information allowed us to 
assign to each building its construction system, in 
terms of materials, type of envelope and level of 
thermal insulation (Table 1). 

Table 1 – Physical characteristics of Crocetta buildings (in brackets 
the number of buildings used for the energy-use models validation) 

Construction 
period 

Uwall 
W/m2/K 

Uwindow 
W/m2/K 

gvalue  
(-) 

Glazing 
ratio(%) 

N° of 
Buildings 

Before 1945 1.5 4.7 0.85 18 150 (24) 

1946-1970 1.15 4.2 0.75 19 69 (16) 

1971-1980 0.81 4.9 0.75 34 18 (2) 

The roads and the courtyards in the Crocetta district 
are made of asphalt with an average albedo coeffi-
cient of 0.17. The average building height is about 
20 meters and the urban form can be considered 
homogenous, as the urban parameters of the census 
parcels are similar (Table 2). 
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Fig. 1 – The Crocetta district with census parcel numbers and the 
buildings’ period of construction: before 1945 (yellow), from 1946 
to 1970 (orange), and from 1971 to 1980 (red) 

Table 2 – Crocetta urban parameters: Building Coverage Ratio 
(BCR), Aspect Ratio (H/W), Main Orientation of the Streets (MOS), 
and Albedo (A) 

Crocetta BCR 
m2/m2 

H/W 
m/m 

MOS 
(-) 

A 
(-) 

H/Hav 
(m/m) 

Average 0.41 0.89 1.3 0.17 1.02 

Dev.st 0.07 0.17 0.25 0.01 0.34 

The building heating energy-use was calculated 
with CitySim Pro by considering the following 
input data: an internal temperature of 20 °C, a num-
ber of air changes per hour of 0.5 as infiltration rate, 
an occupancy profile based on ASHRAE Standard 
for residential buildings (ANSI/ASHRAE/IESNA 
Standard 90.1-2007 - Energy Standard for Buildings 
Except Low-Rise Residential Buildings), and a tra-
ditional heating system connected with the district 
heating network. As regards the outside tempera-
ture, two hourly climate files were generated by 
Meteonorm, and further calibration of the air tem-
peratures according to the data measured by the 
weather station “Via della Consolata” in Turin. 
Meteonorm is a worldwide well-known meteoro-
logical database; the hourly data provided by the 
software are based on the average irradiance data 
for the period 1991-2010 and the average tempera-
ture data for the period 2000-2009. For the dynamic 
simulations two heating seasons were considered 
(in Table 3 the average monthly air temperatures): 
the season from October 15, 2013 to April 15, 2014 

and the season from October 15, 2014 to April 15, 
2015. 

Table 3 – Average monthly air temperatures in Turin for the heat-
ing seasons 2013-14 and 2014-15 

Air temp. 
[°C] 

Oct Nov Dec Jan Feb Mar Apr 

2013-14 14.6 9.2 5.5 5.7 7.1 12.0 15.6 

2014-15 16.2 10.6 6.6 5.6 5.4 10.8 15.1 

Fig. 2 – Yearly heating demand of Crocetta District calculated by 
CitySim Pro 

Fig. 3 - Linear relationship between the buildings heating demand 
calculated by CitySim Pro and the real consumption data 

The building space heating consumption data calcu-
lated by the software (Fig. 2), were compared to the 
real building consumption data, provided by the 
district heating company “IREN”. The validation of 
the model took into account 42 buildings, with dif-
ferent periods of construction. As shown in Fig. 3, 
there is a strong correlation between the calculated 
data and the real data (R2=0.9). As mentioned before, 
the aim of this research was to define how urban 
variables can influence space heating consump-
tions. Since the urban texture in the Crocetta district 
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is very homogeneous, new urban layouts were cre-
ated in order to achieve greater changes in the urban 
form, useful for determining major differences in 
buildings’ heating energy-use. For this purpose, the 
census parcel numbers 1,154 and 1,163 (Fig. 4), that 
have the highest number of validated buildings 
belonging to the same construction period (before 
1945), were taken into account.). 

Fig. 4 – Census parcel n. 1,156 (top) and 1,163 (bottom) taken into 
account in order to analyse the influence of urban form on build-
ings’ heating demand 

In this research, every single urban variable was 
changed one at the time to evaluate their influence 
on energy consumptions, while the buildings’ char-
acteristics, such as the surface to volume ratio, the 
physical characteristics of the envelope, and system 
performances, remain unchanged. First of all, new 
urban layouts were created by varying BCR from 
0.25 to 0.55 (Fig. 5). Next, the width of the roads was 
changed to evaluate the H/W parameter effect. In 
this case new models were created with values of 
aspect ratio H/W from 0.4 to 1.9. New layouts were 
also created by rotating the blocks of 30°, 60° and 
90° in order to have configurations with MOS of 0.9, 
1 and 1.1 (Fig. 6). Finally, new configurations were 
created with different values of Albedo coefficient: 
0.07 (new dark asphalt), 0.5 (light asphalt), 0.25 
(dark green), and 0.35 (light green). 
After creating the new configurations, the dynamic 
simulations were performed with CitySim Pro, in 
order to obtain the new buildings heating consump-
tion data. 

Fig. 5 – New layouts of BCR and H/W 
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Fig. 6 – New layouts of Albedo and MOS 

The results show how energy consumption varies in 
the different urban layout as a function of the urban 
variables. The trend of the heating energy-use as a 
function of the BCR and H/W parameters is para-
bolic as shown in Fig. 7. In particular, for high and 
very low values of BCR and H/W the heating 
demand is higher, while for medium values of the 
parameters, energy consumptions are lower. 

Fig. 7 – Buildings heating demand trend as a function of urban 
parameters: BCR (rhombus), H/W (squares), MOS (triangles) and 
Albedo (crosses) 

The results show an inversely proportional corre-
spondence between the buildings’ heating energy-
use and MOS: the best orientation, in order to reach 
reductions in heating consumption, is West-East 
(MOS=1.3). Heating consumptions increase linearly 
by varying the albedo coefficient A: the buildings’ 
heating energy-uses are lower with darker surfaces 
in the surrounding outdoor spaces (i.e. with new 
asphalt: A=0.07). Finally, knowing how the build-
ings’ heating energy-use varies with the different 
urban variables BCR, H/W, MOS, H/Hav and A, a 
further analysis was performed considering all the 
buildings’ heating consumption results. Starting 
from Equation 1, the aim of this analysis was to 
define a correlation that allows calculating the 
buildings heating energy-use as a function of the ur-
ban parameters, specifically for the Turin case 
study. For this purpose, a multiple regression 
analysis was performed, considering the urban var-
iables mentioned in paragraph 2, minimizing the 
differences between measured and calculated ener-
gy consumption data:  
heating energy-use intensity [kWh/m3/year] =  
-0.40*(BCR)2 +1.23*BCR -0.05*(H/W)2

+1.95*H/W -1.96*H/Hav -3.52*MOS
+0.63*A +0.12*G +17.78.                  (2) 
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In Equation (2), the G value is a discrete variable 
that indicates the presence of greenery: equal to 1 
when the surrounding ground surface is green or 
equal to 0 if there are no green outdoor surfaces. In 
Fig. 8 the influence of the different urban variables 
of Equation 2 is represented for the analysed urban 
layouts. The aspect ratio H/W, the solar exposure 
H/Hav, and the main orientation of the streets MOS 
are the most energy-consumption related variables. 
This demonstrates the high influence of the urban 
canyon phenomenon and the solar exposure in 
space heating energy consumptions.  

Fig. 8 – Heating intensity gradients related to variations in the 
urban variables (on 199 buildings’ simulations) 

Fig.s 7 and 8 reveal also how the surrounding envi-
ronment can play an important role in energy sus-
tainability. It is possible to guide the urban design 
with compensatory measures, to reduce energy con-
sumptions; for example, the high buildings density 
requires high values of H/W and then high heating 
consumptions, but with a good solar exposure (high 
MOS and H/Hav) the energy-use decreases. Also the 
selection of materials for outdoor spaces (i.e. A and 
G) can help in increasing the energy sustainability
of a district. 

4. Discussion and Conclusions

Reducing buildings’ energy consumption is one of 
the crucial problems that architects and urban plan-
ners are called to solve every time they face the 
design of new buildings or the renovation of exist-
ing parts of the city. The initial goal was to demon-
strate the incidence of the urban form on buildings’ 
space heating demands. The results show that the 
heating energy-use trend, as a function of BCR and 

H/W parameters, is parabolic. In a very dense urban 
context, in fact, solar gains are lower and the shad-
ows, generated by the buildings, cause a lowering 
of the outdoor air temperature, and so, an increase 
of the buildings’ heating demand. In less dense 
urban contexts, instead, the buildings are more 
exposed to solar radiation but there is no urban can-
yon effect, i.e. the incident solar radiation is not 
trapped in the urban texture and the outside air tem-
perature is not increased. For this case study, the 
optimum values of BCR, in order to reach a reduc-
tion in heating demand, is 0.3, which means an 
urban context in which the built area is the 30 % of 
the total site area. Moreover, very high values of the 
H/W parameter (considering the buildings’ height 
constant) indicate the presence of very narrow 
streets. In these conditions too, there is not the 
urban canyon effect and the solar radiation cannot 
penetrate. For very low Aspect Ratio values, how-
ever, the roads are very wide and, even in this case, 
the effect of the urban canyon does not occur, since 
the solar radiation is not trapped within the external 
walls of the buildings. The optimal situation is when 
H/W values are equal to 0.9, a situation in which the 
street width is approximately equal to the building 
height. Additionally, the results show that the best 
orientation of the streets is West-East, which means 
that if a census parcel (or a building block, or a dis-
trict) has that main orientation, the building energy 
efficiency is optimal. The trend of energy consump-
tion as a function of Albedo is increasing linear, 
which means that very dark surfaces (characterized 
by low values of Albedo) absorb more solar radia-
tion and cause a rise in the outside air temperature. 
This corresponds to a decrease of the thermal gradi-
ent between the buildings’ internal air temperature 
and the outside air, and a reduction of heat losses. 
This study doesn’t want to be the arrival point in the 
definition of new urban strategies to reduce the 
buildings’ energy consumptions, in fact it tries to 
define a common methodology. The future develop-
ments of this research may provide for the applica-
tion of the illustrated methodology in situations of 
hot or arid climates. In South America or Saudi Ara-
bian cities, in fact, the control of the incident solar 
radiation plays an important role in the reduction of 
buildings’ cooling energy demands. By analyzing 
how the urban parameters influence the buildings’ 
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cooling demand, a complete picture of the problem 
could be delineated, because the rules found for a 
temperate climate (such as the case of Turin) may 
not be valid for an arid context. 
This research tries to define a method for the deter-
mination of the urban form influence on the build-
ings’ heating demands. In this sense, the illustrated 
methodology could be useful for the design of the 
new Zero Energy Building districts as it could pro-
vide a valuable tool to increase the buildings’ 
energy efficiency, since it would not only optimize 
the envelope or system performances, but also the 
form of the urban context in which the building is 
located. 
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Abstract 
A new generation building energy performance simula-

tion program, OpenBPS™, is currently under develop-

ment. It overcomes some of the drawbacks typical of many 

of the popular building energy simulation programs 

around the world. This Building Performance Simulation 

Tool is primarily a set of libraries dedicated to building 

energy analysis and performance simulation, which can be 

included in any user-oriented interface or commercial 

software that aims to perform such analysis. The basic goal 

of the project is to provide a robust, validated, and high-

performing calculation engine that can be shared, and 

grow with the contribution of a community of developers 

and users. To maximize its possible deployment and to 

facilitate its development and extension by a growing 

community, it has been built as an open source cross-plat-

form (Windows, Mac, and Linux) software library. For this 

reason, OpenBPS™ will be distributed under a Copyleft 

Software License (EUPL) and is coded with a cross-plat-

form object oriented programming language, C#, which is 

an open source language for .NET Framework based on 

ECMA standards. The main features of this tool are the 

object-oriented modelling of physical phenomena and 

building and HVAC system components, the native code 

parallelization to take advantage of multi-thread/multi-

core processors today available, the multi-scale calculation 

time step (each object can work using its own time step, 

scaling down or up with respect to the chosen simulation 

time step), etc. Not only the technical systems are 

described and simulated modularly, being their compo-

nents objects, but also the building fabric is natively mod-

ular. Any building envelope component is an object that 

interacts with other objects, which represent the world 

around it (air node included). This allows the use of dif-

ferent modelling approaches for different wall compo-

nents during the same simulation (linear, non-linear, with 

phase-change, ventilated, etc.). The input and output data 

structures are tailored to facilitate third party integration 

with high efficiency, using today’s technologies. Other 

planned capabilities include multi-zone airflow simula-

tion and dynamic models for HVAC system components. 

1. Introduction

Over the last years at the Technical University of 
Milan (Politecnico di Milano), a research group has 
been working on developing a “next generation” 
building energy performance simulation tool. In 
2009 a preliminary research project, carried out 
through a Ph.D. work (Pasini, 2009), traced the route 
to the re-conceptualisation and development of an 
object-oriented model for the simulation of the 
building system (Mazzarella and Pasini, 2009). The 
main idea was to combine the power of the object-
oriented programming languages today available 
with the object-oriented nature of a building. In 
developing the tool, great care has been taken in its 
design to ensure modularity and maintainability 
through an open source (OS) development 
approach. The development methodology was itself 
part of the development work, aimed at creating a 
common framework for a community of developers 
able to manage the complete software development 
lifecycle (Mazzarella and Pasini, 2015a). Code vali-
dation was then a second key point along the devel-
opment of the tool: both analytical and comparative 
tests have been employed to assess the quality of the 
implemented algorithms. The first results of a com-
parative validation done on such tool, following the 
BESTEST standard, have been presented at the 2013 
IBPSA International Conference (Mazzarella and 
Pasini, 2013). Some other comparative tests between 
different numerical solutions of the heat conduction 
differential equation have been presented at the 6th 
International Building Physics Conference, IBPC 
2015 (Mazzarella and Pasini, 2015b). Most of the 
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work has since been documented in technical 
reports, which will be made available with the tool 
in the future. Since part of the developing work was 
financed by Regione Lombardia, the final decision, 
about how to deploy and support it, is still pending. 
The name of the tool has already been chosen and is 
OpenBPS (Open Building Performance Simulator). 
This paper describes the structure, features, and 
capabilities of OpenBPS. 

2. What is OpenBPS 

OpenBPS is a new building performance simulation 
program primarily designed as an open source 
cross-platform (Windows, Mac, and Linux) soft-
ware library. It is a simulation engine and there is 
no formal user interface. For developing and testing 
purposes, a simple GUI is provided, which is able to 
import building geometry provided by the Open-
Studio plug-in for SketchUp or to directly import 
projects defined through EnergyPlus input files 
(.idf), although not yet fully implemented. It is 
coded from scratch with a cross-platform object ori-
ented programming language, C#, which is an open 
source language for .NET Framework based on the 
ECMA standards. This language has easily allowed 
native code parallelization to take advantage of 
multi-thread/multi-core processors today available. 

2.1 Object Oriented Code 

One of the main goals for OpenBPS is to create an 
enhanced modular structure that facilitates adding 
new features and allows the library to be used by 
any hosting program. An object-oriented program-
ming language, as C#, was selected to achieve this 
goal because it: 
- is a rich implementation of the object-oriented 

paradigm, which includes encapsulation, 
inheritance, polymorphism, and method over-
riding; 

- is an easy and efficient object oriented lan-
guage: developers can translate their 
ideas/algorithms to solve complex problems 
more easily than with C++; 

- is one of the leading languages which works on 
cross-platform using .NET framework: it is 

available in Windows, Linux and MacOS oper-
ating systems; 

- is more type safe than C++; the only implicit 
conversions by default are those that are con-
sidered safe, such as widening of integers; the 
managed memory cannot be explicitly freed; it 
is instead automatically garbage collected; 

- may produce applications that run as fast as 
C++ applications, using the Just In Time (JIT) 
compiler, which can finely tune code optimiza-
tion on the running machine hardware; 

- is today a standard and open-source program-
ming language (ECMA-334 and ISO/IEC 
23270:2006). 

An object-oriented structure is natively modular 
and simplifies the reuse of pieces of code through 
the concept of class inheritance. Different kinds of 
objects often have a certain amount of “attributes” 
and “behaviours” in common with each other. 
Phase-change walls, breathing walls and ventilated 
walls, for example, all share the characteristics of 
walls (geometry, layers composition, orientation, 
etc.). Yet each also defines additional features that 
make them different: phase-change walls have 
phase-change material properties to account for 
together with nonlinear performance; breathing 
walls have additional properties like porosity and 
their solver has to account for advection through the 
wall porous material; ventilated walls have addi-
tional channel properties which account for inner 
wall mass forced/natural ventilation. Object-ori-
ented programming allows classes to inherit com-
monly used states and behaviours from other clas-
ses. In this example, Wall is the superclass of the clas-
ses “phase-change walls”, “breathing walls”, and 
“ventilated walls”. 
Objects are class instances. For instance, the class 
“Building” describes the concept of what a building 
is. When the class “Building” is specified, by load-
ing specific data, the object, “Building-XYZ” is built, 
representing a particular instance of the class Build-
ing. 
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Fig. 1 – Enhanced modular structure of OpenBPS based on the 
building’s object-oriented descriptions  

The object-oriented structure helps parallel calcula-
tions at the object’s management level. Since each 
wall in a building is a separate object, at each time 
step its performance can be calculated in parallel to 
other walls (how many depends on how many 
CPUs are available) (Mazzarella et al., 2014). Also, 
the object-oriented approach naturally allows the 
use of different integration time steps inside each 
object and lets them optimize their performances 
regardless of the global simulation time step 
imposed by the user. 

2.2 OpenBPS Structure 

The enhanced modular structure of OpenBPS, 
shown in Fig. 1, follows a hierarchical organization, 
with the “Building” class at the top, hierarchically 
encapsulating all the instances of the other classes 
that contribute to its definition. To implement such 
structure in a manageable code, OpenBPS has been 
developed inside MS Visual Studio development 
framework, and is organized in a “Solution” that 
contains all the necessary elements to build its exe 
code, debug, and test, or continue its development. 
This Solution comprises several “projects” that have 
been created to manage different aspects of software 
development, according to the modular nature of 
the whole project. As shown in Fig. 2, there are 
seven projects in the solution, each of them with a 
specific functionality: 
- GUI, the executable project containing a simple 

user interface provided for developing and 
testing purposes only; 

- ExtendedMath, a dll (dynamic link library) 
project containing the math algorithms used for 
simulation; 

- SimulationManager, a dll project containing the 
simulation manager implementation; 

- SimulationComponents, a dll project containing 
the description of the building system 
components; 

- InputOutputUtilities, a dll project containing the 
tools for the management of inputs and 
outputs;  

- ModelingProject1, an executable project that 
supports the development stage by checking 
for interdependence among code components, 
and assessing if they comply or not with 
predefined dependency rules; 

- TestProject1, an executable project that im-
plements a set of automatized tests with known 
solutions to verify code integrity after code 
modifications. 

Fig. 2 – OpenBPS Solution modular structure 

2.3 Simulation Management 

Among the four main libraries, which constitute the 
simulation engine of OpenBPS, the 
SimulationManager dll project, contains the 
Simulator code. This is the top-level object that 
manages the simulation, controlling the interactions 
among all the objects constituting the building. Due 
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to the object-oriented nature of the whole code, the 
components management is handled via iterations 
until convergence is reached inside each global 
simulation time step. This approach allows 
separating the global simulation time step (the time 
step the Simulator uses to update its information) 
from each local time step any single object may use. 
In this way, it is also possible to implement in each 
object strategies to prevent the user to force such 
component to work with an inconsistent time step 
(in respect to the characteristic time of that 
component). Basically, the Simulator organizes and 
synchronises the work of all objects, instructing 
them to take actions such as initialize, simulate, 
export results, etc. It can manage from sub-hourly 
up to several-hour time steps over a simulation 
period ranging from a day to several years. 
The simulation manager that concentrates in one 
object all management rules, allows: 
 to better define the priorities in objects 

execution; 
 to allocate the parallelization to a specific group 

of objects, which can benefit more than others 
of such technique; 

 to consistently control the work flow; 
 to easily add new classes and objects. 
In Fig. 3 a simplified scheme shows how the parallel 
calculations are applied to the building: a first 
parallelization is applied among zones, given the 
priority of some calculations at their level, and a 
second parallelization is applied among all the other 
simulation components involved in the calculation. 

2.4 Energy and Mass Balance 

The underlying building thermal zone calculation 
method in OpenBPS is an integral enthalpy balance 
model in which room air is modelled under the fully 
mixed assumption, i.e. with the assumption of 
uniform temperature throughout the room space 
(Mazzarella, 2013). The object-oriented structure of 
OpenBPS of course allows more detailed room air 
convection calculations, such as CFD or zonal 
methods, which can be added in a future 
development. The “sensible” part of the enthalpy 
balance constitutes the so-called “air node” 
ordinary differential equation, here simply referred 
to as the Air-Node object. 

The Air-Node object deals with various advective 
mass flows such as ventilation air, exhaust air, and 
infiltration, other than the convective heat transfer 
with the room surfaces (walls, windows, ceilings, 
and floors), assumed with uniform surface 
temperature. It accounts for the thermal capacity of 
room air and evaluates direct convective heat gains 
from people and equipment. 
The heat transfer through each building fabric 
component, here simply called Partition, 
determines the room surface temperatures used in 
the Air-Node object to calculate the convective heat 
transfer. The Partition class allows different solvers 
to integrate the second-order differential equation 
that describes the diffusive heat conduction: finite 
difference method, conduction transfer functions 
and harmonic quadrupole (for comparison tests 
purposes). Any Partition object can use a different 
solver when a simulation is run, according to its 
needs (i.e. one wall can be modelled using finite 
difference explicit scheme, another full implicit, and 
another one conduction transfer function). 
The long wave internal radiative heat transfer 
among room surfaces is modelled using the Grey 
Body Model based on mutual radiation factors, 
which can be calculated at the initialization stage 
from the view factor (geometrically defined) and 
surface emissivities. The mutual radiative heat 
transfer among all internal surfaces is accounted for 
when the boundary conditions (BCs) of each object 
(component) are updated. When the BCs are 
updated, also short wave irradiation is determined 
for both external and internal Partition surfaces 
through the solar radiation processor and the Short-
Wave Radiation module (SWRadModule). 
This module has the responsibility of: 
- setting shaded perimeters in external surfaces 

by considering external obstructions, such as 
other buildings, self-shadings, overhangs and 
fins, (without, however, considering them also 
as possible direct and diffuse reflectors) 

- setting the solar radiation transmitted through 
the transparent envelope component and non-
uniformly distributed among the room 
surfaces. 
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Fig. 3 – OpenBPS: Parallelism handling at different levels, simplified scheme 

When dealing with transparent Partitions 
(windows, etc.), OpenBPS performs an accurate 
calculation using angular dependence of 
transmission and absorption for both solar and 
visible radiation, and temperature dependent U-
value calculated at run-time entering a layer-by-
layer window description, or simplified calculation 
entering the windows description taken from third 
party projects, such as the Berkeley Lab WINDOW 
7.4. 
Solar control has not yet been introduced, but new 
models for shadings and shadings control could be 
introduced easily thanks to the object-oriented 
structure of the project. A finite number of view 
factors might be pre-calculated for different posi-
tions of the shading and a “transparent layer like” 
description could be used for handling the SW 
radiation part, while air convection should be 
considered with simplified or detailed calculations. 

An improved calculation for diffuse solar radiation 
on tilted surfaces has been implemented as 
described by (Perez et al, 1990). This non-isotropic 
model accounts for circumsolar, horizon brighten-
ing, and isotropic diffuse radiation through empir-
ically derived "brightening coefficients". These coef-
ficients, function of sun position and cloud cover, 
have been implemented following the last curve fit 
performed by Perez in 1999, as reported in both the 
technical documentation of TRNSYS 17 and 
EnergyPlus 8.6.0. 

2.5 Building Systems Simulation 

The Simulator prioritizes the building fabric 
components before starting to manage the building 
system simulation. The objects that represent the 
components of HVAC and electrical systems, ener-
gy conversion equipment, and any other needed 
building technical systems component, are then 
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asked to expose their outputs at the actual time 
stamp in organized sequences. The natural 
modularity of the adopted object oriented scheme 
supports the realization a fully integrated 
simulation of loads, systems, and plant, but at the 
same time it can raise stability issues. To avoid or 
limit, as much as possible such instabilities, the 
objects belonging to a specific technical system are 
organized in “queues” as in the real word, i.e. 
solved in sequence according to their energy 
transfer direction. With “queue” we mean a 
sequence of objects that are solved sequentially one 
after the other as they interact mainly sequentially, 
like, for instance, an emitter, the distribution pipes, 
the boiler, and their thermostatic controls. Of 
course, networks of pipes and ducts represent close-
loop “queues”. Thus, each global time step, the 
Simulator has to iterate among all components, 
managing to solve at first the unknowns for the 
building fabric components (mainly in parallel) and 
then for the building technical systems (mainly 
serially). This integrated simulation allows capacity 
limits and control strategies to be modelled more 
realistically and provides a tighter coupling 
between the building fabric components and the 
technical system components, allowing a specific 
object requirement to override this general 
management structure, as in active double-skin 
façades where a HVAC system closely interacts 
with an envelope component. 
The building system part is currently under 
development because, instead of using performance 
maps and/or steady state models for the HVAC and 
plant components, true dynamic models have been 
targeted, though simplified. This to overcome one 
of the most significant drawbacks that characterize 
many of the popular building energy simulation 
programs: the use of steady state modelled 
equipment with few-minute simulation time steps. 
The introduction of a component characteristic time 
can avoid this misleading use that can lead to 
unreliable results. 

2.6 Input, Output and Weather Data 

As mentioned several times, OpenBPS is a set of 
dynamic link libraries that are mainly designed to 
be used by third party software. Thus, the user front 

end is not in the project goal, even though a simple 
GUI has been developed for developing and testing 
purposes. This interface allows to import 
EnergyPlus input files, with some limitations, or 
files created with the TRNSYS17 or OpenStudio 
plug-in in SketchUp, always with some limitations. 
Drag-and-drop features are also implemented to 
manage tests on components, and assign to them, 
for instance, different solvers, and so on. For the 
same reason an output manager allows to print out 
almost all the necessary variables to analyse the 
building performance. 
The real input to the code is anyhow the Building 
Object itself: the GUI is just filling up all the 
required properties of all included objects, 
simulation requirements included, and then passes 
it to the SimulationManager dll library for simulation 
execution. During the simulation, the Output Object 
is filled with the required output variables, 
warnings and any other information. At the end of 
the simulation, the Output Object is exposed to the 
caller program that takes over the task of producing 
graphs, synopses, and any other specifically 
formatted output. 
The other major data input is weather, provided 
through weather data files directly read by the 
simulation engine. The code can directly read 
standard weather data formats, like TMY and EPW, 
or custom-made data format. In any case, the 
weather processor is able to produce the required 
quantities regardless of the matching between 
provided data frequency and required data 
frequency. After a time alignment, the weather 
processor produces via interpolation the required 
data if required by an object, with a frequency 
higher than the recording frequency. If, instead, this 
frequency is lower than the recording frequency, we 
have two possibilities. We can communicate to all 
the simulation components all the climatic data and 
let them decide if they want to perform multiple 
calculations without iteration, or if they prefer to 
store and manipulate the data in accordance with 
their numerical scheme, and perform their 
calculation only once. Or we can manipulate the 
climatic data before exposing them to the 
components, in which case two different cases arise: 
the frequency is a multiple of the recording 
frequency or is not. In the first case, non-integral 
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data are directly provided to the object, while 
integral data are cumulated before exposing them to 
the object. In the second case an additional inter-
polation is performed to provide the required infor-
mation.  

2.7 Contributing to New Developments 

One of the main goals for OpenBPS is to encourage 
continuous development and enrichment with new 
features. To achieve this goal, it was decided to 
adopt an open source approach and to build around 
it a community of developers who can take care of 
that. This idea and the tools provided to realize it 
were already described in a previous paper 
(Mazzarella and Pasini, 2015a). Nevertheless, the 
contributing procedure can be summarised as 
follows: Anyone can download the source code and 
can do, according to the open source license 
agreement, what he likes. In order to be a 
recognized contributor (i.e. to be able to upload to 
the developing repository his own code that will 
become part of the version following the official 
version), a developer has to join the community and 
follow its rules. The production of new classes of 
building components is highly encouraged, and it is 
in principle quite easy. Due to the object-oriented 
structure and the developing environment (MS 
Visual Studio under Windows, MonoDevelop 
under Linux, and MacOS), the process is relatively 
simple. First, a developer defines a new component 
by writing down its mathematical and numerical 
model and identifies the model parameters and 
needed equations, the specialized coefficients and 
any other needed data. Next the developer writes 
the code (using the OpenBPS programming 
standard) and identifies the “parent” class from 
which to inherit common properties and methods. 
If a detailed class is not available, this father class 
must be the “SimulationComponent” class. In fact, 
the Simulator at the beginning of the simulation 
scans all the components to find the one that inherits 
from that class, thanks to polymorphism. The 
simulation component class exposes methods that 
are always called by the Simulator, such as the 
initialization method, the calculation method, the 
methods needed to manage convergence and the 
method for output writing. All new components, 

while implementing their specific properties and 
methods, have to inherit from their particular 
“father” class or override the available 
implementation of those particular methods 
defined for the “Simulation Component” class, to be 
correctly called by the simulator to get input from 
other objects and to deliver their output.  

3. Validation

OpenBPS is continuously under validation, since it 
is still in its developing phase. Some references to 
earlier validations can be found in Mazzarella and 
Pasini (2013, 2015b). Fig. 4 shows several ASHRAE 
140 Standard (ASHRAE, 2014) cases: case 600FF, 
free floating internal temperature (FF) and light 
walls; case 650FF, i.e. 600FF with night ventilation; 
case 900FF and case 950FF, respectively free floating 
with heavy wall without and with night ventilation. 
These BESTEST validations have been carried out 
with the actual version of OpenBPS and show quite 
a good agreement with the provided information. 

4. Conclusion and Perspectives

The OpenBPS object oriented building performance 
simulation tool is not yet ready to be deployed 
within the energy simulation community because it 
lacks the building system component models. This 
part is currently under development by trying to 
model the system components as dynamic 
components, even if simplified. On the other side, a 
decision has to be made on how to initiate the 
developers’ community, to create a true open source 
project. The main idea that can support and increase 
its development and diffusion, is to launch it as a 
“standard de facto” replacing the whole EPBD 
standard set that will be in force at the end of 2017. 
This new EPBD set of standards implies that each 
technical software house that sells programs to 
assess building energy performance, has to rewrite 
its calculation engine according to the new 
standards. Thereafter, they have to require a legal 
validation before putting it on the market. A joint 
venture between OpenBPS and the technical 
software houses may solve the problem of both: a 
unique full validated calculation engine that can be 
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used inside any software on any platform, 
completely documented and expandable time by 
time. 
 

 

 

 

 

Fig. 5 – ASHRAE 140 Standard OpenBPS validations 
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Abstract 
In indoor thermal environment modelling applications 

where dynamic local effects of fluid flows are critical, clas-

sic zonal models are not always suitable. On the other 

hand, CFD simulations can give accurate solutions at very 

high computational cost. Reduced-order models (ROMs), 

extracted from CFD simulations, can preserve CFD model 

accuracy while being characteristically of low computa-

tional cost. The authors propose a method, known as CFD-

ROM, capable of rapidly and automatically generating, 

from CFD simulations, zones, mass, and heat flows, and 

boundary conditions (BCs) for ROMs. This paper presents 

a comparative study of automatic zone generation algo-

rithms as a necessary initial step to developing the CFD-

ROM method. Zone generation algorithms compared in 

this paper are: (1) Mean Values Segmentation; (2) Classic 

Watershed; and (3) Coarse Grid Interpolation. The meth-

ods were compared on the bases of their accuracy against 

the original validated CFD simulation results, and their 

time to zone generation. The Mean Values Segmentation 

method yields promising results, providing a mean error 

below 0.2 K for 15-zone models generated in under 28 

seconds. The next immediate steps for the development of 

CFD-ROM are (i) construction of a ROM solver, and (ii) 

testing its ability to predict thermal conditions when CFD 

BCs and ROM BCs differ. 

1. Introduction

The buildings sector and people’s activities in build-
ings are responsible for 31 % of the global final 
energy demand, one-third of energy-related CO2 
emissions, two-thirds of halocarbon emissions, and 
25–33 % of black carbon emissions (GEA, 2012). Sus-
tainability, as defined by the ASHRAE Handbook of 

Fundamentals (ASHRAE, 2013), is "providing for 
the needs of the present without detracting from the 
ability to fulfil the needs of the future". A key 
approach to improve the sustainability of energy 
use is the reduction of waste through careful plan-
ning, optimization and management of demand. In 
the built environment, the use of models of building 
thermal conditions during both the design and 
operation phases is recognised as a powerful 
method to increase energy efficiency and reduce 
energy demand (Harish and Kumar, 2016). 
These computer models can be grouped into three 
categories: (1) physics-based models, (2) experi-
mental models, and (3) mixed models (Harish and 
Kumar, 2016). Physics-based (theoretical) models 
describe in detail the studied system and its subsys-
tems, and define an output based on mathematical 
equations constrained by physical laws. They are 
typically used during the preliminary design and 
energy audit phases. Experimental models on the 
other hand are tailored to a particular system. 
Through experimentation, the system’s response to 
various inputs is evaluated and the model is devel-
oped accordingly. Finally, mixed models are physics-
based models for which parameters are estimated 
using statistical and/or experimental analysis.  
Among physics-based models, Computational 
Fluid Dynamics (CFD) is a powerful and increas-
ingly widespread tool for simulating fluid domains, 
which yields models of high fidelity (van Hooff and 
Blocken, 2013; Tamura and Van, 2014; Antonioni 
et al., 2012). However its large computational 
expense frequently renders it too time-consuming 
for design tasks. Designers and operators therefore 
often choose lower fidelity but faster methods when 
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available (Li and Wen, 2014). Unfortunately lower 
fidelity methods lose information that could be oth-
erwise beneficial to the overall system performance. 
In order to overcome some of these issues we pro-
pose a method called CFD-ROM (Computational 
Fluid Dynamics – Reduced Order Model) which will 
automatically extract ROMs from CFD simulations 
and solve them rapidly for a wide range of condi-
tions, including those for which no CFD solutions 
are available. The method aims to develop ROMs 
that will retain a high level of accuracy, similar to 
the CFD simulations, but at a significantly lower 
computational cost (Mullen et al., 2015; Tan and 
Glicksman, 2005; Mora et al., 2003; Lucia et al., 
2001). A flowchart for the CFD-ROM method is 
shown in Fig. 1. The method uses as its input, results 
obtained from a CFD simulation (Step 1). It then 
clusters computational cells together to create zones 
(Step 2). Zones’ physical properties and inter-zone 
interactions are calculated (Step 3). Afterwards, a 
multi-zone ROM is generated and passed to the 
ROM solver (Step 4). It is solved (Step 5) and the 
results are remapped to the original CFD domain 
(Step 6). Operations performed by the CFD-ROM 
method can be categorised as online or offline. 
Online operations are tasks that need to be repeated 
to obtain a new ROM solution, while offline opera-
tions are those tasks executed only once for a given 
indoor environment. Zone generation (Step 2) 
represents a major portion of offline method com-
putational expense and is executed only once to 
generate a set of ROMs. ROM solving, on the other 
hand, is an online operation, as yielding new results 
involves computing ROMs for new boundary con-
ditions.  
The purpose of the study presented in this paper is 
to perform an evaluation of different zone genera-
tion algorithms to inform the development of the 
CFD-ROM method. This is important as the zoning 
algorithm has an influence on the quality of the 
information passed to the ROM solver and prelimi-
nary studies showed that this step can represent a 
large portion of the offline total time to solution 
(Mullen et al., 2015). 

Fig. 1 – CFD-ROM method flowchart 

2. Description of Zoning Algorithms

As previously stated, a crucial step in the develop-
ment of the CFD-ROM method is the selection of a 
zone generation algorithm to develop a multi-zone 
ROM. It is important to note that these algorithms 
do not output a complete ROM; their scope is lim-
ited to the optimal clustering of cells into zones of 
similar physical properties. Three methods have 
been considered in the present study: (1) Mean 
Values Segmentation (MVS), (2) Classic Watershed 
(CW), and (3) Coarse Grid Interpolation (CGI). All 
three algorithms, which are explained in the follow-
ing sections, have been coded in Python v2.7 
(Python Software Foundation.). MVS has been 
developed from the results obtained during prelim-
inary CFD-ROM development (Mullen et al., 2015) 
as it provided satisfactory proof-of-concept results. 
CW is directly adapted from the eponymous image 
processing method (Soille and Vincent, 1990). 
Finally, CGI interpolates the CFD solution to a very 
coarse mesh.  
The use of higher computational power such as 
Graphic Processing Unit (GPU) processors and 
parallel computing are not within the scope of this 
study, but their use will be investigated in the future 
once a zoning method has been selected.  

2.1 Mean Values Segmentation 

This method successively splits the domain depend-
ing on the zone criteria. Zone criteria are the physi-
cal properties that are used to identify uniform 
regions of the simulation domain. Examples of zone 
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criteria include temperature, air velocity and carbon 
dioxide concentration. For the purpose of the pre-
sent comparative study, temperature is the only 
zone criterion used. Zone generation is achieved 
through three main steps described by Mullen et al. 
(2015): (1) zone-type generation, (2) zone creation, 
and (3) zone number reduction. A zone-type is an 
interval containing all the cells sharing similar val-
ues of the zone criteria independently from their 
spatial position. 
Fig. 2.a describes the MVS method. The algorithm 
extracts the values of the zone criteria from the 
entire domain (Step 1), computes the average value 
of the zone criteria (Step 2), then divides the domain 
into two zone-types (Step 3). The first zone-type 
containing cells with zone criteria values greater 

than the average value, and the second containing 
the remaining cells. The algorithm successively 
splits the zone-types until the required number of 
zone-types has been achieved (Step 4). 
After generating the required number of zone-types 
the algorithm will cluster adjacent cells together 
within a zone-type. During this step a new zone is 
generated at each time a cell that has not been 
assigned a zone yet, is found. The algorithm then 
searches all adjacent cells within the same zone-type 
and assigns them the same zone. The process con-
tinues until no adjacent cells are found in the zone-
type any more, at which point the process is re-
peated for a new zone until all cells within the zone-
type have been assigned a zone. At this point  

Fig. 2 – Flowcharts of the Mean Values Segmentation (A), Classic Watershed (B) and Coarse Grid Interpolation (C) algorithms 
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a large number of zones has been created. The algo-
rithm scans the domain one last time to incorporate 
the smallest zones into larger ones (Step 5) until the 
desired number of zones is reached. 

2.2 Classic Watershed 

The Classic Watershed (CW) is a method used in 
image processing for image segmentation (Soille 
and Vincent, 1990; Tsukahara et al., 2008). It has 
been adapted by the authors to ROM generation 
because its principle is very similar to zone creation. 
In fact, the CW algorithm is mainly used for gray-
scale image segmentation but its fundamental basis 
can be used for any n-dimensional dataset provided 
a height map which is defined below can be 
extracted.   
The CW algorithm comprises 4 steps highlighted in 
Fig. 2.b and described in detail by Soille and Vincent 
(1990): (1) a height map is generated from the 
dataset, assigning lower heights to data points that 
are more relevant to the study; (2) working only 
with the height map, a water level is defined. The 
water level will rise (3) at each new iteration, and 
the data points belonging to the same basin (i.e. 
adjacent data points under the water level) are clus-
tered together (4). Basins will grow until either they 
come in contact with another basin or a maximal 
height is reached. At this point, watersheds are 
raised. 
The CW has many variations depending on the 
application, such as aerial photography (Wei and 
Xin, 2010) or medical imaging (Tsukahara et al., 
2008).  
In this study the height map is generated from tem-
perature values and is normalized so that a lower 
height (i.e. greater importance) is assigned to local 
temperature maxima and minima. This ensures that 
the algorithm prioritizes sections of the domain 
where temperature differences are important.  
Once the height map has been generated and it has 
been iteratively flooded, a set of clusters of cells 
belonging to the same basin is obtained. The clusters 
are remapped to the original domain to obtain a 
multi-zone model.  

2.3 Coarse Grid Interpolation 

In the CGI method the CFD results are interpolated 
to a coarse mesh. For this study the mesh was coars-
ened from 1.5 million cells to 2–30 cells (see the 
Results section). In this method, the only zone crite-
ria are the X, Y, Z coordinates of each cell. The algo-
rithm developed for this study is straightforward 
and is shown in Fig. 2c. The algorithm (1) scans the 
domain and defines a coarse mesh based on the 
desired number of zones, (2) refines the coarse mesh 
to ensure that boundary cells cannot be part of more 
than one zone, (3) creates empty zones, and (4) 
assigns cells to a zone depending solely on their 
coordinates. Similarly to the MVS and CW methods, 
the mean values of the zone criteria of each zone are 
computed and assigned to the zone. 

3. Results

The data used in this comparative study are taken 
from the previously validated CFD model of a 
north-facing office in the Environmental Research 
Institute (ERI) building at University College Cork 
(UCC) (Mullen et al., 2015). CFD models were 
developed using the Phoenics modelling software 
to generate a database of test cases. For all simula-
tions turbulence is modelled using the steady-state 
Reynolds Average Navier-Stokes (RANS) approach 
coupled with the Re-Normalisation Group (RNG) k-
ε turbulence model. Air is modelled as an incom-
pressible ideal gas. Phoenics utilises an immersed 
body technique and consequently the domain is dis-
cretized using a Cartesian structured grid with 
1,572,165 cells (115x147x93). Constant temperature 
boundary conditions have been utilised for the ceil-
ing, and the floor, and east and west walls. All other 
objects are considered adiabatic. All CFD simula-
tions used have been validated with experimental 
data and previously published (Mullen et al., 2015). 
All the multi-zone models used to obtain the results 
are automatically extracted with the only input from 
the user being the required number of zones. As 
described in section 1, zone generation is one of the 
CFD-ROM method's key steps in creating ROMs. It 
is not possible to predict CFD-ROM's output based 
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solely on the results of the zone generation algo-
rithm, so the bases of comparison for this study are 
(1) the accuracy of the multi-zone models, and (2) 
the time it takes to generate them.  

3.1 Accuracy 

Quantifying error of multi-zone models provides an 
indication on the quality of zone generation algo-
rithms. The present study uses a weighted Mean 
Absolute Error, or WMAE (Equation 1) in Kelvin, to 
account for differences in cell volumes. The unitary 
error is defined by the AE or Absolute Error in 
Kelvin, as shown in Equation 2. 

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = ∑ 𝑉𝑉𝑖𝑖×𝐴𝐴𝐴𝐴𝑖𝑖
𝑛𝑛×𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑑𝑑

𝑛𝑛
𝑖𝑖=𝑜𝑜    (1)

𝑊𝑊𝑊𝑊𝑖𝑖 = |𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖 − 𝑇𝑇𝑖𝑖|  (2) 

Where n is the number of cells in the domain, Vi is the 
volume of cell i, AEi is the absolute error of cell i, 
Vdomain is the total volume of the domain, TCFDi is the 
original CFD temperature of cell i, and Ti is the 
temperature assigned to the cell after the zoning pro-
cess is completed. The motivation for weighting the 
original MAE is to account for varying cell volumes, 
as the computational grid is finer close to boundaries, 
where the largest temperature differences also occur. 
The following results have been obtained for zone 
numbers ranging from 2 to 27 for CGI, from 3 to 27 
for CW, and from 2 to 29 for MVS. Fig. 3 shows a 
plot of the WMAE versus number of zones N for the 
three algorithms described above. The results indi-
cate that for this range of numbers of zones the CGI 
method produces multi-zone outputs in which ac-
curacy is highly dependent on the geometry of the 
coarse grid. In fact, the more accurate results (for 3, 
8, 12, 18, and 27 zones, as shown in Fig. 3) corre-
spond to grids which were divided more finely in 
the vertical direction in order to better capture ther-
mal stratification. 
The mean error of the outputs produced with the 
CGI algorithm is still higher than the mean error 
obtained with the MVS algorithm. The mean error 
of the latter rapidly decreases as more zones are 
generated before gradually stabilizing. The results 
presented by Mullen et al. (2015) show a similar 
trend for the solved ROM. 

The results obtained for the CW algorithm indicate 
that the mechanics of the algorithm are not optimal. 
The watersheds are placed whenever one basin 
comes into contact with another, which excludes the 
possibility of including an intermediate zone 
between two others to characterize a smooth 
transition from one zone to another: a zone of high 
temperature can come in direct contact with a zone 
of cold temperature without a transition zone in 
between. Future work includes the investigation of 
techniques that could address this issue. 

Fig. 3 – Weighted mean absolute error versus number of zones 

3.2 Time to Generation 

The time to generate multi-zone models is measured 
with Python's time() function found in the time 
library. Python 2.7 time() documentation states that 
whether the code is run on a UNIX system or not, 
"[time] is the function to use for benchmarking 
Python or timing algorithms" and that "the resolu-
tion is typically better than one microsecond" (Py-
thon Software Foundation). The timer is set to start 
after the initialization step and stops after the 
algorithm outputs the results in order to capture 
only the time for the zoning process. Each algorithm 
was run 15 times and an average time was 
calculated.  
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Fig. 4 – Time to generation versus number of zones 

It is important to note that zone generation is 
considered an offline operation, meaning that each 
ROM has to be generated only once. This is in 
contrast to ROM solution, an online operation, 
which is performed multiple times. Therefore the 
time for zone generation cannot provide an 
indication of the overall ROM generation and 
solution performance.  
The time to completion for the CGI algorithm is 
relatively constant, varying only from 17.2 s to 19.2 s 
across the range of 2–27 zones as shown in Fig. 4. 
This result was expected, as the CGI algorithm does 
not divide the domain according to cell conditions 
but only according to cell coordinates. MVS on the 
other hand demands more time to generate multi-
zone models as the number of zones increases.  
This study found times to generation ranging from 
25.3 s to 28.9 s for 2–29 zones. Finally, CW in this 
configuration proved to be very time consuming 
(right-hand y-axis). The iterative mechanism of the 
algorithm involves much longer times to comple-
tion, as shown in Fig. 4. The decrease in time to com-
pletion with increasing zone numbers for CW is ex-
plained by the involvement of a height map in zone 
generation and the creation of watersheds. As wa-
tersheds are created during zone generation, some 
zones will stop growing in size and will then be 
ignored at the next iteration. The watersheds are 

automatically placed at different locations depend-
ing on the desired number of zones, therefore the 
size of each zone is not inversely proportional to the 
number of zones. An improvement in the method 
could be the creation of watersheds on small slopes 
(i.e. areas with low temperature differences) rather 
than points of contact between two zones. 

4. Discussion

This study has shown encouraging results for the 
MVS algorithm, as it yields multi-zone models with 
a lower error than the CGI algorithm with compara-
ble times to generation. The CW algorithm could 
benefit from a modification in the mechanics of 
watershed creation when considering the WMAE, 
but its high times to generation may prove problem-
atic if its accuracy is not greatly improved. It should 
however be noted that in the case of a ROM being 
generated only once, but being solved with different 
BCs a large number of times, the time for zone gen-
eration might be of secondary importance com-
pared to that for ROM solution. Estimates of ROM 
solution times will be needed to clarify this. Like-
wise the characterization of error based on the gen-
erated zone temperatures rather than the solved 
ROM temperatures represents only a first step in 
comparing these algorithms. Additionally it will be 
important to characterize the ability of ROMs gen-
erated by the different algorithms to predict thermal 
conditions in cases where the ROM BCs differ from 
the CFD BCs. This is an important capability for the 
CFD-ROM method as it would enable the replace-
ment of large numbers of CFD simulations with a 
smaller number of CFD simulations complemented 
by very large numbers of ROMs spanning the con-
ditions between them. 
Nevertheless this comparison has proven extremely 
valuable as a first step towards the development of 
a truly systematic CFD-ROM method that can 
reduce the need for computationally expensive CFD 
simulations in determining thermal conditions in 
realistic indoor environments. 
The principal limitation of this study is the 
restriction to zone generation. In fact, the final goal 
of the CFD-ROM method is the ability to generate 
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multiple ROMs from a reduced set of CFD simula-
tions. The algorithms described in this study could 
present different results when solved (1) for the 
same BCs and (2) for different BCs.  

5. Conclusion 

The main objective of this study was to compare 
zone generation algorithms to be used in a novel 
CFD-ROM method for thermal modelling of indoor 
environments. At this stage, MVS was found to be 
the most suitable method. However, the multi-zone 
models generated by these algorithms could yield 
different results when solved for sets of BCs differ-
ent from the original CFD BCs.  
Future plans for the CFD-ROM methods include, in 
order: (1) the development of a ROM solver in the 
Modelica language, (2) the validation of the CFD-
ROM method for the extraction of a single ROM 
from a CFD simulation, (3) the extension of the 
method to multiple zone criteria, and (4) the evolu-
tion of the method to allow ROM generation for off-
design BCs (multi-ROM approach). 
This study is the first step towards the ultimate goal 
which is a rigorous and systematic design of the 
CFD-ROM method.  
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Nomenclature 

Symbols 

AE Absolute Error (K) 
n Number of computational cells 
T Temperature (K) 
V Volume (m3) 

Subscripts 

CFDi Computational cell i of the CFD 
solution 

domain Domain 
i Computational cell i of the multi-zone 

model 

Acronyms 

BC Boundary Condition 
CFD Computational Fluid Dynamics 
CFD-ROM Computational Fluid Dynamics – 

Reduced Order Model 
CGI Coarse Grid Interpolation 
CW Classic Watershed 
GPU Graphic Processing Unit 
MAE Mean Absolute Error 
MVS Mean Values Segmentation 
ROM Reduced Order Model 
WMAE Weighted Mean Absolute Error 
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Abstract  
Direct normal radiation (DNI) has great importance for both 

energy building simulations and solar energy systems. The 

data is seldom available from measurements but usually is 

recovered from global radiation data using split algorithms.  

The present paper analyses the performance of 33 different 

split radiation models and the error which arises when 

applied to building energy simulations using generated 

hourly weather files.  

The split models have been applied to an observed dataset 

composed by 525888 points, which comprises global and 

diffuse radiation on the horizontal plane, related to -year 

measurements, starting from 2001 with 10-minute time 

steps. 

The generated weather files have been employed as input for 

energy simulations with EnergyPlus on a building generated 

using DesignBuilder software. We investigated the impact 

of the weather files in building energy simulation highlight-

ing the performances of four models selected among the 33 

models by means of statistical indicators, during different 

periods of the dataset, since its amplitude allowed us to 

decompose and analyse 10 different years. 

1. Introduction

Dynamic building energy simulations, usually carried 
out at least on an hourly basis, require detailed envi-
ronmental data such as temperature, humidity, wind 
velocity and direction usually available from a num-
ber of climatic stations. However, in order to compute 
solar loads, direct normal radiation and diffuse hori-
zontal radiation are also required. Unfortunately, con-
tinuous records of DNI are scarce due to the cost of 
the equipment: the monitoring stations equipped 
with solar trackers are very rare. An intermediate 
solution is to record diffuse and global irradiance, but 

global insolation is the unique parameter monitored 
in numerous locations around the world, therefore a 
great number of climatic data report only this value. 

Starting from the work by Liu and Jordan (1960), 
many efforts were undertaken to develop separation 
models to estimate the diffuse horizontal irradiation 
component and, by subtraction, the direct horizontal 
component. Thereafter, the direct radiation is 
obtained by dividing it by the cosine of the zenith 
angle, properly averaged on the interval monitored. 
In literature, more than 150 models have been devel-
oped with numerous comparison papers. Neverthe-
less, the definition of a universal model able to pro-
vide the best possible result at any specific location is 
still very complicated, because algorithms are usually 
expressed in terms of first or fourth degree polyno-
mial functions, empirically derived from site-specific 
measurements.  This technique usually tends to suffer 
for excessive model localization and/or overfitting 
which implies that one model can lead to accurate 
results for a location, while performing poorly for a 
different one. 
This paper describes the performance of different split 
algorithms using a dataset containing global and 
diffuse irradiance measurements recorded in Trieste. 
The availability of a large number of climatic data, 
which spans for a period of ten years, allows for a 
deep comparison among split methods. Therefore, the 
former part of this paper is focused on the statistical 
analysis of the models while the latter explores the 
effect of the different split methods on building 
energy simulations.  
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2. Dataset

The data used is composed of 10-year records of 
Trieste (45°,65°,13.76°) collected by the Meteorology 
and Oceanography Laboratory of the University of 
Trieste containing global and diffuse horizontal irra-
diation measurements with 10-minute interval detec-
tion. The total number of available points is 525888 
and includes the following exogenous measurements: 
dry bulb temperature, relative humidity, wind speed 
and wind direction too. 
Solar position has been considered in the middle of 
the measurement interval, shifting the time detection 
back 5 minutes for all the datasets, since the row data 
were originally recorded as mean solar measurement 
in Wh/m2 reported at the end of the interval.  
The global horizontal irradiation has been used as the 
input data for the application of split methods, while 
the diffuse, and hence the direct horizontal data, have 
been used as the reference value. 

3. Model Selection

Since the first split model proposed by Liu and Jordan 
in 1960, many models were developed in literature. 
According to Lannini (2010), three different types of 
models can be considered: polynomial models, expo-
nential models, and logistic models. All of these cate-
gories use predictors, intended as a measurement, or 
an evaluated variable, required for applying the 
model. In all the proposed models of this paper clear-
ness index kt, defined in Equation 1, is used as a pre-
dictor in order to obtain the diffuse fraction kd, 
defined in Equation 2. 

hE
GLOkt

0
= (1) 

GLO
DIFkd = (2) 

The extraterrestrial solar radiation was calculated 
with Spencer Fourier series expansion. 
Other predictors can be used as well. They can be 
grouped in kt class predictors and exogenous predic-
tors as dry bulb temperature, dew point temperature 
or relative humidity. Table 1 presents the list of the 
models chosen and analyzed in this article. 

4. Quality Control

The posteriori quality control of the measured data 
was followed as described in Gueymard et al. (2016) 
and summarized in Table 2. With the application of 
this quality check, the number of valid points was 
reduced from the original 525888 to 239594, taking 
into consideration night hours, too. 

Table 1 – Models analyzed with total number of required predictors 
and number of exogenous predictors in brackets 

The PSA algorithm (Blanco-Muriel et al., 2001) was 
used to calculate the position of the sun. 
Finally, the maximum allowable value of clearness 
index kt has been forced to 1, but this condition had to 
be enforced 3 times only.  

Id Model # predictors 
1 Orgill and Hollans 1 
2 Reindl1 1 
3 Reindl2 2 
4 Hawlader 1 
5 De Miguel 1 
6 Karatasou 1 
7 Erbs 1 
8 Chandrasekaran 1 
9 Oliveira 1 

10 Soares 1 
11 Lam Li 1 
12 Furlan 1 1 
13 Lee 1 
14 Maxwell 2 
15 Macagnan 2 
16 Boland 2001 1 
17 Louche 2 
18 Spencer 1 
19 Jacovides 1 
20 Boland 2008 1 
21 Reindl3 4(2) 
22 Perez 4(1) 
23 Ulgen Hepbash 1 
24 Ruiz-Arias 2 
25 Chikh 1 
26 Engerer2+Bird 5 
27 Paulescu and Blaga 1 1 
28 Paulescu and Blaga 3 1 
29 Paulescu and Blaga 4 4(2) 
30 Paulescu and Blaga 5 2 
31 Elminir 1 
32 Al Riahi 1 
33 Torres 1 
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Table 2 – Quality checks applied and number of eliminated points 
(Npe) for each rule 

Id Limit Npe 

a Z<85° 284736 

b GLO>0 and DIF>0 and DIR≥0 267586 

c DIF<0.95*E0*cos^1.2*Z+50 95 

d GLO<1.5*E0*cos^1.2*Z+100 71 

e DIF/GLO<1.05 and Z<75° 934 

f DIF/GLO<1.10 and Z>75° 1120 

An additional correction has been adopted by limiting 
minimum and maximum values of the estimated dif-
fuse fraction to values of 0 and 1 respectively in order 
to prevent unphysical results. This quality check 
avoids negative diffuse irradiation or diffuse irradia-
tion greater than the global irradiation. It is worth 
noticing that the diffuse radiation lower limit of 0 rep-
resents an unreal value too, since even with the clear-
est sky condition, the diffuse fraction should be pre-
sent, too. 

5. Statistical Indicators

Three statistical errors were used: mean bias devia-
tion, mean absolute deviation, and root mean square 
deviation, defined in Equations 3–5. 

n

DIFmDIFe
MBD

n
ii∑ −

= 1
)( (3) 

n

DIFmDIFe
MAD

n
ii∑ −

= 1
||

(4) 

n

DIFmDIFe
RMSD

n
ii∑ −

= 1
2)( (5) 

Subscript e indicates the estimated value, subscript m 
the measured values, and n is the number of valid 
points after the quality check. 
The purpose of this paper is to investigate the error 
that occurs in building energy simulations because of 
the split model selection in defining climatic datasets. 
The statistical analysis could help the designer in 
making a conscious choice between the proposed 
models. In this paper, four models have been selected 
for a subsequent energy simulation analysis. 

6. Results: Statistical Indicators

Tables 3 to 5 present for each statistical indicator the 
results obtained for the top five performing models con-
sidering the whole dataset and separate heating and 
cooling periods. 

Table 3 – Models with lowest mean bias deviation 

MBD [Wh m-2] 

Model year Heating Cooling 

Oliveira 0.2 4.23 8.86 

Maxwell 2.6 -3.37 26.25 

Ulgen Hepbasli 3.6 -3.04 12.78 

Torres 4.1 6.38 15.30 

Perez 4.5 -1.37 8.35 

Table 4 – Models with lowest mean absolute deviation 

Model MAD [Wh m-2] 

year Heating Cooling 

Perez 26.0 16.12 32.59 

Louche 27.7 14.94 35.99 

Spencer 27.8 15.23 35.61 

Soares 28.3 14.54 35.55 

Ruiz-Arias 28.6 14.06 37.25 

Table 5 – Models with lowest root mean square deviation 

Model RMSD [Wh m-2] 

year Heating Cooling 

Perez 45.6 30.51 53.33 

Oliveira 46.6 24.81 54.54 

Erbs 46.6 26.94 56.66 

Torres 46.8 26.71 56.17 

De Miguel 47.3 27.71 58.57 

From the analysis of the results, the Perez model 
shows remarkable results in the cooling period, but 
the performance degrades for heating. Since the num-
ber of day hours is greater in the cooling period, the 
Perez model performs better than the other models on 
an annual basis. Taking into account the full results, 
of which Tables 3, 4, and 5 are just a summary, the 
Perez, Oliveira and Torres models were chosen to 
carry out building energy simulations. 
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Fig. 1 – Distribution of MAD computed for every year of the dataset and each model 

It is interesting to consider that the Oliveira and 
Torres models were obtained by linear regression 
applied to datasets collected in San Paulo, Brazil, 
and Pamplona, Spain, respectively. These models 
perform well also with the present dataset of 
Trieste because those locations have similar solar 
irradiation. 

Fig. 1 presents the performance of each model by 
applying the statistical indicator for each year of the 
dataset. Therefore for each model a distribution of 
ten values is obtained. To compare the performance 
of the complete set of models, the results are 
reported as box plots, where the box extends from 
the first to the third quartile, the upper and lower 
whisker represent the minimum and maximum 
values of the set, while the line drawn into the box 
represents the median of the distribution. In this 
way an idea of the performance distribution can be 
obtained at a glance. 
The inspection of Fig. 1 shows which model 
performs better compared to the others, not only in 
an absolute manner, but also considering the 
dispersion of the results: one model can perform 
well for one year but can give unsatisfactory results 
for other situations with large dispersed values. 
Due to this consideration, we focused on the Al 
Riahi model. As can be seen in Fig. 1, the Torres 
model (model n. 33) and the Al Riahi model (model 
n. 32) have comparable MAD over the entire dataset 
(red line within the box). However, we can also 
notice that the amplitude of Al Riahi box is 

remarkably greater than the Torres box. The Al 
Riahi model has therefore been added to the 
selected models: the goal is to observe how the 
performance discrepancy between different years 
influences the building energy simulation. In detail, 
the Al Riahi model has its lowest MAD for 2003 
(MAD 25.4), and its highest for 2004 (MAD 34.5). 
This can be explained through the inspection of Fig. 
2: the year 2003 is catheterized by high mean global 
and direct irradiation, with a low diffuse fraction; 
on the contrary, the year 2004 shows low global and 
direct solar radiation paired with high diffuse 
fraction. The last condition is different from 
Trieste’s solar irradiation and from the original Al 
Riahi dataset, monitored in Baghdad. For the same 
reasons also the Torres model, collected in 
Pamplona, Spain, has its lowest MAD in 2003, while 
the highest is recorded in 2004. 

Fig. 2 – The mean yearly values of irradiance: Global, Direct 
and Diffuse on the horizontal plane 
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7. Model Choice

Following the observation explained in the previous 
paragraph, we selected four split models: Oliveira, 
Perez, Al Riahi, and Torres models. According to 
Lannini et al. (2010), except the Perez model that is 
classified as an exponential model, the three others 
are polynomial models. Fig. 3 presents the disper-
sion of diffuse fraction over the clearness index for 
the Perez model, while Fig. 4 compares the same 
dataset with the Oliveira, Al Rhiai, and Torres 
models. 

Fig. 3 – The Perez model 

Fig. 4 – The Oliveira, Al Riahi, and Torres models 

8. Building Envelope

The selected models were to generate climatic data 
in order to check the effect on building simulations. 
According to Pernigotto et al. (2016), a simple test 
building was simulated. It consists of a prism shape 
building with a square base, oriented to the main 
cardinal directions. Its internal floor area is 100 m2 
with 3 m internal height. All the opaque 
constructions are composed by two-layer structures 
with external isolation and 30 cm of concrete 

internal structure. Thermal bridges are neglected. 
The material characteristics are reported in Table 6. 
The insulation thickness, reported in Table 7, was 
set in order to obtain the reference thermal 
transmittance, according to the Italian regulations 
for climatic zone E. Windows have thermal 
transmittance Uw = 1.8 W m-2 K-1 with g = 0.35. 

Table 6 – Layer material thermal proprieties 

Layer λ Cp ρ 

Concrete 0.13 1.88 399 

Insulation 0.04 1.47 40 

Table 7 – Thermal transmittance and insulation layer thickness 

Construction U s [cm] 

External wall 0.30 9.41 

External roof 0.25 12.2 

Ground floor 0.30 9.25 

Wall solar absorbance was set to 0.3, except for the 
internal floor and the external roof where a value of 
0.6 was set. Ground temperature at building surface 
and at ground deep temperature was considered as 
constant, respectively of 18 °C and 14 °C. 
In summary, the test building is composed of a well-
insulated envelope with external windows on the 
east, south, and west facade, each one of 9.707 m2 
(29.12 m2 of total area). This last choice was made to 
analyze a building with a wide window size that, as 
highlighted by Pernigotto et al. (2016), is critical for 
possible high cooling loads.  
Internal gains are constant equal to 4 W/m2 with 
radiant and convective fraction of 0.5. Ventilation 
air change was set at 0.3 vol/h. Heating and cooling 
systems were simulated as an ideal system, 100 % 
convective and with a unitary coefficient of 
performance. Heating and cooling systems are 
available according to Table 8. 

Table 8 – Beginning, end and setpoint temperature related to 
heating and cooling systems 

System Begin End Setpoint [°C] 

Heating 1/10 31/03 20 

Cooling 1/04 30/09 26 
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9. Weather Files 

EnergyPlus simulation files require input variables, 
all monitored or derived from the dataset such as 
the DNI. Except for the Perez model that calculates 
DNI directly, in the other cases it was estimated 
through Equation (6). 

)cos(/ ZDIRDNI =    (6) 

Due to the uncertainty of the measuring instrument 
at high zenith angles, Equation (6) can return 
extremely high values (that were previously 
eliminated from the quality control, Equation 3).  
This can lead to unphysical values, even higher than 
extraterrestrial solar radiation, which can cause 
simulation errors if used in building simulation 
codes. The issue was solved, as was recommended 
by Spinelli F. (personal communication, 2016, ENEA 
- Italian National agency for new technologies, 
Energy and sustainable economic development) 
with the substitution of out of range values. The 
problematic points were identified by applying the 
check reported in Equation (7) (Gueymard et al., 
2016), with the DNI values obtained using the Bird 
clear-sky model according to Sengupta and Gotseff 
(2013). 

ElevDNI ⋅+< 03.01100    (7) 

The application of Eqn. 7 resulted in 95 points 
replacement in the dataset, 499 in Oliveira, 533 for 
Al Riahi, and 499 for Torres, and none for the Perez 
model. For all the variables previously described, 
the dataset was reduced from 10-minute detection 
to hourly weather files by averaging. 

10. Simulation Results 

Ten-year measurements and four selected models 
were used to obtain 40 simulations related to the 
split models. The results were compared to a 
reference simulation with weather files obtained 
using the original dataset. In the following para-
graphs, the energy required for heating and cooling 
are analysed. As previously explained, we focused 
mainly on two different years, 2003 and 2004. 
Tables 9 and 10 report the error in seasonal cooling 
or heating energy, as defined in Equation (8), where 

subscripts “se” and “sm” represent respectively the 
simulation result with estimated and measured 
weather files.  

sm

smse
Energy

EnergyEnergy
Error

−
=   (8) 

Table 9 – Cooling energy errors for the various models 

Year 
Sim 

[kWh] 

Oliveira 

[%] 

Perez 

[%] 

Al Riahi 

[%] 

Torres 

[%] 

2001 2678  +1,9 +0,5 +1,9 +1,6 

2002 2539  +1,7 +0,2 +1,5 +1,4 

2003 3852  +1,8 +0,4 +1,4 +1,4 

2004 2585  +2,4 +0,5 +2,2 +1,9 

2005 2377  +2,9 +1,3 +2,6 +2,6 

2006 2718  +3,2 +0,8 +3,5 +2,7 

2007 3001  +3,6 +1,4 +3,3 +3,1 

2008 2910  +2,7 +1,8 +2,4 +2,5 

2009 3190  +3,9 +2,5 +3,8 +3,6 

2010 2580  +3,6 +2,2 +3,3 +3,3 

Table 10 – Heating energy errors for the various models 

Year 
Sim 

[kWh] 

Oliveira 

[%] 

Perez 

[%] 

Al Riahi 

[%] 

Torres 

[%] 

2001 2516  -0,3 +3,0 -2,9 +0,1 

2002 2381  -1,5 +2,0 -3,9 -1,1 

2003 2234  -1,3 +2,8 -4,4 -0,6 

2004 2706  -1,8 +1,4 -4,4 -1,3 

2005 2839  -2,4 +1,4 -5,1 -2,0 

2006 2403  -1,5 +2,6 -4,2 -0,9 

2007 2040  -2,7 +2,1 -5,8 -2,3 

2008 2429  -2,9 +1,0 -5,5 -2,4 

2009 2544  -3,6 +0,6 -6,0 -3,3 

2010 3249  -3,0 -0,4 -5,0 -2,8 

 
As can be seen from Table 9, the Perez model in 
estimating the cooling energy preforms remarkably 
better than the others, with errors ranging from 
0.2 % to 2.5 %. However, when considering heating 
energy, the Perez model shows the same 
performance of the Oliveria and Torres models. The 
result confirms the statistical analysis presented in 
Tables 3 to 5 where the Perez model showed the best 
results in the cooling period, but with lower 
performance during the heating one. 
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Furthermore, the numerical simulation confirms the 
distribution of the statistical error with the box plots 
presented in Fig. 1: a model can perform very differ-
ently if applied to different years on the same loca-
tion. Considering Table 9, the Torres and Al Riahi 
models present the same error for the year 2003, 
while the latter shows consistently higher errors for 
different years. 
Finally Fig.s 5 and 6 graphically show the errors 
trend reported in Tables 9 and 10, showing the good 
performance of the Perez model in cooling simu-
lations, and the comparable performance of the 
Torres and Oliveira models for heating. 

Fig. 5 – Cooling energy, percentage error between models 
and measured data 

Fig. 6 – Heating energy, percentage error between models and 
measured data  

11. Conclusions

33 split models were implemented in order to study 
their impact in building energy simulations. This 
analysis was developed both with statistical indica-
tors and with simulation results, through En-
ergyPlus software. Considering the whole 10-year 
dataset, the Perez model performs significantly 
better than the others, both for MAD and RMSD 
statistic parameters, but with remarkable 
differences between cooling and heating periods. It 

shows also consistency if applied to different years 
of the same location. Regarding the polynomial 
models, they can perform with satisfying accuracy 
if the current dataset has similar climatic 
characteristics to the one originally used to obtain 
the model. Those that behave better in this case are 
Oliveira and Torres.  
Simulation results, applied on a test building with a 
well-insulated envelope, have shown that the Perez 
model performs extremely well for what concerns 
the cooling energy. On the other hand, the model 
shows higher energy needs during the heating 
period, but with a performance comparable to the 
other models.  
The Al Riahi, with a greater range of variability be-
tween different years, for this reason included in the 
set of tested models, showed a trend similar to the 
Torres and Oliveira, but with more errors for the 
selected years, and critical results for heating due to 
its constant underestimation of the required energy. 
Finally, the Perez model shows the best overall per-
formance. Nevertheless, the issue of lower perfor-
mance in simulations concerning the heating 
period, especially for insulated buildings, cannot be 
neglected. Therefore, further investigation is 
required to identify the different behavior of the 
Perez model between heating and cooling periods. 
Regarding the influence of split models in simu-
lation applied to insulated buildings, the choice can 
affect the simulation error from 0.2 % up to 4 %, this 
result is remarkable and has to be considered when 
dealing with building detailed energy analysis. 

Nomenclature 

Symbols 
Cp Thermal capacity (kJ kg-1 K-1) 
DIF Diffuse horizontal solar radiation (Wh m-2) 
DNI Normal solar radiation, (Wh m-2) 
DIR Horizontal direct solar radiation, (Wh m-2) 
E0 Extraterrestrial solar radiation, (Wh m-2) 
E0h Extraterrestrial solar radiation, horizontal 

(Wh m-2) 
Elev Elevation (m) 
GLO Global horizontal solar radiation, 

(Wh m-2) 
kd Diffuse fraction (-) 
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kt Clearness index (-) 
U Thermal transmittance (W m-2 K-1) 
Z Zenith angle (°) 
λ Thermal conductivity (W m-1 K-1) 
ρ Density (kg m-3) 

References 

Al-Riahi, M., N. Al-Hamdani, K. Tahir. 1992. “An 
empirical method for estimation of hourly diffuse 
fraction of global radiation”. Renewable Energy 
2(4): 451-456. doi:10.1016/0960-1481(92)90079. 

Bird, R.E., R.L. Hultrom. 1981. A Simplified Clear Sky 
Model for Direct and Diffuse Insolation on 
Horizontal Surfaces, SERI/TR-642-761. Golden, 
U.S.A.: Solar Energy Research Institute. 

Blanco, M.J., D.C. Alarcon-Padilla, T. López-
Moratalla, M. Lara-Coira. 2001. “Computing 
solar vector”. Solar Energy 70(5): 431-441. 
doi:10.1016/S0038-092X(00)00156-0. 

Boland, J., B. Ridlay, B. Brown. 2007. “Models of 
diffuse solar radiation”. Renewable Energy 33(4): 
575-584. doi:10.1016/j.renene.2007.04.012. 

Chikh, M., A. Mahrane, M. Haddadi. 2012. 
“Modeling the diffuse part of the global solar 
radiation in Algeria”. Energy Procedia 18: 1068-
1075. doi:10.1016/j.egypro.2012.05.121. 

Elminir, H. 2005. “Experimental and theoretical 
investigation of diffuse solar radiation: data and 
models quality tested for Egyptian sites”. Energy 
32(1): 73-82. doi:10.1016/j.energy.2006.01.020. 

Engerer, N.A. 2015. “Minute resolution estimates of 
the diffuse fraction of global irradiance for 
southeastern Australia”. Solar Energy 116: 215-
237. doi:10.1016/j.solener.2015.04.012. 

Furlan, C., A.P. Oliveira, J. Soares, G. Codato, J.F. 
Escobedo. 2011. “The role of clouds in 
improving the regression model for hourly 
values of diffuse solar radiation”. Applied Energy 
92: 240-254. doi:10.1016/j.apenergy. 

Gueymard, C., J.A. Ruiz-Arias. 2016. “Extensive 
worldwide validation and climate sensitivity 
analysis of direct irradiance predictions from 1-
min global irradiance”. Solar Energy 128: 1-30. 
doi:10.1016/j.solener.2015.10.010. 

Jacovides, C.P., F.S. Tymvios, V.D. Assimako-
poulos, N.A. Kaltsounides. 2006. “Comparative 

study of various correlations in estimating 
hourly diffuse fraction of global solar radiation”. 
Renewable Energy 31(15): 2492-2504. doi:10.1016/ 
j.renene.2005.11.009. 

Lannini, F., S. Wunderle, M. Lehning, C. Fierz. 2010. 
“Division of global radiation into direct 
radiation and diffuse radiation”. Master thesis. 
Bern, Switzerland: University of Bern. 

Lee, K., H. Yoo, G.J. Levermore. 2013. “Quality 
control and estimation hourly solar irradiation on 
inclined surfaces in South Korea”. Renewable En-
ergy 57: 190-199. doi:10.1016/j.renene.2013.01.028. 

Liu, B.Y.H., R.C. Jordan. 1960. “The interrelationship 
and characteristic distribution of direct, diffuse 
and total solar radiation”. Solar Energy 4(3): 1-19. 
doi:10.1016/0038-092X(60)90062-1. 

Macagnan, M.H., E. Lorenzo, C. Jimenez. 1993. 
“Solar radiation in Madrid”. International Journal 
of Solar Energy 16(1): 1-14. doi: 10.1080/ 
01425919408914262. 

Perez, R., P. Ineichen, E. Maxwell, R. Seals, A. 
Zelenka. 1992. “Dynamic Global-to-Direct 
Irradiance Conversion Models”. ASHRAE Trans-
actions 98(1):354-369. 

Pernigotto, G., A. Prada, P. Baggio P., A. Gasparella, 
A. Mahdavi. 2016. “Solar irradiance modelling 
and uncertainty on building hourly profiles of 
heating and cooling energy needs”. In: Proceed-
ings of the IV International High Performance Build-
ings Conference. West Lafayette, U.S.A.: Purdue 
University. 

Reindl, D.T., W.A. Beckman, J.A. Duffie. 1990. 
“Diffuse fraction correlations”. Solar Energy, 
45(1): 1-7. doi:10.1016/0038-092X(90)90060-P. 

Sengupta, M., P. Gotseff. 2013. Evaluaton of Clear Sky 
models for satellite-based irradiance estimates, Tech-
nical Report NREL/TP-5D00-60735. http://purl. 
fdlp.gov/GPO/gpo53784 

Spencer, J.W. 1982. “A comparison of methods for 
estimating hourly diffuse solar radiation from 
global solar radiation”. Solar Energy 29(1):19-32. 
doi:10.1016/0038-092X(82)90277-8. 

Torres, J.L., M. De Blas, A. Garcia, A. de Francisco. 
2010. “Comparative study of various models in 
estimating hourly diffuse solar irradiance”. 
Renewable Energy, 35(6): 1325-1332. doi:10.1016/ 
j.renene.2009.11.025.



241 

Introduction of a New Dynamic Simulation Screening Tool to Support 
Early-Stage Building Design 
Marco Picco – University of Brighton – m.picco@brighton.ac.uk 
Giorgio Ghisalberti – giorgio.ghisa@gmail.com 
Gaetano Fabio Graziano – gf.graziano@gmail.com 
Marco Marengo – University of Brighton – m.marengo@brighton.ac.uk 

Abstract 
The paper introduces a newly designed dynamic building 

energy simulation screening tool to help integrate the use 

of advanced simulation techniques to early stage building 

design and feasibility studies. The tool will help the design 

process to move toward an integrated design approach, 

including energy analyses and expertise from the first 

stages of design when time constraints and information 

requirements are still a hindrance for the use of other 

existing simulation tools. The paper focuses on the inte-

gration of the user input and output interfaces and auto-

matic model generation algorithms while referring to pre-

viously existing papers in term of model definition, case 

studies and validation. The tool is able to simulate build-

ing energy performances starting from a limited number 

of inputs received through a specifically designed user 

interface supported by databases and suggested values. 

Based on those inputs, a simplified building model is gen-

erated and simulated in EnergyPlus and results are post 

processed and visualized on the user interface. The tool is 

fully web based and can be used through any web-enabled 

device as only the input and output interfaces are man-

aged by the user device, with all other components being 

allocated to the server. The tool is able to run building per-

formance simulations based on a simplified building 

model description with a limited number of inputs and in 

a short span of time, ranging from minutes to less than an 

hour. Nonetheless, the simulations are still returning 

results with an acceptable margin of accuracy compared to 

a detailed simulation, considered to generate useful infor-

mation during early stage design and still higher com-

pared to the use of traditional stationary models. The pro-

posed tool will help the design process evolve toward an 

integrated approach and adapt to the foreseeable changes 

in regulations and market demand of low- and zero-

carbon buildings. 

1. Introduction

Buildings have been identified as one of the major 
targets for the reduction of energy use and green-
house gas (GHG) emissions for many years. Studies 
show how buildings are responsible for around 
40 % to 50 % of the global GHG emissions (Chen, 
2009; Economidou, 2011). 
Consequently, a strong push toward more efficient 
buildings is currently ongoing on a world scale, 
with the aim of Zero Carbon (ZCB) or Zero Energy 
(ZEB) Buildings. Private initiatives such as LEED or 
BREEAM are already targeting those high goals, 
while national and supranational regulations are 
quickly settling for slightly less ambitious goals, 
such as Net Zero (NZEB) and Nearly Zero (nZEB) 
Energy Buildings to be mandatory in the next few 
years (Executive Order No. 13514, 2009; European 
Parliament, 2010). 
Design processes of buildings need to adapt to reach 
those standards, they have to become more attentive 
to energy and performance problems and move 
toward an integrated approach, such as IDP. Build-
ing performance simulation can greatly help the 
design process by fuelling it with essential infor-
mation on the building expected behaviour 
(Hensen, 2004), as well as feasibility studies, and it 
is in fact already used in high calibre projects and 
design validation. 
The constant push toward a new standard of highly 
efficient buildings such as nZEBs requires the crea-
tion of energy models during the early design 
phases (Utzinger and Bradley, 2009; Ferrero et al., 
2015). However, such analyses require a high level 
of expertise and significant time commitment, in 
addition to a significant amount of information, all 
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usually unavailable during the first stages of the 
building design or the feasibility study. 
The proposed simulation tool tries to solve this 
dilemma by providing a quick and easy way to per-
form simplified energy simulation with a limited 
number of essential user input, to be used as a 
screening tool to evaluate different design options. 
At the same time, the simulations need to deliver an 
adequate level of accuracy in order to provide use-
ful information to fuel the decision process. This 
need is strongly related to the time and information 
requirement previously cited and therefore the 
accuracy of the simulation can be still acceptable 
even if lower compared to more traditionally 
detailed ones. This is granted by the tool through 
the use of specifically developed simplified models 
as seen below. 

2. The Simulation Tool

2.1 The Idea 

Research in the direction of a simplified simulation 
and screening tool stems from the need to overtake 
those well known barriers that are currently pre-

venting or limiting the diffusion of advanced build-
ing performance analysis during the first steps of 
the integrated building design process or feasibility 
study of renovations. 

The tool allows the dynamic simulation of buildings 
in a timeframe compatible with the needs of the 
design process, while at the same time it achieves an 
acceptable level of accuracy. Additionally, the tool 
is designed to be used on any web-enabled device, 
without the need of installing any specific simula-
tion software by the user, although it requires an 
Internet connection. Instead, the user will have 
access to the web interface and obtain the results as 
a service, in what could be considered an automated 
consultancy delivery. 
Through the use of this tool, the user only needs to 
input a limited number of details through the input 
interface on his device. Those details are then sent 
to the server were the simulation model is created 
and the simulation preformed, output from the sim-
ulation is then post-processed, and relevant infor-
mation on the performance of the building is sent to 
the user through the user result interface. 
An explanatory infographic summarizing the struc-
ture of the proposed tool can be seen in Fig. 1, high-
lighting each component that is needed for the pro-
cess to work form when the user inputs the data on 
his device to the moment the results are visualized 
under the form of readily usable information.  

The tool is structured in three different blocks: 
- the simulation Core, 
- the user input interface, 
- the user results interface. 

Fig. 1 – Structure of the proposed Simulation Tool 
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Each part is discussed more in detail in the follow-
ing paragraphs. Although the graphical aspect of 
the interfaces is currently under work and is not 
finalised, each element has already been defined 
and implemented in the tool. 

2.2 The Simulation Core 

The simulation core is composed by all the elements 
the user does not have direct contact with, and is 
subsequently hosted on a server, only exchanging 
data with the user device through an Internet con-
nection. 
The simulation core can be decomposed into three 
different elements: 
- the simulator, 
- the model generator, 
- the results post processor. 
The simulator is, in fact, the simulation code that 
runs the dynamic performance simulation of the 
building, based on the model received in input. For 
this application, the research team decided to use an 
already existing and reliable simulation code devel-
oped by the US Department of Energy named Ener-
gyPlus (Crawley et al., 2004; Henninger and Witte, 
2010). This allows to maintain the complexity and 
versatility of an advanced simulation code, while at 
the same time it lets the research team focus on the 
other aspects of the tool, as highlighted previously, 
and discussed in the following paragraphs. Not 
only this, but the reliance on an already existing cal-
culation code will allow the final user to export the 
simulation model to EnergyPlus at any point, if 
needed, to extend the range of accessible features, if 
necessary, and it easily allows for future expansions 
of the tool itself. 
The authors focused most of the research on the 
model generator. To be able to perform dynamic 
simulations, EnergyPlus requires a complex and 
specific input file containing the building model. As 
mentioned, this is one of the barriers for the exten-
sive application of building simulation, as such 
models are usually time-consuming, and require a 
significant amount of information. 
By applying the knowledge gathered during past 
research work and integrating the previously devel-
oped simplified building description model (Picco 
et. al, 2014), this pre-processor is able to collect the 

limited number of details provided by the user and 
automatically generate a fully functional, although 
simplified, building model that EnergyPlus can use 
to perform dynamic simulations. 
The last element of the simulation core is the results 
post-processor that automatically reads the output 
.csv file obtained by EnergyPlus, and processes the 
contained data in usable information for the user in 
the form of tables and graphs, ready to be sent to the 
user interface, an example of such results can be 
seen in Chapter 4 of this paper.  

2.3 The Input Interface 

The input interface is a web-based application that 
will be accessible to the user from a web-browser of 
any web-enabled device. Here, the user will be able 
to input the essential data required by the tool 
through a series of intuitive fields varying form 
value fields to database selection. 
In its current state, a total of 25 inputs are required 
from the user, divided in 20 values and 5 database 
selections, once all the fields are filled the user will 
be able to send the data to the server to start the sim-
ulation process.  
The input interface is divided into 5 categories: 
- General Data: Contains general information on 

the building, for a total of 1 value and 2 data-
base selections; 

- Geometric Data: containing details on the shape 
and size of the building for a total of 6 values 
and 1 database selection; 

- Windows Data: containing details related to the 
transparent surfaces, for a total of 4 values and 
1 database selection; 

- Construction Data: containing details on the 
materials and structure type used within the 
building, for a total of 1 database selection and 
4 values; 

- HVAC Data: giving basic details on the HVAC 
configuration and HR for the simulation, for a 
total of 5 values. 

As the amount of input is extremely limited, and the 
tool could be used by professionals with limited 
expertise on the topic, it is particularly important 
that every field is clearly defined and accompanied 
by an acceptable amount of details allowing the user 
to correctly utilize the tool. 
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For this reason, in the final version of the tool, every 
field will feature a comprehensive explanatory tag, 
and will include both visual help and recommended 
values for different situations. 
At the same time, the databases cover the important 
role of delivering all the information required to the 
model that is usually not available at the required 
level of detail during the stages in which the tool is 
potentially being used. 
For this reason, a significant level of thought has 
been and will be devoted to the definition of com-
prehensive and suitable database entries able to 
effectively cover most, if not all the possible cases 
with limited assumption and approximation. 

2.4 The Output Interface 

Lastly, the output interface is constituted by a 
webpage where the results from the simulation are 
visualized after being elaborated into readily usable 
information. The data containing relevant graphs 
and tables is sent directly by the server and visual-
ized on the user device. 
Although this could be considered the least 
research-intensive part of the tool, it is still essential 
to identify and convey the useful information in a 
comprehensive and clear way for the final user to 
understand it. At the same time the information 
needs to be concise and specific to avoid the risk of 
less expert users to lose themselves in an unmanage-
able amount of data. 
The authors identified a list of useful information 
that was included in the interface and is directly vis-
ualized on the user device in the form of tables and 
graphs. An example of those results is shown in 
Chapter 4 and can be summarized in 3 groups: 
- Monthly Energy Needs for Heating and cool-

ing: useful to immediately understand the per-
formance of the building in terms of consump-
tion and to compare different design options; 

- Thermal power curves for heating and cooling 
needs: essential as a starting point for plant 
design and feasibility analysis of different plant 
options; 

- Hourly temperature variation for a Winter and 
Summer Typical week: useful to form a qualita-
tive idea of the internal comfort conditions and 

to compare different design choices in term of 
user comfort. 

Lastly, both the output .csv file obtained from the 
EnergyPlus simulation and the .idf file containing 
the model used for the simulation, are given to the 
user as an optional download. The user is therefore 
able to perform more detailed analysis either by 
post-processing the already generated output from 
the simulation or, for more expert users, to add ele-
ments to the simulation itself to perform a more 
detailed analysis, e.g., by following the develop-
ment of the building design while new information 
becomes available. The option of generating an au-
tomated report including all the results in a readily 
presentable form is currently under evaluation. The 
option to visualize an internal comfort chart for the 
building is currently under discussion as the simpli-
fied nature of the tool can only allow for a qualita-
tive evaluation of comfort conditions and cannot 
consider localized effects that could greatly influ-
ence it. Nonetheless even a qualitative information 
on comfort condition could be of great use while 
comparing different design choices to identify the 
best option not only in terms of energy use but in 
terms of the building performance in general. 

3. Validation and Case Studies 

As mentioned at the beginning of the paper, one of 
the most important aspects of this research has been 
the focus on accuracy, although limited by the 
necessity of using simplified models. As mentioned, 
a simplified screening tool such as the one proposed 
here, still needs to ensure an adequate level of accu-
racy, although lower when compared to a detailed 
building simulation due both to its nature and its 
purpose, being used when a detailed simulation is 
not possible or feasible due to time and information 
constraints. 
Validation was therefore approached in two differ-
ent phases: validation of the simplified model and 
validation of the simplified tool. A third phase asso-
ciated with the validation of the simulation code is 
deemed unnecessary thanks to the use of Ener-
gyPlus, a well-known and reliable simulation code 
(Crawley et al., 2004; Henninger and Witte, 2010). 
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The validation of the simplified model has been per-
formed following its definition and extensively dis-
cussed in previous publications (Picco et al., 2015). 
During this study, three different buildings were 
selected and modelled, both through the use of the 
simplified model and a detailed model using all 
available information. The detailed model was cali-
brated thanks to the use of historic data and for each 
analysed case, the difference in results in terms of 
heating and cooling energy needs and heating and 
cooling peak power was verified to be below the 
threshold of 20 %. This threshold was derived by the 
authors based on market expectations and, although 
not directly related, the recommended acceptable 
value of mean bias error for detailed and calibrated 
simulation models as presented in the Measurement 
and Verification guidelines from DOE (DOE, 2008) 
equal to 10 %. 
Following the initial validation, the simplified 
model was applied to a number of other buildings 
to evaluate their energy performances. When suita-
ble, a detailed model was also simulated, for valida-
tion and research purposes. For each case, the dif-
ference between simplified and detailed model, in 
terms of heating and cooling energy needs and peak 
power needs always resulted under the aforemen-
tioned 20 % margin; a further confirmation of the 
validity of the simplified model. 
The second part of the validation process focuses 
instead on the tool itself, verifying that the auto-
matic model generator is able to correctly recreate 
the simplified model of a building starting from the 
data of the input interface, and at the same time the 
output post-processor is able to correctly recreate 
useful information both in numerical and graphical 
form. 
This phase of the validation process is currently 
undergoing, in parallel with the finalizing and im-
provement of the user interface, although initial 
results can be seen in the following chapter through 
an example of application of the tool, proving that 
both the model generator and output post-processor 
work correctly, as expected. 
 
 
 

4. Example of Application 

As an example of the application of the presented 
tool in its current form, the Castelli clinic building 
was selected. The building is one of the case studies 
used during the definition of the simplified model; 
we are therefore able to verify the tool is correctly 
creating the simplified model and compare the 
obtained results to the ones of the detailed model, 
developed for the validation of the simplified model 
results. 
The building, located in Bergamo, is considered a 
medium-large building with an approximate floor 
area of 5000 m2 on a total of five floors. Built before 
the second Great War, and currently used as a hos-
pital, the building is characterized by poor thermal 
performances of the envelope and old plants.  
The building data summarized in Table 1 is input in 
the simulation tool’s user interface through relevant 
database selections and the direct input of values. 
Names of the specific inputs are coded in the table 
based on their category as the authors decided to 
not divulge them prior to the official launch of the 
tool. 
The simulation is then launched from the same 
interface. Following this, as previously detailed, the 
information is sent to the simulation core, where the 
pre-processor generates the EnergyPlus input file 
and performs the simulation. Results from Ener-
gyPlus are then loaded by the post-processor and 
elaborated to generate readily usable information. 
Although the amount of data that could be obtained 
from EnergyPlus is extremely large in size and vari-
ety, a series of essential details were identified as the 
most important to be directly shown to the user 
through the output interface.  
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Table 11 – Input data for application example 

Entry Value Unit 

GENERAL_DATA_1 Bergamo [IT] - 

GENERAL_DATA_2 -70.8 ° 

GENERAL_DATA_3 Hospital - 

GEOMETRIC_DATA_1 4 - 

GEOMETRIC_DATA_2 53.4 m 

GEOMETRIC_DATA_3 83.5 m 

GEOMETRIC_DATA_4 3.5 m 

GEOMETRIC_DATA_5 1124 m2 

GEOMETRIC_DATA_6 Yes - 

GEOMETRIC_DATA_7 Hospital - 

WINDOW_DATA_1 Double Clear - 

WINDOW_DATA_2 59.1 m2 

WINDOW_DATA_3 230.4 m2 

WINDOW_DATA_4 130.3 m2 

WINDOW_DATA_5 125.0 m2 

CONSTRCTION_DATA_1 Masonry - 

CONSTRCTION_DATA_2 1.60 W/m2K 

CONSTRCTION_DATA_3 1.65 W/m2K 

CONSTRCTION_DATA_4 1.21 W/m2K 

CONSTRCTION_DATA_5 1.65 W/m2K 

HVAC_DATA_1 22.5 °C 

HVAC_DATA_2 28.0 °C 

HVAC_DATA_3 18.0 °C 

HVAC_DATA_4 28.0 °C 

HVAC_DATA_5 0.0 % 

Fig.s 3 to 6, shown below, exemplify the current vis-
ual output obtained by the user through the output 
interface following the execution of the simulation. 
Fig. 2 shows a monthly summary of heating and 
cooling energy needs of the building through staked 
bars, coupled with the monthly average outdoor 

temperature as a reference. This graph, coupled 
with optional tabular data gives a good representa-
tion of the energy performances of the simulated 
building. 
Fig. 3 shows the Thermal power curves of the sys-
tem, for both heating and cooling, this is useful 
information to select the optimal plant configura-
tion and size, and to estimate the annual hours of 
activity of a different plant equipment. 

Fig. 2 – Output: Monthly Energy Needs 

Fig. 3 – Output: Thermal Power Curves 

Fig. 4 – Output: Hourly Temperature Variation for Winter Week 

Fig.s 4 and 5, respectively, show the hourly 
temperature variation for a zone within the building 
for a typical winter and summer week, coupled with 
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the outdoor temperature. Those graphs are useful 
for the user to immediately have an idea of the 
thermal conditions within the building and the 
operation of the systems. 

Fig. 5 – Output: Hourly Temperature Variation for Summer Week 

Finally, the results in terms of total heating and cool-
ing needs, are reported in Table 2 below to compare 
results obtained by the tool with the ones obtained 
from the simplified and detailed model previously 
developed and discussed in previous papers. 

Table 12 – Comparisons between models 

Model Heating [kWh] Cooling [kWh] 

Tool 769473 110219 

Simplified Model 774493 126788 

Detailed Model 791075 128102 

As evident by the table, the tool delivers the same 
results as the simplified model, which confirms that 
the model generation and post-processing algo-
rithms have been implemented correctly in the tool; 
and starting from the input data, the generated 
model is equivalent to the manually created simpli-
fied model.  

5. Conclusions

As we are moving toward a carbon free future, our 
buildings are becoming increasingly more complex, 
due to the constantly increasing performance 
requirements and new surfacing technologies. As a 
consequence, the design of the building is becoming 

an increasingly complex process, that requires addi-
tional expertise and attention to energy and perfor-
mance issues. 
Building performance simulation could be consid-
ered a possible solution, however, a gap is still pre-
sent between the available tools and the needs of the 
design process during the first stages of the building 
design, due to the lack of available time and infor-
mation. 
The proposed screening tool aims to fill this gap by 
providing a quick and simple way to perform sim-
plified dynamic performance simulations with min-
imum time commitment and information required 
to identify preferable design choices during the 
early stage design and feasibility studies. Thanks to 
the use of a validated simulation code EnergyPlus 
and a purposely developed simplified description 
model, the tool is able to deliver results within an 
acceptable margin of difference compared to the 
detailed simulations, within the 20 % difference on 
all evaluated case studies. 
The tool is currently being delivered in its initial 
form and it focuses on the most essential design 
parameters such as the envelope, materials, and 
basic HVAC parameters. Once the first version is 
fully operational, various possible developments 
are under evaluation, such as the inclusion of spe-
cific building features, the expansion of the plant 
side of the model, and the inclusion of renewable 
technologies. The inclusion of optimization tech-
niques such as genetic algorithms is under evalua-
tion, too. Meanwhile databases will be constantly 
expanded to cover for a larger range of options. 
The authors believe, based on the obtained results, 
their personal experience in the field of building 
performance simulation, and the market expecta-
tions, that the proposed tool will have a significant 
impact on the integration of computer simulation 
during the early-stage design and feasibility study, 
providing useful information and fuelling the con-
stant improvement in building performance.  
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Nomenclature 

Symbols 

GHG Greenhouse Gas 
ZCB Zero Carbon Buildings 
ZEB Zero Energy Buildings 
NZEB Net Zero Energy Buildings 
nZEB Nearly Zero Energy Buildings   

EPBD 
European Performance of Buildings 
Directive 

IDP Integrated Design Process 
BPS Building Performance Simulation 
HR  Heat Recovery 
SGHC Solar Heat Gain Coefficient 
CSV Comma Separated Value 
IDF EnergyPlus input data files 
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Abstract  
Air-source heat pumps can be coupled with photovoltaic 

panels, a water storage tank and low temperature 

hydronic terminals (radiant floor) with the purpose of 

using renewable sources for domestic heating. Some kind 

of storage solution is required since the availability of 

solar energy is most of the time out of sync with the 

heating needs. In principle the energy storage could take 

place in water filled storage tanks, acid-lead batteries, and 

in the building envelope. The thermal capacity of the 

storage tank depends on the tank size and it could affect 

the performance of the system. Hence, the system 

management strategy should consider such inertia in 

order to correctly control the system, also by taking into 

account the current availability of solar energy.  

This work investigates whether the correct sizing of the 

water storage tank and its correct management can 

increase the energy self-consumption and, consequently, 

the renewable share of the primary energy used. The work 

analyses the behaviour of such a system configuration 

during the heating season in different climate conditions. 

Four European climates and two types of building 

envelopes, with different thermal capacities (timber and 

concrete), were considered.  

Results show that a control logic oriented to self-consump-

tion can significantly reduce the energy taken from the 

power grid, with respect to the more typical control 

systems that reset the supply temperature based on the 

outdoor temperature. However, increasing the tank size in 

the range of the typical installations has only a slight effect 

on the percentage of self-consumed energy. In the case of 

the control strategy that includes outdoor temperature 

reset, it was found that this percentage does not change, 

regardless of the tank size. 

1. Introduction

Air-to-water heat pumps have an increasing share 
in the European heating market. According to the 
European Heat Pump Market and Statistics Report 
2015 (EHPA, 2015), they represent the fastest 
growing heat pump segment across Europe. The 
performance of the average commercial products 
has consistently improved in recent years both at 
nominal operating conditions and part load condi-
tions, the latter because of the adoption of the 
inverter-driven compressors. 
Moreover, air-source heat pumps (ASHP) will have 
an important role in order to fulfil the requirements 
of covering primary energy consumption using 
renewable energy sources, since the aerothermal 
energy is considered a renewable source by the 
Italian Legislative Decree 28/2011 and by the 
European directive 2009/28/EC. The renewable per-
centage of energy consumption further increases in 
the case that a share of the electric input energy 
comes from a photovoltaic system.  
The performance of the heating system depends on 
many parameters. The thermal inertia of the storage 
tank (i.e. tank size) could be one of these. Other 
authors (Arteconi et al., 2013) found that with 
regard to the established sizing procedures, there is 
no need for lager storage, except in the case of large 
PV sizes or highly fluctuating electricity prices. It 
was also found (Alimohammadisagvand et al., 
2016) that with small tank sizes, both the electric 
consumption and the life cycle cost of the thermal 
energy storage are lower. However, in literature few 
works have focused on the increment of the PV self-
consumption in high performance buildings. 
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Moreover, the influence of storage tanks in the per-
formance of heating systems with ASHP has been 
scarcely investigated in the literature. 
This work investigates whether the correct sizing of 
the water storage tank and its correct management 
can increase energy self-consumption. The work 
analyses the behaviour of such a system config-
uration during the heating season in different 
climate conditions. Four European climates and two 
types of building envelopes, with different wall 
thermal capacitance were considered. 

2. Methods 

2.1 Simulation Layout 

A coupled simulation of the simplified reference 
building and its heating system was set up in the 
TRNSYS simulation suite. The reference building is 
a well-insulated semi-detached house (Fig. 1), pre-
sented in Penna et al. (2015). In this work the 
reference building was modified to consider the 
influence of the thermal capacitance of the building 
envelope, consequently, concrete block and timber 
envelope were considered, respectively with an 
internal areal capacity of 50.6 kJ m-2 K-1 and 36.5 kJ 
m-2 K-1. In both cases, the walls have a thermal 
transmittance of 0.29 W m-2K-1, according to the EN 
ISO 13786 procedure. 
The heating system is based on an air-to-water heat 
pump with a variable speed compressor and cou-
pled with a photovoltaic array. The system is com-
bined with a reference building with radiant floor. 
The model was set up in the TRNSYS simulation 
suite (Fig. 2).  Standard and TESS libraries are used 
for many of the system components, whereas a sub-
routine was adapted to simulate the part load opera-
tion of the ASHP, in order to model the behaviour 
of the latest generation machines (Bee et al., 2016).  
The tank model is a stratified liquid storage tank 
with two inlet and two outlet flows and no internal 
heat exchangers. The tank is a vertical cylinder and 
its height was calculated in order to maintain the 
same shape while varying the volume. The model 
includes calculation of losses from the tank to the 
ambient and assumes that all stratification nodes of 
the tank are uniform in size. The loss coefficient per 

unit area was set equal to 0.35 Wm-2K-1 on the base 
of the average market product performance.  
The part-load operation of the ASHP is described by 
a function that can be considered representative of 
the last generation units. The part load and full load 
performance data are given as inputs to the ASHP 
model and the instantaneous behaviour depends on 
the outdoor condition and the required thermal 
power. The heat pump was sized in order to cover 
the peak load without auxiliary generators. That 
results in different HP sizes for different climates 
and/or buildings.  
The radiant floor was modelled with an “active 
layer” (TRNSYS documentation, 2012). The design 
specifications are referred to a commercial configu-
ration with 0.12 m pipe spacing and PEX pipes with 
a diameter of 0.016 m, a thickness of 0.002 m and a 
thermal conductivity of 0.44 W m−1 K−1. 
The heating system is powered by either grid or 
photovoltaic electric power in an “UPS like mode” 
avoiding battery operation in parallel with the grid. 
Hence, the system is re-connected to the grid only 
when the battery has been completely discharged. 
In the morning, the photovoltaic generated power is 
used to charge the batteries. As soon as the batteries 
have been charged, the system uses the residual 
photovoltaic power, if still available, and then it 
exploits the stored energy until it is finished. The 
photovoltaic array is made of 12 modules with an 
area of 1.6 m2 each. The total generated energy de-
pends on the radiation input and it changes for the 
different studied climates.  
Four European cities were considered in order to 
broaden the validity of the results. The simulation 
code read the weather data for the investigate cities 
that are Helsinki (Finland), Berlin (Germany), Milan 
and Rome (Italy). These climates are classified 
respectively as 6A, 5C, 4A and 3C, according to the 
ASHRAE 90.1 classification. From each TRY, a six-
months period (October 15 – April 15) was selected 
for the simulations.  
 

2.2 Management Approaches 

The water supply to the radiant floor is controlled 
by means of the thermostat signal (setpoint at 20°C, 
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proportional band of 1°C). The flow rate varies 
linearly between 100 and 400 kg h-1.  
Two management approaches were implemented in 
the simulation layout in order to investigate the 
possibility to increase the renewable coverage factor 
during the heating period. The heat pump is con-
trolled setting the desired supply temperature, by 
means of either:  
a. an outdoor temperature reset (OTR) of the

supply temperature;
b. a logic that considers a constant supply temper-

ature when the delivered energy comes from the
grid whereas a higher temperature when self-
produced energy is used (batteries discharging
or directly from the panels). That will be called a
self-consumption-oriented logic (SCO).

The control system ensures an indoor temperature 
between 19.5 °C and 23 °C. 

2.3 Storage Volumes 

Simulations were performed for the four mentioned 
climates, the two types of envelopes, five tank sizes 
(in the range of 100 to 1000 litres), and with the two 
management strategies. The lower storage volumes 
(up to 500 litres) correspond to the typical tank sizes 
in residential single unit applications. The range 
was extended to 1000 litres in order to explore po-
tential benefits from a larger storage, even if those 
solutions are not easily applicable in practice. 

Fig. 1 – Reference building 

Fig. 2 – Layout of the simulations in TRNSYS Simulation Studio 

3. Discussion and Result Analysis

The results of the analyses are the energy con-
sumption of the ASHP and the PV power produc-
tion use for the heating system. These results are 
obtained on an hourly basis as shown in Fig. 3. 

3.1 Management Approaches 

We compared the management approaches, in the 
cases with a storage volume of 300 litres and 700 
litres. The SCO approach increases the self-con-
sumption percentage with regard to the OTR logic, 
in all the simulations (Fig. 4). With reference to a 
tank size of 300 litres, the maximum increase is 10 %. 
That is a consequence of two main facts. First, 
although the supply temperature range is the same 
for the two control approaches, with the SCO one 
the lower supply temperature is more frequent over 
the season and that results in a more efficient oper-
ating condition for longer time (higher COP). 
Second, the heat pump is turned off (no consump-
tion) for some hours over the season, with a fre-
quency that does not depend on the time of the day 
or the outdoor temperature (as shown in Fig. 3), but 
it is rather linked to the radiation and the batteries 
capacitance. It is necessary to point out that the 
mentioned increase of self-consumption percentage 
means, simultaneously, a reduction of total energy 
needs and an increase of the self-produced share. 
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Fig. 3 – Sample of a simulation with the climate of Helsinki and the 
concrete envelope. The figure is intended to show the behaviour 
of the system (heat pump and tank) with the SCO management. 
The shaded areas correspond to the stages in which the HP is off: 
in these hours the HP supply temperature overlaps the tank 
temperature (no thermal power is transferred to the water). In the 
preceding hours the stored water has been overheated using the 
self-produced energy 
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Fig. 4 – Comparisons in terms of self-consumption percentage 
between the two management approaches: the self-consumption 
oriented logic (SCO) and the outdoor temperature reset (OTR); 
results presented with the tank volume equal to 300 litres e 700 
litres, for the four climates and the two envelope types 

3.2 Storage Volume 

The second aspect we analysed is the impact of the 
storage volume. We found that it does not have any 
impact on the OTR logic (as can be deducted by 
comparing the graphs for 300 litres and 700 litres in 
Fig. 4) and only a moderate impact with the SCO 
logic. For this second case, results are shown in 
Fig. 5. The differences reach a 9 % (maximum) in-
crease between 100 and 1000 litres, but only 3 % 
between 100 and 500 litres, which is a more likely 
range for the typical residential installations. Here, 
the increase of the self-consumption percentage is 
the net effect of a slight increase of total energy 
needs (1 % for Helsinki, 2 % for Berlin and Milan, 
and 3 % for Rome) as shown in Fig. 6, and a great 
increase of the self-produced energy (up to 15 % for 
the climate of Rome).  
Finally, it is interesting to notice some differences 
between the timber and the concrete envelopes, in 
average, the systems with a timber envelope seem 
to take greater advantage from the increase of the 
tank size (Fig. 5). That is to be expected, since the 
wooden ones have a lower thermal capacity.  

4. Conclusions

This paper is a simulation work on the influence of 
the storage size and management in air-source heat 
pump systems for residential space heating, inte-
grated with a photovoltaic array. We compared two 
management approaches and results show that a 
very simple logic oriented to self-consumption can 
significantly reduce the use of energy from the grid. 
Regarding the tank size, we found that, among the 
investigated cases, a 500-litre tank allows a maxi-
mum of 3 % increase of self-consumption share with 
respect to a 100-litre tank, and that gain also in-
cludes a slight increase of the total consumption. 
Hence, increasing the storage size does not lead to 
significant benefits in terms of energy saving. 
The findings of this study will be further investi-
gated, in particular the system will be integrated 
with a more sophisticated management strategy 
that may include a scheduled working rate of the 
system, also depending on the occupants’ behav-
iour. By means of an optimization we will also 
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analyse the effect of some parameters such as the 
heat pump characteristics or the PV and battery 
sizes. 

Fig. 5 – Variation of the self-consumption percentage as a function 
of the storage tank size (volume) for the timber and concrete 
envelopes and with the SCO strategy 

Fig. 6 – Variation of the consumption as a function of the storage 
tank size (volume) normalized on the case with the lower storage 
volume (100 litres). Simulations with the SCO strategy 
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Abstract 
In the period from the ‘40s to the late ‘70s, Italy 

implemented an extensive public social housing plan 

(INA-CASA and GESCAL) that is widely representative of 

the national residential building stock. Obviously, its 

energy performance is extremely poor and its refurbish-

ment plays a key role in the national targets of GHG 

emissions reduction. 

For these reasons, through historical research and survey 

of 145 social housing buildings, a building typology 

matrix with six-reference buildings has been developed 

following the IEE TABULA project method. Some typical 

refurbishment measures have been analysed, in term of 

global costs and total primary energy demand, consider-

ing different economics and climate change scenarios. The 

research has been carried out for Tuscany, central Italy, 

using both weather data sets for inland (Florence) and 

seaside (San Vincenzo). The input assumptions consider a 

constant thermal comfort level, in order to identify the 

measures that can provide comfort conditions to the occu-

pants with the lowest value of energy demand. The results 

of this study, taking into account the impact of global 

warming on the Mediterranean climate, the high thermal 

inertia of typical buildings, and different user’s behav-

iours, show that the combination of measures with 

advanced and standard performance level can be consid-

ered optimal in terms of global costs reduction. 

1. Introduction

The European Directive 2010/31/EU, which aims to 
reduce energy consumption and the environmental 
impact of buildings, was implemented with the 

identification of a set of reference buildings, repre-
sentative of the national stocks of the member states, 
through the TABULA research project followed by 
the EPISCOPE project (IWU, 2016). 
In Italy, the TABULA research project (Corrado 
et al., 2014) defined the typological and technolo-
gical characteristics of the reference buildings on the 
basis of the Piedmont Region building stock.  
According to the common European methodology 
(European Commission, 2012) several combinations 
of energy efficiency measures have been applied to 
reference buildings in order to identify the optimal 
solutions under a cost-benefit profile. Finally, the 
results were used to issue the Italian decree 
26/6/2015 on the minimum energy performance 
requirements for different types of intervention and 
the building energy rating system. 
The most critical aspects of the application of the 
European methodology are: 
- representativeness of the regional reference 

buildings compared to the national buildings 
stock; 

- the energy performance calculation doesn’t 
consider climate change, though the economic 
analysis is performed over the service life of the 
reference buildings; 

- EN ISO 13790:2008 seasonal calculation methods 
(quasi-steady state) could fail in precisely 
evaluating the effects of high thermal inertia of 
the typical Italian residential buildings. 

This research, starting from the European metho-
dology framework (European Commission, 2012), 
has addressed these three aspects by taking into 
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account a new set of reference buildings and climate 
change projections for Tuscany in central Italy. 

2. Reference Buildings 

Two major plans of social housing construction 
were activated in Italy, from 1949: INA-CASA 
(1949-1963) and GESCAL (1963-1973) that continued 
until the ‘80s (Acocella, 1980; Capomolla and 
Vittorini, 2003). INA-CASA buildings are charac-
terized by very simple construction technologies 
and the most common types of buildings are the 
detached multifamily house and its combination in 
larger apartment blocks (INA-CASA, 1949). 
From these premises, we selected a sample of 145 
multi-family houses and apartment blocks, con-
structed in Pistoia (Beneforti and Ottanelli, 2012) 
between 1946 and 1977 under the INA-CASA and 
GESCAL plans.  
This sample was analysed following the 
methodology developed for the TABULA and 
EPISCOPE projects that conform to the national 
housing census classification (ISTAT, 2011). By 
means of statistical analysis a strong correlation 
between Ae and VG (R2 = 0.93) and Aw and Af 

(R2 = 0.83) was observed and the dependence of 
space heating and cooling demands on these geo-
metrical parameterswas analysed. Starting from the 
results at this preliminary stage (Pierangioli and 
Cellai, 2016), the Building Type Matrix shown in 
Table 1 was developed by arranging the sample into 
two historical periods characterized by different 
construction technologies (from 1946 to 1960 with 67 
buildings, and from 1961 to 1977 with 78 buildings), 
and three building size classes based on VG and the 
number of apartments (Pierangioli and Cellai, 2016). 
Tables 2 and 3 show the Building Type Matrix enve-
lope construction technologies and the HVAC 
system typologies.  
The data derived from the TABULA project data-
base (Corrado et al., 2014), local INA-CASA and 
GESCAL archives, and technical references (UNI, 
2014-a). 
 
 
 
 

Table 1 – Building Type Matrix (Pierangioli and Cellai, 2016) 

 

 

 

DIMENSIONAL CLASS 
(1) SMFH 
VG ≤ 2700 

nU≤8 

(2) MMFH 
2700<VG<4800 

8<nU≤15 

(3) AB  
VG≥4800 

nU>15 

(1) 
1946 
1960 

Type 1.1 Type 1.2 Type 1.3 

   

sample size: 
26 buildings 

sample size: 
28 buildings 

sample size: 
13 buildings 

6 apartments 
Af=496.2 m2 

VG=1987.0 m3 

Ae/VG=0.6 m-1 

Aw=79.1 m2 

Aw/Af=0.16 

12 apartments 
Af =872.4 m2 

VG=3428.2 m3 

Ae/VG=0.54 m-1 

Aw=129.6 m2 

Aw/Af=0.15 

24 apartments 
Af =1618.8 m2 

VG=6293.7 m3 

Ae/VG=0.47 m-1 

Aw=266.0 m2 

Aw/Af=0.16 

(2) 
1961 
1977 

Type 2.1 Type 2.2 Type 2.3 

   

sample size: 
30 buildings 

sample size: 
26 buildings 

sample size: 
20 buildings 

6 apartments 
Af=485.7 m2 

VG=1893.1 m3 

Ae/VG = 0.61 m-1 

Aw=89.7 m2 

Aw/Af=0.18 

12 apartments 
Af =954.3 m2 

VG=3697.5 m3 

Ae/VG=0.58 m-1 

Aw=176.4 m2 

Aw/Af=0.18 

16 apartments 
Af =1633.2 m2 

VG=6201.9 m3 

Ae/VG=0.50 m-1 

Aw=286.4 m2 

Aw/Af=0.18 
(1) Small Multi-Family House 
(2) Medium Multi-Family House 
(3) Apartment Block 

Table 2 – Thermal properties of building envelope components 

 BLDG. TYPES  
1.1, 1.2, 1.3 

BLDG. TYPES  
2.1, 2.2, 2.3 

External 
walls 

Load bearing brick 
and stone masonry 
no thermal 
insulation  
U=1.55 W/(m2 K) 

Multilayer 
masonry (hollow 
brick, air gap, 
hollow brick) no 
thermal insulation 
U=1.25 W/(m2 K) 

Semi-exp. 
walls 

Load bearing brick 
masonry;  
U=1.80 W/(m2 K) 

Hollow brick 
masonry;  
U=1.60 W/(m2 K) 

Floors 
and 
ceilings 

Reinforced brick concrete slab no 
insulation: 
- external floor: U=1.70 W/(m2 K) 
- semi-exposed floor: U=1.40 W/(m2 K) 
- semi-exposed ceiling: U=1.75 W/(m2 K)  

Roof Pitched roof with brick-concrete 
slab; U=2.00 W/(m2 K) 

Basement Concrete floor on soil; U=2.20 W/(m2 K) 
Window 
glass 

Double 3-6(air)-3 clear glazing; Wood 
frame; Uw= 3.1 W/(m2 K); g = 0.76; 
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Table 3 – HVAC system of reference buildings 

 BLDG. TYPES  
1.1, 1.2, 1.3 

BLDG. TYPES  
2.1, 2.2, 2.3 

Heating  Traditional gas boiler (individual 
system); hot water radiators 
(70 °C/60 °C) with zone thermostat 

Cooling Direct expansion multi-split system 
(individual system) 

Ventilation Natural ventilation provided by 
window opening.  

3. Research Method 

3.1 Climate Boundary Conditions 

Previous studies (De Wilde and Coley, 2012) high-
light the importance of evaluating the climate 
change impact in order to assess energy refurbish-
ment strategies. For this reason, the climate bound-
ary conditions used in this research incorporate pos-
sible results of global warming projections.  
In particular, energy simulations were carried out 
with three different weather data sets. The first was 
assumed as representative of the current climate up 
to the year 2035. The other two represent the future 
climate change, as projected for the periods 2036–65 
and 2066–95, within the worst-case Representative 
Concentration Pathways 8.5 scenario. The current 
weather data sets used in this study are Test Refer-
ence Years built by CTI (Italian Thermotechnical 
Committee) on the basis of data collected between 
2000 and 2009 for the city of Florence, and by 
ItMeteoData on the basis of data collected between 
1990 and 2009 for San Vincenzo. Both locations lie in 
the Hot Summer Mediterranean climate (Köppen 
climate classification Csa). The first was chosen to 
represent the Italian climatic zone D (inland 
sublittoral climate), the second, as an example of the 
more mild climatic zone C (coastal climate). The 
Florence climate, in particular, is interesting because 
it features one of the hottest summers and coldest 
winters among the big cities in the central and 
southern part of Italy. Moreover, HDD and CDD of 
the Florence weather station are used by ENEA to 
define the Super Index parameter for the per-
formance evaluation of Italian energy end-use con-
sumption in different economic sectors (ENEA, 

2016). HDD and CDD of the current weather data 
sets are reported in Table 4. 

Table 4 – Heating and cooling degree days for the study locations 

Site HDD (20 °C) CDD (23 °C) 
Firenze 2037 277 
San Vincenzo 1831 118 

The future weather data sets were processed by 
means of the “morphing” method (Belcher et al., 
2005), adjusting the current weather on the basis of 
the results of high-resolution regional climate 
model COSMO CLM developed by the Euro-
Mediterranean Centre on Climate Change. Future 
weather data present an annual average tempera-
ture higher than current one of 1.8 °C in the 
medium-term and of 4.3 °C on the long-term for 
Florence and, respectively, 2.1 °C and 4.5 °C for San 
Vincenzo. 

3.2 Energy Efficiency Measures (EEMs) 

The EEMs analysed were selected on the basis of the 
official data on the energy refurbishment measures 
that have been mostly applied under the tax benefit 
programs promoted by the Italian Government 
since 2006 (Nocera, 2015). 
In order to carry out a preliminary analysis, EEMs 
were applied to Building Type 2.1 and 1.3. Every 
EEM is characterized by two levels of performance: 
one moderate level (level 1) which just complies 
with the Italian Decree 26/6/2015 (minimum energy 
performance requirements for buildings and 
building elements) and a second level with ad-
vanced energy performance (level 2). 
Tables 5 and 6 report the performance parameters, 
the investment and maintenance costs, and the 
service life of the different EEMs. In order to take 
into account the interaction between different 
measures as, for example, the external envelope 
thermal insulation that allows the reduction of the 
boiler size, the selected EEMs were combined in 54 
EEMs packages. 
 
 
 
 
 
 

https://en.wikipedia.org/wiki/K%C3%B6ppen_climate_classification
https://en.wikipedia.org/wiki/K%C3%B6ppen_climate_classification
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Table 5 – EEM on building elements  

 LEVEL 1  LEVEL 2  
Name ETI1 ETI2 
Ext. 
walls 

EPS insulation layer on the external side  
Climatic zone C 
U = 0.40 W/(m2 K)  
CI =CR: 
75.5÷77.9 €/m2 

Climatic zone D 
U = 0.36 W/(m2 K)  
CI=CR: 77.9 
÷80.4 €/m2 

U = 0.24 W/(m2 K)  
CI=CR: 
85.2÷87.7 €/m2 

Semi 
exposed 
ceiling 

 

Glass wool insulation layer on the upper 
side 
Climatic zone C 
U = 0.34 W/(m2 K)  
CI=CR: 12.2 €/m2 

Climatic zone D 
U = 0.28 W/(m2 K)  
CI=CR: 15.1 €/m2 

U = 0.20 W/(m2 K)  

CI=CR: 17.2 €/m2 

Semi 
exposed 
and ext. 
floors 

 

EPS insulation layer on the lower side 
Climatic zone C 
U = 0.42 W/(m2K)  
CI=CR: 65.0 €/m2 

Climatic zone D 
U = 0.36 W/(m2K)  
CI=CR: 69.2 €/m2 

U = 0.24 W/(m2 K)  

CI=CR: 75.6 €/m2 

Name WDG(S) WTG(S) 

Windows Double low e. clear 
glass with wooden 
frame 
Climatic zone C 
Uw= 2.35 W/(m2 K) 
CI=CR: 440 €/m2 

Climatic zone D 
Uw= 2.10 W/(m2 K) 
CI=CR: 520 €/m2 

Triple low em. 
Glass with PVC 
frame; 
Uw = 1.1 W/(m2 K) 
C I= CR: 625 €/m2 

Shading External venetian blind activated from 
May to September when global solar 
irradiation on windows exceeds 
300 W/m2 (UNI, 2014-b); CI=CR: 105 
€/m2 

Service life of external thermal insulation: 30 years 
(40 years for ceiling insulation) 

Service life of windows: 30 years  

Service life of shading devices: 20 years 

 
The EEMs combinations include the possibility to 
leave the current building envelope or HVAC 
system un-refurbished. 
 
 

Table 6 – EEM on heating generation system 

 LEVEL 1 LEVEL 2 
Name CB DX 
Gen. 
system 

Condensing gas 
boiler  
C I= CR: 2600 €/apt. 
CM: 39 €/year*apt. 
Service life: 20 
years 

Direct expansion 
multi-split system 
CI = CR: 5800 €/apt. 
CM: 232 €/year*apt. 
Service life: 15 years 

 

3.3 Simulation and Cost Analysis 
Assumptions 

The 54 EEMs packages were simulated by means of 
dynamic energy simulation software EnergyPlus 
v.8.0; in order to calculate annual energy carriers 
demand and total primary energy demand for 
heating and cooling (kWh/(m2 y)) the following 
assumptions were adopted: 
- heating and cooling systems are available 24 

h/day and 7 days/week in order to keep 
operative temperature constant at 20 °C winter 
and 26 °C in summer; 

- constant (00-24 from Monday to Sunday) natural 
ventilation rate equals to 0.3 h-1;  

- simplified calculation of thermal bridges by the 
increase of the the U-value of the building 
elements according to technical standard EN 
ISO 13790:2008; 

- internal heat gains from occupants, lighting and 
appliances are considered constant and equal to 
3.0 W/m2 (TABULA Project Team, 2013);  

- window additional thermal resistance due to 
night closing of shutters and energy needed for 
hot water and lighting are not considered; 

- the total primary energy demand is calculated 
by the official Italian conversion factors (2.42 for 
electricity and 1.05 for natural gas).  

In order to identify cost-optimal energy 
refurbishment strategies, a global cost analysis was 
carried out for every EEM package, according to the 
general principles and methodology of the EU 
Regulation 244/2012 and accompanying guidelines 
(European Commission, 2012), and according to 
market-based data. The service life duration and the 
maintenance costs of building elements and HVAC 
components were gathered from UNI, 2008, and Di 
Giulio (1999). The electricity price includes taxes 
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and ranges from 0.20 (preferential rate for heat 
pumps) to 0.29 €/kWh. The gas price includes taxes 
and varies from 0.75 €/Sm3 to 0.81 €/Sm3 depending 
on the yearly demand (AEEG, 2016). The following 
assumptions were adopted for the global cost 
calculation: 
- costs related to refurbishment works, which 

have no influence on the energy performance or 
do not change between different EEM packages 
have been omitted; 

- disposal costs have not been considered since, in 
long calculation periods, their influence is 
marginal due to discounting rate (EU Commis-
sion, 2012); 

- n° 8 economic scenarios (Table 7) were analysed 
combining the following assumptions: 

- two calculation periods (building service life): 50 
and 80 years;  

- two levels of real discount rate: 3 % and 5 % (EU 
Commission, 2012);  

- two future trajectories of energy carrier prices: 
high increase projection (Capros et al., 2010) 
recommended by the European calculation 
methodology and updated moderate increase 
scenario (E3M-Lab, 2016). 

Table 7 – Economic scenarios 

Scenario Service 
life 

Energy 
price 
increase 

Discount 
rate 

1 50 years moderate 5 % 
2 50 years moderate 3 % 
3 50 years high 5 % 
4 50 years high 3 % 
5 80 years moderate 5 % 
6 80 years moderate 3 % 
7 80 years high 5 % 
8 80 years high 3 % 

4. Discussion and Result Analysis

The global cost and the energy performance of the 
different EEMs packages is shown for: 
- Building Type 1.3 with economic scenario 1, 

which is the most favourable to moderate per-
formance – low initial cost measures (Fig. 1a); 

- Building Type 2.1 with economic scenario 8, 
which is the most favourable to high perfor-
mance – high initial cost measures (Fig. 1b). 

Fig. 1 – (a) building type 1.3 - CG / EP plots West/East oriented, 
climatic zone C; (b) building type 2.1, South/North oriented, 
climatic zone D  

Due to mild climate (zone C), South orientation, low 
VG/Ae (0.47) and Aw/Af (0.16) ratios the non-
refurbished Building Type 1.3 presents a reduced 
primary energy need and therefore less sensitivity 
to redevelopment actions.  
The results, shown in Fig. 1a, clearly show that, start-
ing from not very high energy need and considering 
short-term economic scenarios, the solutions with the 

(b) 

(a) 
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best energy performance do not coincide with the 
cost-optimal ones; the linear correlation between 
energy performance and global cost of different 
EEMs packages is very low. In this case, the cost-
optimal solution features a standard level of external 
thermal insulation, standard windows (double low 
emissivity glazing), and a direct expansion multi-
split system heat pump (ETI1_WDG_DX) with a CG = 
552.3 €/m2 and EPH+EPC = 21.9 kWh/m2. 
On the contrary, Building Type 2.1 is more energy-
intensive, due to higher VG/Ae (0.61) and Aw/Af (0.18) 
ratios, colder climate (zone D) and unfavourable 
orientation (high-summer, low-winter solar gains). 
Consequently, it has a more pronounced sensitivity 
to energy efficiency interventions. In this case the 
solutions with the best energy performances are also 
the cost-optimal ones, and there is a strong linear 
correlation between energy performance and the 
global cost of EEMs packages. The cost-optimal 
solution has an advanced level of external thermal 
insulation, standard windows with solar shading, 
and a direct expansion multi-split system heat pump 
(ETI2_WDG(S)_DX) with CG = 1027.3 €/m2 and 
EPH+EPC= 27.8 kWh/m2. 
For each building-type, climatic zone and facade 
orientation, 24 simulations (8 economic scenarios 
times 3 climatic scenarios) were performed and the 
resulting CG/EP plots were processed in order to 
identify the most robust energy refurbishment 
solutions. These solutions present the lowest global 
cost output with the highest frequency on varying 
economic and climatic scenarios. The results are 
summarized in Table 8. 
From the analysis of the results, it can be seen that: 
- None of the analyzed EEMs, if applied alone, 

represents a cost-optimal solution. Thus, cost-
effective energy refurbishment implies a 
combination of different EEMs, featuring the 
proper level of performance; 

- Advanced level of thermal insulation (current 
Italian National requirements DM 26/6/2015) is a 
cost-optimal solution in any case except for the 
building with low VG/Ae ratio (building type 
1.3), located in the mild climatic zone C where 
the standard level implies a lower global cost. 
When this type of building is located in the 
climatic zone D, the standard level of external 
thermal insulation, even if not the cost-optimal 

solution, yields a global cost that lies within the 
range of 10 €/m2 from the optimal solution. 

- Double low emissivity glazing, compliant with 
current national requirements, represents the 
cost-optimal solution in most cases, while triple 
glazing could be considered a cost/benefit solu-
tion only when considering building-type 1.3, 
West/East oriented located in climatic zone D. 

- The economic feasibility of shading devices is 
determined primarily by the orientation of the 
building. For West/East orientation solar 
shading devices are always a cost-optimal inter-
vention due to the greater amount of solar gains 
received from the facades during the summer. 

Table 8 – Most robust solutions and frequency of EEMs package 

Building-type, 
climatic zone, 
orientation 

EEMs package 
Freq. 
(%) 

Type 1.3, zone C, or. S/N ETI1_WDG_DX 100 

Type 1.3, zone C, or. 
W/E 

ETI1_WDG(S)_DX 
100 

Type 2.1, zone C, or. S/N 
ETI2_WDG_DX  50 

ETI2_WDG(S)_DX 50 

Type 2.1, zone C, or. 
W/E 

ETI2_WDG(S)_DX 
100 

Type 1.3, zone D, or. S/N 
ETI2_WDG_DX 69 

ETI2_WTG_DX 31 

Type 1.3, zone D, or. 
W/E 

ETI2_WTG(S)_DX 69 

ETI2_WDG(S)_DX 31 

Type 2.1, zone D, or. S/N ETI2_WDG_DX 100 

Type 2.1, zone D, or. 
W/E 

ETI2_WDG(S)_DX 
100 

- In case of a higher Aw/Af ratio and mild climate 
shading devices are cost-optimal even for the 
South/North orientation, just in case of low 
discount rate (3 %) scenarios; 

- The direct expansion multi-split heat pump is by 
far the cost-optimal solution for the HVAC 
system, regardless of building-type, orientation 
and climatic zone; 

- The economic factor that most influences the 
global cost results is the discount rate followed 
by service life; 
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- Climate change effect on global cost results is 
moderate, while a more relevant influence can 
be observed looking at the energy performance: 
in un-refurbished buildings, climate change 
causes a decrease in primary energy demand for 
heating that rather exceeds the increase of 
cooling demand, resulting in a total annual 
primary energy demand decrease, both on a 
medium and long-term scale. The opposite 
happens to energy refurbished buildings since 
the most robust EEMs combinations, listed on 
Table 8, worsen their medium and long-term 
energy performance; this happens because cost-
optimal measures are more effective in reducing 
heating demand than cooling demand, with the 
latter growing much more than the former in 
future scenarios. These findings well match the 
conclusion of previous studies by the authors 
(Pierangioli et al., 2017). 

Finally a simplified evaluation of the reliability of 
these findings in consideration of the more realistic 
user’s behavior was performed. User presence and 
the related internal gains were derived from UNI/TS 
11300-1 tailored rating profile (UNI, 2014 b). It was 
assumed that window opening for natural ventila-
tion and solar shading devices operations match this 
profile as well. By the way of example, for building 
type 2.1, located in the climatic zone D, South/North 
oriented, a more realistic user profile implies an 
increase of primary energy demand and global cost 
of EEM’s. This happens mainly because of the cooling 
demand rise due to the less efficient use of solar 
shading devices that are not operated during the 
central hours of weekdays. Moreover, increased 
cooling demand is not effectively balanced by a 
natural ventilation increase. Cost-optimal solution 
identification and ranking is affected as well, espe-
cially regarding windows selection: the economic 
feasibility for solar shading devices obviously 
weakens in favour of low g-value glazing. 

5. Conclusion 

This research investigated global costs and primary 
energy demand of common energy refurbishment 
measures applied to a couple of building models, re-
presentative of the Italian social housing stock build 

from 1946 to 1977 in Central Italy. Different climatic 
and economic scenarios have been considered. 
Although the results cannot be used to provide gen-
eral and conclusive solutions, they are useful to high-
light the trend of the effectiveness of climate change 
adaptation measures in Mediterranean climate. 
The coupled energy-economic analysis shows that 
the selection of the cost-optimal refurbishment solu-
tion is significantly affected by the typological 
characteristics of the building, its orientation and 
climatic zone, in addition to the discount rate value 
which represents the most influential factor among 
the analysed economic parameters. These findings 
result in the necessity of an accurate preliminary as-
sessment of the different refurbishment strategies in 
order to avoid non-optimal solutions. 
In summary, the preliminary results of this research 
indicate that for most typological, economic, and 
climatic scenarios, cost-optimal solutions feature: 
- advanced levels of external thermal insulation 

(beyond current national requirements); 
- standard glazing system (double low emissivity) 

that complies with the current national require-
ments; 

- operable solar shading devices in case of 
West/East orientation; 

- a reversible direct expansion multi-split heat 
pump featuring a standard system efficiency that 
is already required by the Italian regulations. 

Nomenclature 

Symbols 

Af Useful floor area of conditioned space 
(m2) 

Ae Surface area of gross cond. volume (m2) 
VG Gross conditioned volume (m3) 
Aw Window area (m2) 
U Thermal transmittance (W/(m2 K)) 
Uw Window thermal transmittance 

(W/(m2K)) 
g Solar factor (-) 
EPH Heating Primary Energy/Af (kWh/m2) 
EPC Cooling primary energy/Af (kWh/m2) 
CG Global Cost (€/m2) 
CI Initial investment costs (€/m2) 
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CR Replacement costs (€/m2) 
CM Maintenance costs (€/m2) 
HDD Heating degree days (Kd) 
CDD Cooling degree days (Kd) 
ETI0 Current level of ext. thermal insulation 
ETI1 Standard level of ext. thermal insulation 
ETI2 Advanced level of ext. thermal 

insulation 
WOG Current double glazing 
WDG Double low emissivity glazing 
WTG Triple low emissivity glazing 
(S) Windows with shading system 
TB Traditional boiler 
CB Condensing boiler 
DX Direct expansion multi-split system 
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Abstract 
Lumped-capacitance models for the simulation of the 

dynamic thermal behaviour of buildings have recently 

received growing attention due to their low computational 

cost and ease of implementation in city district simulation 

models. This work looks at two simplified dynamic mod-

els to evaluate the energy performance of buildings in both 

heating and cooling. In particular, the xRyC models pro-

posed by the International Standard ISO 13790 and the 

German Guideline VDI 6007 are analysed in detail and 

compared with TRNSYS, in both long- and short-term, un-

der the same boundary conditions. The analysis has been 

carried out considering an apartment with different types 

of building structures (high-low thermal capacitance, 

high-low thermal insulation). Four European climates 

(Helsinki, Venice, Vienna and Palermo) have been taken 

into account. The comparison has been done in terms of 

energy need, peak load, and hourly heating/cooling load 

profile during both seasons. The simulation results show 

that the simplified 7R2C model of the VDI 6007 is in good 

agreement with TRNSYS, in terms of both energy needs 

and transient behaviour. The improvement over the 5R1C 

model of the Standard EN 13790 increases when the cool-

ing season is considered.  

1. Introduction

Appropriate dynamic models are necessary both 
during early design stages of buildings and neigh-
bourhoods as well as when retrofitting solutions for 
existing ones are being evaluated. The most fre-
quently used software for building simulation - e.g. 
TRNSYS (Klein et al., 2010), EnergyPlus (Crawley et 
al., 2001) - rely on models that require a detailed 
description of the building in terms of both its 

geometry and physical properties. As these meth-
ods require a high computational effort and cannot 
readily be interfaced with optimization solvers, they 
are unsuitable for applications such as model pre-
dictive control (Privara et al., 2013) and simulations 
of neighbourhoods or city districts (Kämpf et al., 
2007). Secondly, due to the high number of input pa-
rameters they can hardly be approached by inexpert 
users. Thus, simplified dynamic models of build-
ings have been receiving growing attention in recent 
times. In these models, the system domain is discre-
tized into a set of nodes connected by thermal 
resistances and capacitances (i.e. the parameters of 
the model). These parameters can be identified ana-
lytically, by model order reduction (Gouda et al., 
2002) or by tuning the model to a temperature and 
energy consumption dataset (Madsen and Holst, 
1995). The first attempt to describe the dynamic be-
haviour of building elements using the electrical 
analogy dates back to 1936 when Beuken (1936) 
derived the equations for a generic network with n 
thermal capacitances. That study formed the basis 
for the n-capacitances room model proposed by 
Rouvel (1972) that was implemented in the 
GEBSIMU software (Rouvel, 2015). A few years 
later, Laret (1980) proposed a simple analytical 
method to represent each construction element with 
a one-node model consisting of two resistances and 
one capacitance. The subdivision of the thermal 
resistance was carried out by calculating a variable 
referred to as the ‘accessibility factor’. Based on this 
approach, Lorenz and Masy (1982) lumped all the 
construction elements of the thermal zone con-
sidered in a simple model with two time constants: 
one for the air volume and one for the building 
structure. In accordance with the same approach 
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used for the n-capacitances model (Rouvel, 1972; 
Rouvel and Zimmermann, 2004) the building 
elements are split into those under symmetric load 
and those under asymmetric load, which are 
typically internal partitions and external walls, 
respectively. The 7R2C model of Rouvel and 
Zimmermann has been recently implemented in the 
German Guideline VDI 6007-1 (German Association 
of Engineers, 2012). The International Standard ISO 
13790 (ISO, 2008) fully prescribes a quasi-steady-
state calculation method - monthly method - and a 
simple dynamic method - simple hourly method - 
based on a lumped-capacitance model with five 
thermal resistances and one thermal capacitance 
(5R1C). 
In this work, an apartment was simulated with the 
one-capacitance (1C) model described in ISO 13790 
and with the two-capacitances (2C) model described 
in VDI 6007, by taking into consideration four di-
verse building structures under four different 
climate conditions (Palermo, Venice, Vienna, and 
Helsinki). The results of the simplified models were 
then compared with those obtained from the well-
established TRNSYS software (used as benchmark), 
in both heating and cooling seasons in terms of sea-
sonal energy needs, peak load, and transient ther-
mal behaviour. 

2. Methods 

2.1 Weather Conditions 

One-hour time steps were used over a one-year sim-
ulation period including a heating season (from 
October 15 to April 15), a cooling season (from May 
15 to September 15); the remaining periods of the 
year had free-floating indoor air temperatures. The 
test reference year (TRY) files of four reference 
European locations were used to examine a wide 
range of weather conditions. Table 1 summarizes 
the main characteristics of the climates mentioned. 
Both heating and cooling degree-days are calculated 
with a baseline of 18.3 °C. Solar irradiation refers to 
the annual amount of global radiation on the hori-
zontal surface. 
 
 

Table 1 – Characteristics of the considered reference climates 

 PA VE WI HE 
Max. temp. 
[°C] 

34.6 33.6 31.7 28.7 

Min. temp. 
[°C] 

5.9 -5.8 -18.3 -21.7 

Heating 
degree days  

801 2267 3180 4856 

Cooling 
degree days 

1002 474 212 39 

Ann. solar irr. 
[kWh/m²] 

1458 1102 1123 947 

2.2 Buildings Structures  

Four building structures representing different 
combinations of weight and thermal insulations 
[heavyweight not insulated (H1), heavyweight 
insulated (H2), lightweight not insulated (L1) and 
lightweight insulated (L2)] were considered. The 
building components are outlined in Table 2. 

Table 2 – Characteristics of the building components 

Building  
components 

U 
[W/m²K] 

𝑚𝑚𝑓𝑓 
[kg/m²] 

External  
walls  

EW_H1 
EW_H2 
EW_L1 
EW_L2 

1.06 
0.26 
1.04 
0.28 

410 
410 
50 
70 

Internal 
partitions/ 
boundary 
walls 

IW_H 
BO_H 
IW_L 
BO_L 

2.53 
0.95 
1.59 
0.95 

150 
310 
30 
50 

Ceilings/ 
floors  

CE_H 
FL_H 
CE_L 
FL_L 

0.73 
0.73 
0.33 
0.33 

590 
590 
290 
290 

Windows SP 
DP 

5.68  
2.83  

- 
- 

Both simplified models used the solar heat gain 
obtained from the detailed simulation as the input 
signal. This was done because many authors have 
indicated that solar gains are one of the main 
sources of uncertainty (Reynders et al., 2014). Solar 
gains were calculated using Type 56 of TRNSYS. At 
each time step, the solar heat entering the building 
was given by the sum of shortwave transmission 
and secondary heat flux through external windows. 
The apparent sky temperature  and the ground tem-
perature were calculated according to the equations 



Analysis of Simplified Lumped-Capacitance Models to Simulate the Thermal Behaviour of Buildings 

267 

proposed by the Standard VDI 6007. Table 3 outlines 
the combination of building components of each 
building structure. 

Table 3 – Building components of the reference envelopes 

Envelope \  
building comp. 

Non-
Adiabatic 

Adiabatic 

Heavyweight 
uninsulated (H1) 

EW_H1 
SP 

IW_H, BO_H, 
CE_H, FL_H 

Heavyweight well 
insulated (H2) 

EW_H2 
DP 

IW_H, BO_H, 
CE_H, FL_H 

Lightweight 
uninsulated (L1) 

EW_L1 
SP 

IW_L, BO_L, 
CE_L, FL_L 

Lightweight  
well insulated (L2) 

EW_L2 
DP 

IW_L, BO_L, 
CE_L, FL_L 

Other boundary conditions for both simplified and 
detailed building models are: emissivity of surfaces 
for long-wave thermal radiation (0.9); absorption 
coefficient of exterior surfaces (0.6); convection heat 
transfer coefficient of internal surfaces (2.7 W/(m² K) 
for horizontal heat flow and 1.7 W/(m² K) for verti-
cal heat flow) and convection heat transfer coeffi-
cient of external surfaces (20 W/(m² K)). 

Fig. 1 – Floor plan of the apartment 

The considered building was a 93.6 m² single-storey 
apartment (see Fig. 1). The apartment has two exter-
nal walls oriented along the east-west direction - or 
north-south, depending on the considered simula-
tion - and the construction elements in all the other 
directions were considered adiabatic. The latter in-
clude internal partitions, boundary walls towards 
conditioned spaces (adjacent apartments), floor and 
ceiling. All glazed components on the east side are 
windows of height 1.3 m (overall glazed area of 5 
m²), whereas all glazed components on the opposite 
side are doors of height 2.3 m (overall glazed area of 
9.4 m²). The height of the apartment was 3 m and the 
overall surface of the internal partitions was 95 m². 

Both the air mass flow rate due to infiltration and/or 
natural ventilation and the heat flow rate due to 
internal heat gains were assumed constant in time 
and uniform within the thermal zone. 
They were calculated in accordance with the Italian 
Standard UNI/TS 11300-1 (UNI, 2008). The internal 
heat gain was calculated according to Eq. (1) and the 
air change rate was assumed to be 0.5 volumes per 
hour, as is generally assumed for domestic 
dwellings.  

Φint = 5.294 Afl – 0.01557 Afl ² [W]  (1) 

For sake of simplicity, this paper includes only the 
numerical results of the apartment oriented along 
the east-west axis. Analogue results were obtained 
for the north-south case. 

2.3 Evaluation of Models Accuracy 

The different load profiles obtained by the RC mod-
els were compared to assess their accuracy with 
respect to the TRNSYS model as far as the dynamic 
response and overall energy needs were concerned. 
The dynamic response was evaluated by calculating 
the distance between the heat load profiles of the RC 
models and the heat load profile obtained with 
TRNSYS, i.e. the root mean squared error (RMSE). 
In order to compare the RMSE obtained with refer-
ence to different building structures and under 
different weather conditions, the latter was succes-
sively normalized with respect to the mean heat 
load of the case considered, thus obtaining the rela-
tive error ε. The mean heating/cooling load was 
obtained by dividing the energy needed for space 
heating/cooling by the number of hours with HVAC 
systems turned on. 

3. Simplified Models

Lumped-capacitance models assume that the dis-
tributed thermal mass of the dwelling is lumped 
into a discrete number of thermal capacitances, 
depending on the model type (Reynders et al., 2014). 
The lumped-capacitance model was solved by a lin-
ear system composed of n heat balance equations, 
where n is the number of nodes of the correspond-
ing thermal network. As is usual in building simu-
lations, the system has one degree of freedom unless 
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one variable is fixed by the user. This leads to two 
possible model uses: 
Calculation of the heat load: The indoor air tempera-
ture 𝜃𝜃𝑖𝑖  = 𝜃𝜃𝑠𝑠𝑠𝑠𝑠𝑠  is set by the user and the output of
the model is the heat load 𝜙𝜙ℎ𝑐𝑐  ;
Calculation of the indoor air temperature: The user sets 
the heat load 𝜙𝜙ℎ𝑐𝑐  and the output of the model is
the indoor air temperature 𝜃𝜃𝑖𝑖 .
The models considered do not include the balance 
of water vapour in the indoor ambient, which means 
that the calculation of the latent heat load (to be 
delivered to or extracted from conditioned spaces) 
is not included. The models were developed in the 
MATLAB environment (Mathworks, 2010); their 
main features are briefly described in the following. 

3.1 The 5R1C Model 

Fig. 2 – 5R1C model of EN ISO 13790 

The International Standard ISO 13790 presents two 
methods that rely on the same inputs to calculate the 
building’s energy use at different levels of detail: the 
monthly method with one month time intervals and 
the simple hourly method with one hour time inter-
vals. The simple hourly method is based on the 
equivalent resistance-capacitance (RC) circuit 
shown in Fig. 2. 

3.2 The 7R2C Model 

Fig. 3 – 7R2C model of VDI 6007

The model distinguishes between adiabatic and 
non-adiabatic building components and assigns the 
thermal capacity to each of the two groups. In the 
5R1C model, the entire thermal mass of the building 
is lumped into one single element, thereby making 
this distinction impossible. Both models use the ISO 
13786 Standard (ISO, 2007) for the calculation of the 
thermal capacitances. The equivalent circuit is 
shown in Fig. 3. 

4. Results

4.1 Peak Loads and Energy Needs 

Table 4 shows that lumped-capacitance models tend 
to slightly underestimate the peak load for the space 
heating of uninsulated building structures (down to 
-5.5 % with the 1C model and to -2.2 % with the 2C 
model) and to overestimate it for well insulated 
buildings (up to +8.1 % with the 1C model and to 
+4.0 % with the 2C model).  
Tables 6 and 7 seem to extend the patterns found for 
the peak load to the energy needs calculation. In 
fact, the energy needs for space heating is slightly 
underestimated by the RC models for buildings 
with low thermal insulation (approx. -4 % for both 
models), while it is overestimated for highly insu-
lated building envelopes (+5 % for the 1C model and 
+3 % for the 2C model). The trends in the space cool-
ing mode remained almost entirely unaltered, 
although in this case the error in the lumped-capac-
itance models was not as significant as that in the 
peak load calculation: the mean error of the simula-
tions with the 1C model is approx. -2.2 % and drops 
to -0.3 % with the 2C model. This fact suggests that 
although they do not accurately follow the 
fluctuations of the heat load, simplified models are 
better able to estimate the energy needs season. On 
the other hand, the peak load for space cooling is 
systematically underestimated (from -6.3 % to -
14.5 %) by the 1C model, as it can be observed in 
Table 5. The 2C model seems instead to be quite 
accurate, with an error that ranges from -2.7 to 
+4.1 % and a mean error of +0.3 %. 
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Table 4 – Peak load for space heating 

Env. Clim. Peak load 
for space heating [W] 

TRNSYS 5R1C 7R2C 

H1 
PA 1564 -0.5 % -2.2 % 

VE 3321 -3.6 % -1.7 % 

WI 4882 -1.2 % -0.3 % 

HE 6037 -2.6 % -1.7 % 

H2 
PA 717 +8.1 % +4.0 % 

VE 1745 +2.0 % +2.5 % 

WI 2629 +2.5 % +3.4 % 

HE 3277 +2.0 % +2.0 % 

L1 
PA 1761 -4.8 % +0.1 % 

VE 3560 -5.5 % -0.7 % 

WI 5355 -4.6 % -0.9 % 

HE 6223 -3.8 % -1.5 % 

L2 
PA 803 +6.6 % +2.9 % 

VE 1831 +2.9 % +2.0 % 

WI 2796 +2.7 % +3.4 % 

HE 3378 +1.7 % +1.7 % 

Table 5 – Peak load for space cooling 

Env. Clim. Peak load 
for space cooling [W] 

TRNSYS 5R1C 7R2C 

H1 
PA 2720 -10.5 % -1.5 % 

VE 2678 -6.3 % -0.8 % 

WI 3810 -7.7 % +0.4 % 

HE 2582 -5.7 % +2.5 % 

H2 
PA 2346 -11.1 % -1.2 % 

VE 2307 -8.1 % -0.4 % 

WI 3390 -9.9 % +1.4 % 

HE 2571 -9.1 % +1.8 % 

L1 
PA 3164 -14.5 % +1.3 % 

VE 3184 -12.9 % +1.7 % 

WI 4602 -13.8 % +2.0 % 

HE 3290 -13.1 % +4.1 % 

L2 
PA 2637 -13.8 % -2.7 % 

VE 2572 -10.8 % -2.1 % 

WI 3895 -13.4 % -0.8 % 

HE 3003 -12.6 % -0.4 % 

Table 6 – Seasonal energy needs for space heating 

Env. Clim. Energy needs 
for space heating [kWh] 

TRNSYS 5R1C 7R2C 

H1 
PA 1293 -2.5 % -6.5 % 

VE 7377 -4.0 % -4.2 % 

WI 9304 -4.3 % -4.0 % 

HE 13557 -4.2 % -3.6 % 

H2 
PA 137 +33 % +16 % 

VE 3055 +5.7 % +3.4 % 

WI 3890 +5.7 % +3.8 % 

HE 6528 +3.7 % +2.4 % 

L1 
PA 1336 -5.2 % -6.3 % 

VE 7300 -3.5 % -3.5 % 

WI 9203 -3.8 % -3.3 % 

HE 13291 -3.3 % -2.9 % 

L2 
PA 179 +14 % +7.3 % 

VE 3129 +4.8 % +2.7 % 

WI 3989 +4.6 % +3.2 % 

HE 6531 +4.0 % +2.5 % 

Table 7 – Seasonal energy needs for space cooling 

Env. Clim. Energy needs 
for space cooling [kWh] 

TRNSYS 5R1C 7R2C 

H1 

PA 3353 -3.6 % -1.3 % 

VE 2170 -3.0 % -0.4 % 

WI 2282 -0.1 % 0.0 % 

HE 809 +4.2 % +3.3 % 

H2 

PA 3402 -2.9 % -1.3 % 

VE 2589 -3.0 % -1.0 % 

WI 3071 -3.2 % -1.9 % 

HE 1811 -5.1 % -2.8 % 

L1 

PA 3313 -2.4 % +0.1 % 

VE 2228 -3.5 % +1.2 % 

WI 2409 -2.1 % +1.7 % 

HE 952 -3.7 % +4.7 % 

L2 

PA 3337 -2.9 % -1.4 % 

VE 2578 -3.2 % -1.1 % 

WI 3017 -2.9 % -1.5 % 

HE 1794 -5.1 % -2.5 % 
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4.2 Transient Behaviour 

The accuracy in the transient response of the 
lumped-capacitance models is measured here as the 
mean distance (RMSE) between their heat-
ing/cooling load profiles and those obtained by 
TRNSYS simulations. Fig. 4 shows the RMSE of the 
simplified models and the peak load in the cor-
responding season for the apartment facing east 
west. The peak load, which was extracted from the 
heat load profile produced by TRNSYS, serves as a 
valid reference for both simplified models. The 
RMSE of the simplified models in heating mode 
increased from Palermo to Vienna but showed a 
smaller increase with reference to the snow-domi-
nated climate of Helsinki. Fig. 4(a), for example, 
shows that while the peak load in Vienna is more 
than three times the peak load in Palermo (from 
1564 W to 4882 W) and the RMSE1C is more than 
twice (from 81 W to 184 W), this proportion is no 
longer valid when we turn our attention from 
Vienna to Helsinki (+23 % of peak load and only 
+5 % of the RMSE1C). This trend could be linked to 
the different patterns of temperature differences 
between the indoors and outdoors, which repre-
sents the main driving force for space heating load 
in winter months. Indeed, temperatures are less 
prone to register significant diurnal fluctuations in 
the Nordic climate of Helsinki than in the other loca-
tions considered in this study. This trend seems to 
be valid for both simplified models regardless of the 
building envelope. During the warm season, in-
stead, the cooling load is a result of the overlapping 
effects of outdoor air temperature and solar 
radiation. Fig. 4 shows that the accuracy of the 7R2C 
model is greater than that of the 5R1C one in all the 
cases considered and that such improvement is 
particularly relevant in the cooling season. Indeed, 
the RMSE from 1C to 2C drops from -35 % to -53 % 
in heating mode and from -44 % to -76 % in cooling 
mode.  

Fig. 4 – RMSE of lumped-capacitance models and peak load for 
the apartment with envelopes: (a) H1, (b) H2, (c) L1 and (d) L2 

The trivial reason for this improvement is linked to 
the presence of the second thermal capacitance that 
makes it possible to distinguish between adiabatic 
and asymmetrically loaded building components, 
as explained in Section 3.2. Moreover, the presence 
of two internal surface temperature nodes (𝜃𝜃𝐼𝐼𝐼𝐼 and
𝜃𝜃𝐴𝐴𝐼𝐼 in Fig. 3) may lead to further improvement
with respect to the 1C model due to both a more 
coherent distribution of heat gains throughout the 
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wall surfaces and the introduction of the radiative 
heat exchange between the inside surface of external 
walls and the surfaces of internal building compo-
nents.  
The relative errors ε of both simplified models are 
presented graphically in Fig. 5 for the 32 simula-
tions of the apartment (with both orientations). 
Here, it is evident that the type of building structure 
does not significantly affect the accuracy of the sim-
plified models in the heating mode, as the effect of 
climate conditions prevails. In fact, the blue indica-
tors that represent the climate of Helsinki are 
always lower than the red ones that represent the 
climate of Palermo, while the green and the orange 
indicators are always somewhere in between. This 
holds true both for the 1C and 2C models, although 
the error of the former presents a higher dispersion. 
The improvement of the 2C model over the 1C one 
is evident for both seasons. Fig. 5 shows that while 
the error 𝜀𝜀1𝐶𝐶  of the 1C model shoots to very high
values (20–30 %) when the transition is made from 
the heating to cooling mode, the error 𝜀𝜀2𝐶𝐶  of the 2C
model does not undergo such a sharp increase and 
always remains below the threshold of 12.5 %. 

Fig. 5 – The relative error ε in the heating and cooling seasons 

Contrary to what takes place in the heating mode, 
the type of building envelope does seem to affect the 
accuracy of the models during the warm season. 
Indeed, lightweight building structures present a 
higher error than heavyweight ones. This is partic-
ularly evident when the error of the 2C model is 
compared, since 𝜀𝜀2𝐶𝐶  increases from 6–7 % to 12 %
when there is low thermal insulation (i.e. from H1 
to L1) and from 7–11 % to 10–12 % when it is high 
(i.e. from H2 to L2). This may be due to the difficulty 
that lumped capacitance models have in following 
the reaction of lightweight structures to rapid fluc-
tuations of air temperature or heat gains. 

5. Conclusions

The 5R1C and 7R2C lumped-capacitance models 
described in the International Standard ISO 13790 
and in the German Guideline VDI 6007 were used to 
simulate the thermal behaviour of an apartment us-
ing four reference building envelopes in four differ-
ent climates. The accuracy was evaluated by com-
paring the resulting profiles with those obtained by 
the well-established software TRNSYS.  
Both lumped-capacitance models appear to reliably 
calculate the overall energy needs of buildings in 
both heating and cooling seasons.  
As far as the transient behaviour is concerned, the 
second-order model of VDI 6007 provides more 
accurate results. Indeed, the first-order model sys-
tematically underestimated the peak load for space 
cooling (-11 % on average), while the second-order 
model showed a fairly accurate calculation. The 
accuracy of the 7R2C model in terms of relative 
error ε (ratio between the RMSE and the mean load) 
was approximately 6 % and 9 % in the heating and 
cooling seasons, respectively.  
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Nomenclature 

Symbols 

A Surface area (m²) 
C Thermal capacitance (J/K) 
H Heat transfer coefficient (W/K) 
𝑚𝑚𝑓𝑓 Frontal mass (kg/m²) 
R Thermal resistance (K/W) 
RMSE Root mean squared error  
U Thermal transmittance (W/(m² K)) 
ε Relative error (-) 
θ Temperature (K) 
ϕ Heat flow rate (W) 
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Subscripts/Superscripts 

AW Non-adiabatic building elements 
conv Convective 
e External air 
fl Floor 
hc Heating/cooling load 
i Indoor air 
int Internal gains 
IW Adiabatic building elements 
m Thermal mass (node) 
rad Radiative 
s Surface (node) 
set Set-point 
sup Supply (air) 
tr Transmission 
ve Ventilation 
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Abstract 
A meteorological tower was installed on the EPFL campus 

in a semi-urban environment for the high frequency mon-

itoring of the microclimate. This project was done in the 

larger framework of the measurement of the meteorologi-

cal profiles, and also for a quantification of the energy con-

sumption and the outdoor human comfort. A long-term 

monitoring of various meteorological variables like wind 

speed, air temperature, turbulence, humidity is realized 

by the use of 3D sonic anemometers, surface temperature 

sensor, and a meteorological station so as to analyse the 

micro-climate in an urban context.  

The preliminary results from the experimental setup con-

firm that the wind speed is considerably modified in the 

urban canopy. We show that the decrease in the wind 

speed will have a significant effect on the heat convection 

coefficient. Furthermore, we demonstrate that it is possible 

to reconstruct the air temperature along the vertical axis 

with a correction using the data from the meteorological 

station. In the near future, a net radiometer will be 

installed to analyse the influence of the incoming and out-

going radiation in the urban setup on the energy balance 

of the district. 

1. Introduction

The Fifth Assessment Report (AR5) issued by the 
IPCC (Intergovernmental Panel on Climate Change) 
in 2013, stated that there is clear evidence that the 
current global warming is being caused by human 
activities. There is compelling proof this is due to 
the release of greenhouse gases (GHG) such as car-
bon dioxide (CO2) from the combustion of fossil 
fuels to produce energy (IPCC, 2013). A large pro-
portion of global energy demand has been related to 
buildings that are therefore, one of the main sources 

of air pollution. Approximately half of the primary 
energy use in Switzerland occurs in buildings. Of 
this energy, about 30 % is consumed by space heat-
ing, cooling, and water heating; 14 % by electricity 
use, and 6 % by construction and maintenance 
(SFOE, 2011). In addition, the building sector 
accounts for more than half of the CO2 emissions in 
Switzerland, which shows that it is among the most 
significant contributors to carbon emissions. This 
implies also that the building sector provides a real 
opportunity for a large improvement with regards 
to energy efficiency and reduction of CO2 emission. 
The efficient planning of future buildings and dis-
tricts will only be possible if urban planners have 
the appropriate tools and information at their dis-
posal. For example, the future development of the 
EPFL campus shows the need to densify the existing 
building stock (Coccolo et al., 2015), but the 
question still remains on its design in order to 
reduce energy consumption while at the same time 
increase the liveability of the outdoor environment.  
It is now well known that the urban climate depends 
on a series of processes taking place at different spa-
tial (from global to local) and temporal scales (Oke, 
1982); building energy demand and urban climate 
are also closely related and interdependent (Ashie 
et al., 1999; Salamanca et al., 2011; Mauree et al., 
2015). It is thus essential to have access to tools, 
which can evaluate - with precision - the 
interactions that exist between buildings, their 
energy use, as well as the local climate. Several 
models have been developed in the recent years to 
better represent the various phenomena that 
influence the energy use and the urban climate 
(Krpo et al., 2010; Mauree et al., 2017; Mauree et al., 
2017a). One of the major drawbacks of these models 
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is the lack of data to validate and to further 
understand the various processes taking place in the 
urban areas.  
The monitoring of high resolution vertical meteoro-
logical profiles is essential to determine the impact 
of urban areas / buildings on these variables: it is 
necessary to represent these effects when evaluating 
building energy use, air pollutant dispersion, and 
renewable energy potential in urban planning sce-
narios. Monitored meteorological data are scarcely 
available with high vertical resolution. Campaigns 
such as the BUBBLE (Rotach et al., 2005) observation 
period provide useful information and data to 
develop and generalize new parameterization 
schemes.  However, there is a strong need for such 

data and in multiple configurations in order to develop 
new tools and methodologies which can then be 
used in the evaluation of building energy use. The 
vertical profiles of variables such as wind speed and 
direction, and the air temperature in the vicinity of 
buildings are crucial in the determination of the mo-
mentum and heat fluxes.  
In the current study, we first give an overview of the 
experimental setup, the type of instruments that 
have been installed, and details related to their con-
figuration. We then give the preliminary results 
from the setup and provide a sensitivity analysis of 
the heat convection coefficient. Finally, we conclude 
and give a few perspectives for the current study. 

2. Experimental Setup

This experiment was set up in the framework of the 
MoTUS (Measurement of Turbulence in an Urban 
Setup) project (motus.epfl.ch). In the following sec-
tions we describe the setup, instruments, and calcu-
lations done for the various instruments. 

2.1 Mast 

For this purpose of the study, a 27 m mast was 
installed on the EPFL campus in Lausanne, Switzer-
land, to measure various meteorological parameters 
(see Fig. 1). The average building height in this dis-
trict is around 10 m.  

Fig. 1 – Location of the setup on the campus (indicated with the 
red cross). This image is taken from Open Street Map whose 
copyright notices can be found here: 
https://www.openstreetmap.org/copyright (CC-BY-SA-2.0). 

2.2 Instruments 

Table 1 lists the various instruments installed on the 
mast. Seven 3D sonic anemometers have been 
placed along the vertical axis every 4 m. A meteoro-
logical station was set at the bottom of the installa-
tion (1.5 m above ground level) to measure the rela-
tive humidity and the atmospheric pressure. Both of 
these variables will then be used to correct the sonic 
temperature measurement from the anemometers to 
calculate the air temperature. A surface temperature 
sensor was also installed at 1.5 m to measure the 
ground temperature. At the top of the tower two 
AXIS-cameras have been installed; one looking at 
the sky and the other one at the campus. The objec-
tive of these cameras is, for example, to provide use-
ful information on cloud coverage. Data from the 
instruments are collected with a frequency of 1Hz 
based on the recommendations by Kaimal and 
Finnigan (1994) and stored in a database at EPFL. 
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Table 1 – List of instruments 

Instrument Brand Type 

3D sonic 
anemometers 

Gill WindMaster 

Meteorological 
station 

Gill GMX 300 

Surface 
temperature 
sensor 

Optris OPTCSLT15K 

The sonic anemometers as well as the weather sta-
tions work with a frequency of 1 Hz. Fig. 2 gives an 
illustration of the experimental setup of the meteor-
ological tower.  

Fig. 2 – Experimental setup 

A complete schematic of the setup as well as the 
communication protocols used can be found in 
Fig. 3. 

Fig. 3 – MoTUS schematic and protocols 

2.3 Air Temperature Calculation 

The sonic anemometers measure the sonic tempera-
ture. As these values do not correspond to the air 
temperature, we use a formula developed by 
Cassardo et al. (1995) to correct the sonic tempera-
tures in order to determine the air temperature. To 
do this we needed the vapour pressure as well as the 
air pressure for every time step. These values were 
obtained from the Maximet weather station. The air 
temperature can be calculated as follows:  

(1) 

where θa is the corrected air temperature in Kelvin, 
θs is the sonic temperature (K), P is the air pressure 
(Pa), and e is the vapour pressure (Pa) that is calcu-
lated using: 

(2) 

where RH is the relative humidity and θm is the air 
temperature measured using the Maximet weather 
station. Note that here we assume that the relative 
humidity is constant along the vertical axis and that 
hence the vapour pressure is as well. 

2.4 Convection Coefficient 

The convective heat flux can be calculated as a prod-
uct of the heat convection coefficient and the differ-
ence in the surface and air temperature. A detailed 
review of the more commonly used formulations 
can be found in Mirsadeghi et al. (2013). For the pur-
pose of the study we evaluate the impact of using 
localized wind speed on two formulations of the 
McAdams heat transfer coefficients, and analyse 
their sensibility to local wind speed. Firstly, in its 
original form, the coefficient is given by:  

ℎ𝑐𝑐 = 5.678 �𝑚𝑚 + 𝑛𝑛 � 𝑈𝑈
0.3048

�� (3) 

where hc is the convective heat transfer coefficient 
(in W/m2.K), m and n  are constants with a value of 
0.99 and 0.21, U is the wind speed (in m/s) calculated 
on the wind attack angle on a particular surface in 
the windward or leeward-direction. For the purpose 
of this study we will simply assume U to be the hor-
izontal wind speed. Note that this is the formulation 
used for U < 4.88 ms-1.  
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Secondly, we choose the linearized form as com-
monly used in software such as CitySim (Robinson, 
2012) for example: 

ℎ𝑐𝑐 = 2.8 + 3𝑈𝑈. (4) 

3. Results Analysis and Discussion

3.1 Wind Speed 

Fig. 4– Vertical profile of the horizontal wind speed (m s-1) for the 
night of 01/09/2016 measured from the sonic anemometer 

As can be expected in an urban context, the wind 
profile is highly impacted by the presence of build-
ings. It can be noted from Fig. 4, that the characteris-
tic logarithmic profile is present above the building 
roof, and that below in the canopy layer, there is low 
horizontal wind speed. This corresponds to results 
and findings previously reported (Rotach et al., 
2005; Santiago and Martilli, 2010; Mauree et al., 
2017). 

3.2 Air Temperature 

Fig. 5 – Air temperature (°C) for the night of 04/09/2016 measured 
from the sonic anemometer, the weather station and the corrected 
air temperature 

We can see from Fig.s 5 and 6, that the calculated air 
temperature from the sonic anemometers corrected 
by the sonic temperature has a very good agreement 

(correlation coefficient is equal to 0.81) with the 
values from the Maximet weather station. 

Fig. 6 – Measured and corrected air temperature (°C) 

We can highlight that there seems to be an overesti-
mation of the temperature (σ=0.44 °C). 

3.3 Heat Convection Coefficient 

A sensitivity analysis is done using the wind speed 
usually taken at the standard meteorological height 
(10m), and the wind actually measured using the 
anemometers that corresponds to each floor of the 
LESO-PB building. 

Table 2 – Convection coefficient at each floor using Equation 3 

Floor hc (W/m2.K) Relative 
difference 

1st 7.0 35 % 

2nd 7.2 34 % 

3rd 8.1 26 % 

Table 3 – Convection coefficient at each floor using Equation 4 

Floor hc (W/m2.K) Relative 
difference 

1st 3.9 43 % 

2nd 4.0 41 % 

3rd 4.7 32 % 

As can be seen from Tables 2 and 3, there is a 
significant difference between the convection coeffi-
cient calculated using the localized wind speed and 
the one typically taken at 10 m. The difference can 
go up to 43 % if we consider the 1st floor. Although 
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the original formulation of McAdams seems to pre-
sent slightly better results, it should be highlighted 
that this formulation is recommended when wind 
speed is measured far enough from the surface, 
without any disturbance. In addition to the fact that 
building energy software generally uses data from 
meteorological stations that are not taking into 
account the urban microclimate, it is also demon-
strated that the use of local meteorological data will 
have a significant impact, according to which for-
mulation of the convection coefficient is adopted. 
We additionally compared the coefficient from CIBS 
and they showed results (not shown here) close to 
the original formulation by McAdams.  

4. Conclusions and Perspectives 

This paper presents an experimental setup used for 
the high frequency and long-term measurement me-
teorological variables in an urban setup. Seven 3D 
sonic anemometers have been installed along a ver-
tical axis to provide high frequency measurements of 
the wind speed and air temperature. A meteoro-
logical station installed at the bottom of the mast 
provides local weather conditions such as the relative 
humidity, and the air temperature and pressure. 
It was shown that the wind speed is highly im-
pacted in an urban setup and that this considerably 
influences the calculation of the heat convection 
coefficient. Differences of up to 43 % were noted for 
the LESO case. An analysis of the sensitivity of two 
heat convection coefficients was performed. It was 
established that the use of local climatic data does 
not have the same effect on their calculation. This 
can have significant influence when evaluating 
strategies such as natural ventilation or when con-
ceiving high-energy efficiency building.  
The current study will in the near future be 
expanded to include an analysis of the temperature 
difference along the vertical axis on the calculation 
of the convective heat flux, and how this impacts the 
building energy consumption simulation. Further-
more, high frequency monitoring will be used to 
calculate turbulent fluxes (momentum and heat) in 
an urban context, and to develop new parameteriza-
tion for the Canopy Interface Model (Mauree et al., 

2017). Additionally, a net radiometer will be in-
stalled at the beginning of 2017 to complete the 
setup.  
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Nomenclature 

Symbols 

RH  Relative humidity (-) 
θ Air temperature (K) 
e Vapour pressure (Pa) 
P Air pressure (Pa) 
U Horizontal wind speed (ms-1) 
m, n Constants 
hc Convective heat transfer coefficient 

(W/m2.K) 

Subscripts/Superscripts 

m Maximet weather station 
s Sonic measurement 
a Corrected air temperature 
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Abstract 
Blinds are usually installed on building façades to 

improve the visual and thermal comfort of the occupants. 

They are now often linked to an automated system that 

helps control the glare and decrease overheating. These 

automated systems are linked to a weather station that is 

located on top of the buildings in which they are installed. 

In the current study, we show that the use of such stations 

does not provide accurate and reliable information to the 

control algorithm. It is proposed to couple a model that 

can calculate wind speed and direction in an urban canopy 

to the control algorithm. The model is compared to data 

from an experimental setup on the EPFL campus, 

Switzerland. We demonstrate that there is very good 

agreement between the models and the data that have 

been collected. Furthermore, a new control algorithm is 

proposed in order to improve the response of the system 

during strong gusts and to prevent an erratic behaviour of 

the automated system. 

1. Introduction

Several control mechanisms have been developed in 
recent years to implement automation systems in 
buildings to enhance the thermal and visual comfort 
of the occupants.  
The replacement cost of blinds, due to damage 
caused by strong wind gusts and turbulence 
patterns, is substantial for the building owner and 
installer. To protect such installations, a weather 
station is usually set on top of the buildings to 
provide information to an automatic control system. 
However, the location and limited number of 
weather stations for a particular building give an 
incorrect or unreliable source of information as 
these do not always reflect properly the meteoro-
logical conditions on the building façade (e.g., wind 

speed or turbulence patterns). Thus, the trigger 
command given to the algorithm to raise the blinds 
in order to protect them against breakage is based 
on unreliable information. This frequently contrib-
utes to the perception of the occupants that there is 
an erratic behaviour of the system that often leads 
to a complete shutdown of the system, often with a 
visual and thermal discomfort in the building.  
It is well known that the urban climate depends on 
a series of processes taking place at different spatial 
(from global to local) and temporal scales (Oke, 
1982); building energy demand and urban climate 
are also closely related and interdependent (Ashie 
et al., 1999; Salamanca et al., 2011; Mauree et al., 
2015). It is thus essential to have access to tools, 
which can evaluate precisely the interactions that 
exist between buildings and their local climate. 
Several models have been developed in recent years 
to better represent the various phenomena influenc-
ing the urban climate (Masson 2000; Martilli et al., 
2002; Krpo et al., 2010; Mauree et al., 2017).  
The monitoring of high resolution vertical meteoro-
logical profiles is essential to determine the impact 
of urban areas/buildings on these variables:  it is ne-
cessary to represent these effects when evaluating 
building energy use, air pollutant dispersion and re-
newable energy potential in urban planning scena-
rios. Monitored meteorological data are scarcely 
available with at a vertical resolution. Campaigns 
such as the BUBBLE (Rotach et al., 2005) observation 
period provide useful information and data to 
develop and generalize new parameterizations 
schemes.  However, there is a strong need for such 
data and in multiple configurations in order to de-
velop new tools and methodologies which can then 
be used in the evaluation of building energy use. 
The vertical profiles of variables such as wind speed 
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and direction, and the air temperature in the vicinity 
of buildings are crucial in the determination of the 
momentum and heat fluxes.  
In the current study, we first give an overview of the 
experimental setup, the model used and the new 
algorithm to control the blind movements. We then 
give the preliminary results from the setup and 
compare them with the model. Finally, we conclude 
and give a few perspectives for the current study. 

2. Materials and Methods Setup

This experiment was set up in the framework of the 
MoTUS (Measurement of Turbulence in an Urban 
Setup) project (motus.epfl.ch). In the following sec-
tions, we describe the setup, the model used to calcu-
late high-resolution vertical profiles and new control 
algorithm implemented for the control of the blinds.  

2.1 Mast 

For this purpose of the study, a 27 m mast was 
installed on the EPFL campus in Lausanne, Switzer-
land to measure various meteorological parameters. 
The average building height in this district is around 
10 m. Seven 3D sonic anemometers have been placed 
along the vertical axis every 4 m. Data from the 
instruments are collected with a frequency of 1 Hz 
based on the recommendations by Kaimal and 
Finnigan (1994) and stored in a database at EPFL. 
Fig. 1 gives an illustration of the experimental setup 
of the meteorological tower.  

Fig. 1 – Experimental setup 

A KNX meteorological station measuring the trade-
tional variables (wind speed and temperature) is 

also available on the top of the LESO building. Simi-
lar meteorological stations are usually used in auto-
mated system to control the blinds. 

2.2 Canopy Interface Model 

A one-dimensional Canopy Interface Model (CIM) 
was recently developed (Mauree, 2014; Mauree et al., 
2017) to improve the surface representation in meso-
scale meteorological models and to prepare the cou-
pling with microscale models, too. For the purpose of 
this study, CIM will provide high-resolution vertical 
profiles that will be used as input for the control 
algorithm.  
CIM uses a diffusion equation derived from the 
Navier-Stokes equations but reduced to one direc-
tion only. Equations 1 and 2 are used to calculate the 
wind speed and potential temperature profiles.  

𝑑𝑑𝑑𝑑
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� + 𝑓𝑓𝑑𝑑𝑠𝑠,      (2) 

where U is the horizontal wind speed in either the x-
or y-direction, θ is the potential temperature, µt and 
κt are the momentum and heat turbulent diffusion 
coefficients and and  are the source terms 

representing the fluxes (from the surface or build-
ings) that will impact the flow. 
CIM solves for a 1.5-order turbulence closure using 
the turbulent kinetic energy (TKE). The TKE is 
calculated using Equation 3:  

𝑑𝑑𝑠𝑠
𝑑𝑑𝑠𝑠

= 𝑑𝑑
𝑑𝑑𝑑𝑑
�𝜆𝜆𝑠𝑠

𝑑𝑑𝑠𝑠
𝑑𝑑𝑑𝑑
� + 𝐶𝐶𝜀𝜀

√𝑠𝑠
𝑙𝑙

(𝑒𝑒∞ − 𝑒𝑒) + 𝑓𝑓𝑠𝑠𝑠𝑠      (3)

where e is the TKE, λt is the diffusion coefficient 
(assumed here to be equal to µt) is a constant equal 
to 1, e∞ is considered to be a stationary value of the 

TKE, and  is source term representing the ad-

ditional production of TKE due to the obstacles.  
The momentum and heat diffusion coefficients are 
calculated using: 

𝜇𝜇𝑠𝑠 = 𝐶𝐶𝑠𝑠√𝑒𝑒𝑙𝑙 (4) 

𝜅𝜅𝑠𝑠 = Pr 𝜇𝜇𝑠𝑠  (5) 

where Ce is a constant equal to 0.3. l is defined as the 
mixing length and is taken from Mauree et al. (2017) 
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to account for the obstacles density and height in the 
canopy.  
The CIM has been developed to function in an 
offline mode and can hence be forced directly at the 
top using traditional meteorological boundary con-
ditions. 

2.3 Control Algorithm 

In order to increase the reliability of the system, as 
well as to decrease the perception of an erratic be-
haviour of the automation system a new control 
algorithm was proposed. The objective was to 
couple the CIM results with the automation system 
to have more reliable information that could be used 
to protect the blinds. 
Fig. 2 gives an overview of the decision process by 
the system. CIM calculates at every time step T (every 
minute in our case) a vertical profile. The simulated 
value for the wind is then used as an input for the 
control algorithm. Since we do not want to raise the 
blind every time there is a gust, we used an additional 
condition to verify that the wind is blowing above a 
pre-determined threshold (5 ms-1 in our case). Note 
that the control algorithm also accounts for the day-
lighting needs of the user, as well as the glare index 
calculated using sensors inside the controlled offices. 

Fig. 2 – Proposed algorithm flow chart 

The blinds that are controlled are located on the 
south-eastern part of the LESO-PB building on the 
EPFL campus. 

3. Results Analysis and Discussion

3.1 Measured Wind Speed 

Fig. 3 – Vertical profile of the horizontal wind speed (ms-1) from 
the sonic anemometers (in black) and results from CIM (in grey) 
with the height (m) on the vertical axis. The orange line represent 
the building height (10 m) 

As can be expected in an urban context, the wind 
profile is highly impacted by the presence of build-
ings. It can be noted from Fig. 3 that the charac-
teristic logarithmic profile is present above the 
building roof and that below in the canopy layer 
there is a low horizontal wind speed. This corre-
sponds to results previously reported (Rotach et al., 
2005; Santiago and Martilli, 2010). 

Table 1 – Wind speed measured at each floor v/s at top 

Floor U (ms-1) Relative 
difference 

1st 0.36 73% 

2nd 0.40 71% 

3rd 0.62 54% 

Table 1 shows the variation of the wind speed meas-
ured at each floor with respect to the wind speed 
measured on top of the building, as usually done 
with the current automated system. It should be 
highlighted here that the wind measured can be up 
to 73 % less strong than the wind measured at the 
top. Furthermore, the turbulent patterns (not shown 
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in the present paper) can be significantly altered in 
the urban canyon. 

3.2 Simulated Wind Speed 

Boundary conditions from the highest anemometer 
are then used to force the CIM model. The results 
are shown in Fig. 3. It can be seen that CIM can 
reproduce with a very good agreement the measure-
ment. There is however a slight underestimation of 
the wind speed close to the ground. This might be 
due to the drag force coefficient parameterization 
that is usually overestimated (Santiago and Martilli, 
2010). The drag force parameterization used in this 
study is based on the occupied volume (density of 
the neighbourhood). Since CIM is a 1D model, there 
is a simplification of the 3D representation of the 
buildings. This can be the reason for the over-esti-
mation of the drag force close to the ground.  

3.3 Control of Blinds 

Based on the results that we have obtained, we 
implemented the new control algorithm in our sys-
tem to improve the automation of the blinds on the 
LESO façade.  
It was shown that a more realistic and appropriate 
behaviour of the blinds was possible in an urban 
context, where the wind speed is usually erratic and 
can have a significant impact on turbulent patterns. 

4. Conclusions and Perspectives 

This paper presents the results from an experi-
mental setup that measures meteorological varia-
bles in an urban setup. Seven 3D sonic anemometers 
have been installed along a vertical axis to provide 
high frequency measurements of the wind speed.  
It was shown that the wind speed is highly im-
pacted by the urban context and that this can con-
siderably influence the decision of an automated 
system to control blinds on a building façade. Dif-
ferences of up to 73 % were noted in the current 
case. The vertical profiles from the measurement 
campaign were then compared with the simulation 
from CIM. The results showed very good agreement 
between the computed and measured data. A new 
control algorithm was then derived to improve the 

automation system installed in a building on the 
EPFL Campus.  
The current study will be expanded in the near 
future to include six more sonic anemometers that 
will be installed directly on the façade. Furthermore, 
the experiments will be prolonged for one whole 
year and the results will be analysed in more details 
to understand the behaviour of the blinds and of the 
control algorithm.  
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Nomenclature 

Symbols 

U  Wind speed (ms-1) 
θ Air temperature (K) 
e Turbulent Kinetic Energy (m2 s-2) 
e∞ Stationary TKE value 
λ t TKE diffusion coefficient (m2 s-1) 
µ t Momentum diffusion coefficient  

(m2 s-1) 
κ t Heat diffusion coefficient (m2 s-1) 
z Height (m) 
l Mixing length (m) 
Pr Prandtl Number 
Ce TKE constant 
Cε Dissipation constant 

 Momentum surface fluxes 
 Heat surface fluxes 
 TKE surface fluxes 

Subscripts/Superscripts 

t  Refering to turbulent coefficient 
s Refering to surface fluxes 
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Abstract 
This paper shows comparative results between simulated 

and measured values on a complex façade system. The 

simulation was carried out with the newly implemented 

model in TRNSYS for complex glazing systems based on 

the ISO 15099 standard and using BSDF data. Long-term 

measurements were done on a test façade under real 

weather conditions. Investigations were made on a major 

diffuse-reflecting and a highly specular blind system to 

examine the model capabilities. We compared modelled 

and simulated layers and air gap temperatures. The over-

all model results show a satisfying correlation. Neverthe-

less, model simplifications are reflected in the results and 

discussed in the conclusion of the paper. 

1. Introduction

An integral evaluation of thermal and daylighting 
performance of complex façade systems (CFS) is a 
crucial aspect to achieve optimized results in mini-
mizing the energy demand of heating, cooling, and 
artificial light, while enhancing thermal und visual 
comfort. By implementing the RADIANCE flux ma-
trix methods, an efficient annual daylight simula-
tion even for complex fenestration systems could be 
achieved. Therefore, a new model algorithm 
“ArtLight 2.0” was implemented in TRNSYS in or-
der to enable coupled thermal and daylight simula-
tions with efficient run times in the dynamic build-
ing simulation (Hauer et al., 2015). 
For the daylight modelling as well as for the thermal 
modelling, the bi-directional scattering distribution 
function (BSDF) is used to treat the transmitted part 

of the incident radiation. For the thermal part a flex-
ible approach was introduced by Klems (Klems, 
1994a, 1994b) to calculate the bi-directional solar 
transmittance of a CFS by multiplying several ma-
trices - each representing a layer of the complex 
glazing setup. The hemispherical front and back 
side of a shading layer is discretized into 145 
patches, which allows the description of the trans-
mittance behavior by 145 ingoing and outgoing di-
rections. 
For the detailed longwave radiation modelling, the 
algorithms according to ISO 15099 are used. The de-
tailed longwave radiation exchange between glaz-
ing layers and non-planar layers (e.g. shading 
blinds, screens...) is calculated using “layer-equiva-
lent” parameters specifying the thermal characteris-
tics, based on LBNLs layer-method. This includes 
the thermal emissivity (front and back) as well as 
the infrared transmittance of such a non-planar 
layer. Additionally, a dimensionless and almost free 
to choose front openness factor describes the perme-
ability of the shading and subsequently its influence 
on the convective air circulation around and 
through the slat stack. 
Although these model algorithms tend to describe 
the physical phenomena in detail, a fundamental 
comparison and validation against measured data is 
still rarely available in the literature. First, detailed 
verifications of mathematical models describing 
complex shades against measurements were carried 
out within the framework of the IEA Task 34/An-
nex34. This comprehensive work, conducted by dif-
ferent research laboratories around Europe, inclu-
ded several simulation tools (EnergyPlus, DOE-2, 
ESP-r, TRNSYS). Results and conclusions are found 

mailto:martin.hauer@uibk.ac.at
mailto:grobbauer.michael@sfl-technologies.com
mailto:office@normconsult.at
mailto:daniel.ploerer@uibk.ac.at
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in several publications (Loutzenhiser et al., 2008; 
Simmler and Binder, 2008). 
Nevertheless, the testing in the previously 
mentioned studies was short-term and supposed to 
cover almost ideal situations (e.g., clear sky or 
cloudy sky) for a significant model validation. 
Furthermore, the modeling capabilities have 
improved significantly by the initially mentioned 
methods in the last years - especially in terms of 
modelling complex daylight re-directing blinds.  
The present work contributes to the comparison and 
validation of a newly introduced CFS modelling 
method in TRNSYS Type56 (Hiller and Schöttl, 
2014). Within the Austrian national research project 
“lightSIMheat”, beside several simplified 
approaches, this method is used as a thermal 
modelling part within the coupled ArtLight-
routine. In cooperation with SFL technologies in 
Stallhofen an extensive long-term monitoring on 
different façade types was carried outto test these 
models under real environmental conditions. 

2. Thermal Modelling of CFS

2.1 Type56_BSDF in TRNSYS 

The latest model implementations based on bi-
directional scattering distribution functions (BSDF) 
are available (Hiller and Schöttl, 2014) for the 
detailed thermal modelling of CFS within the multi-
zone building model in TRNSYS. In contrast to the 
previous standard window model based on one-
dimensional angular dependent input values for 
transmission, reflection and absorption (WIN-DOE 
file), the new model uses BSDF-data. (Fig. 1). This 
enables a detailed optical modelling of multiple 
scattered reflection and transmission of blind 
systems - especially in case of specular, daylight 
redirecting systems. Subsequently, a detailed 
thermal modelling is done according to the 
algorithms defined by ISO 15099 standard. Based on 
the established concept of a layer-by-layer calcu-
lation for glazing systems (Fig. 2), the shading blind 
is thermally treated as a homogenous layer by pre-
calculated factors for infrared transparency and 
effective emissivity that define the longwave radia-
tive exchange. The modelling of the convective 

behavior around the shading layer is simply 
covered by an effective openness factor that 
describes the “permeability” of the slat stack. These 
values are calculated for each slat angle. 

Fig. 1 – Thermal modelling of transmitted solar gains by BSDF 
datasets (Hiller and Schöttl, 2014)

A comparison between the BSDF-model and the 
simplified approaches was presented at the 
Building Simulation Application Conference 2015 in 
Bolzano (Hauer et al., 2015). As a further step these 
models are now validated in terms of accuracy and 
practicability against long-term measurement data 
from a real office façade carried out within the 
present work. 

Fig. 2 – Layer-by-layer modelling according to ISO 15099 
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3. Monitoring

3.1 Façade Description 

The monitoring façade is located in one of the Cell-
Labs of SFL technologies GmbH (Fig. 3) in Stall-
hofen/Austria. The Cell Lab is a cubic space with 
glazing and opaque façade elements in two 
directions (west and south). The south façade with 
an exact orientation towards south-south-east 
(Azimuth = 335°) is an experimental façade that 
includes different function modules (BIST, BIPV, 
shading, fan coil) (Mach et al., 2015). The east and 
north enclosures are convertible internal office 
walls. 

Fig. 3 – Cell-Lab at areal of SFL technologies GmbH 

The measurement took place in the south façade 
within a transparent façade element consisting of a 
room-height window layer (thermally separated 
aluminum profiles) as thermal envelope with a rear 
ventilated impact pane at approx. 150 mm distance 
to the inner window layer. The window layer 
consists of a lower door and a fixed overhead 
window, both with a triple-pane insulated glazing.  
The impact pane is made of a 12 mm thick double-
layer laminated safety glass. The proper description 
of the window layer setup is documented in Table 1. 
The investigated venetian blind is mounted 
between the window layer and the impact pane. 
During testing the rear ventilation was blocked by 
an airtight sealing tape. 

Fig. 4 – Height levels of measurement at the test façade 

3.2 Sensor Positions and Radiation 
Measurements 

Sensors were mounted at three different height 
levels in the façade (Fig. 4) in order to verify 
differences in the temperature profile over the 
height. Fig. 5 schematically shows the sensor 
positions along the façade depth at the different 
levels. Naming is as follows: the first number 
indicates the height level; the second number the 
corresponding system-layer. 
Sensors for surface temperatures (OT, Pt100-type 
1/3 DIN B) at glazing and blind were mounted on 
the front and back side of the respective layer 
(except the outer side of the safety glass): OT10 - 
OT16 for level 1 and OT30 - OT36 for level 3. On 
level 2 no surface temperature sensors were used.  
Sensors for air temperature (LT, Pt100-type 1/3 DIN 
B) are situated within the air gap in front and behind
the blind stack: LT12 – LT14 for level 1 and LT32 – 
LT34 for level 3. Additional air sensors in front of 
the impact pane and behind the windows (seen 
from outside) are positioned to determine boundary 
temperatures for the model setup (LT20, LT17, 
LT27, LT37, LT00). 
The vertical airflow velocity is recorded within the 
air gap between impact pane and blind stack 
(LT/LG21) respectively on the inner side along the 
triple-pane glazing (LT26/LG26) on level 2 by hot 
wire anemometers. These sensors also measured the 
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air temperature (Ahlborn Almemo FVA935TH4, 
0,05–0,2 m/s, bidirectional, resolution 0,0001 m/s, 
accuracy +/-0,04 m/s).  

Fig. 5 – Sensor positions on the three measuring levels 

Additionally, a heat flux plate (HFS) was mounted 
on the inner side of the glazing to detect the heat 
flow to the inside (just valid in times without 
irradiance on the flux plate). 
Irradiance was determined by a secondary standard 
temperature compensated pyranometer (Kipp & 
Zonen CMP11) at 285–2800   nm, 0–4.000 W/m², 
IT_CMP11). In addition, a Daylight measuring 
instrument (LM-TLM) from company Zumtobel 
was installed on the rooftop to measure the vertical 
illuminances for each direction as well as the direct 
and diffuse component for horizontal illuminance. 
Thus, the direct-diffuse ratio by the illuminance 
values was used to split the irradiance value of the 
CMP11.  
During the measuring period a non-standard 
complex pyranometer with excellent standards was 
added (Sunshine SPN1, 400–2700 nm, 0–2.000 
W/m², IT_SPN1). SPN1 was able to measure direct 
and diffuse irradiance by means of seven sensors 
and a shadow ring, which results in one sensor 
unshaded and one totally shaded, while the others 
are partly shaded in each measurement. Thus the 
respective values could be calculated. The vertical 
global irradiation (perpendicular to the facade) was 
also measured for the validation of the model by a 
photo diode sensor, that doesn´t cover the whole 
solar spectrum (EMS11, calibrated in comparison 
with Kipp & Zonen CMP12, IT_FAS).  
In Fig. 6 a comparison between the reference 
measurements in the façade (IT_FAS), the simulated 
radiation based on horizontal measurements with 

the CMP11 (IT_CMP11) respectively SPN1 
(IT_SPN1) are diagramed. Both simulated values 
show an excellent accordance, even in clear sky as 
well as in cloudy days. A constant lower 
measurement result for the vertical global 
irradiation on the façade (IT_FAS) by photo diode 
sensor can be mentioned, which can also be partly 
caused through dust on the sensor. 

Fig. 6 - Irradiance on Facade: measured vs. simulated 

For the model input, the actual radiation on the 
vertical test façade, which is SSE-oriented 
(Azi=335°), was calculated based on the 
measurements by using the Perez 1999 model in 
TRNSYS Type99. 
To get realistic assumptions for the convective heat 
transfer coefficient, wind velocity and direction on 
the outer façade were measured by an ultrasonic-
sensor, installed in vertical façade orientation (Gill 
Windsonic, 0–60 m/s, resolution 0,01 m/s, accuracy 
+/-2 % at 12 m/s, 360 degrees, north facing 
upwards).  
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4. Model setup

4.1 System Description Data Acquisition 

The system setup of the CFS was done in 
WINDOW7 according to the glazing layer definition 
available from manufacturers (Table 1). 

Table 1 – Monitoring facade at SFL - layer setup and configuration 
in WINDOW7 

Layer ID Product d 
1 893 Impact pane 12 mm 

2 1 Shader + Air gap 150 mm 

3 11006 Planilux* 6 mm 

9 Air/Argon (10 %/90 %) 16 mm 

4 11393 Planitherm One* 4 mm 

9 Air/Argon (10 %/90 %) 16 mm 

5 11398 Planitherm One II* 6 mm 

*Manufacturer: Saint-Gobain

For the monitoring phase two different blind 
systems were investigated: one diffuse reflective 
blind with a non-curved geometry and a concave 
(upward-curved) blind with a highly specular 
surface on the upper slat side. 
According to the geometrical model of the blind, the 
BSDF dataset was modelled with the RADIANCE 
tool genBSDF. 

Table 2 – Blind Definition 

SYS 1 SYS 2 
width 80 mm 80 mm 
spacing 72 mm 46 mm 
rise 15 mm 11 mm 
εfront 0.69 0.04 
εback 0.93 0.80 
materialfront Millfinish MP Miro3 
materialback RAL7035 RAL7030 

The layer-equivalent factors for the thermal 
specification of the BSDF-layer are calculated using 
WINDOW7. The calculation of these factors is based 
on the view-factor-method and is calculated 
internally in WINDOW7 by using blinds defined by 
their geometrical dimensions (Hauer et al., 2014). 
Through the modelling a geometrically 
representative slat and their blind material 
properties (Table 2), the required factors for 

infrared transparency (TIR), layer emissivity front 
(eps_f) and layer emissivity back (eps_b) are 
determined to define the thermal characteristic of 
the BSDF-layer (Table 3). 

Table 3 – Results for the effective layer specifications 

SYS-1 00deg 45deg 85deg 
TIR 0.3565 0.2392 0.0020 
eps_f 0.5823 0.5957 0.7097 
eps_b 0.5823 0.7256 0.9391 

EOF 0.95 0.5 0.05 

SYS-2 
TIR 0.3250 0.1817 0.0037 
eps_f 0.5385 0.4447 0.04 
eps_b 0.5385 0.6900 0.8098 
EOF 0.95 0.5 0.05 

The effective openness factor (EOF) that describes 
the permeability of the shading layer concerning 
convection (0=air tight, 1=fully permeable) is treated 
linear corresponding to the slat angle. Several 
investigations showed a very low influence of the 
EOF on the results, while the other thermal 
parameters showed a clear higher influence.  
After including these factors into the modelled 
System-BSDF file and combining them with the 
glazing layers according to Table 1, a representative 
BSDF set for the whole CFS was generated and 
implemented in Type56_BSDF.  

4.2 Façade Model Setup in Type56 

The thermal model that represents the measuring 
site includes the outside oriented glazing façade 
(BSDF-model) and adiabatic walls in all other 
directions. The geometric expansion in depth 
(0.175 m) describes the reveal of the window (cf. 
Fig. 4). The emissivity values of the walls are 
equally set to 1 and the construction kept massless. 
The setting of the model boundary conditions is 
shown in Fig. 7. The best agreement between 
measured and simulated values could be achieved 
by using the measured temperature directly in front 
of the façade (LT20) as the external model 
temperature, instead of using the measured ambient 
temperature on the rooftop. 
Exterior sky-temperature and the ground-
temperature were set equal to the measured 
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ambient temperature. For the boundary conditions 
on the inner side of the model, the mean value 
between the measured air temperatures directly 
behind the inner glazing (LT17/27/37) was used. 
This showed a better accordance between measured 
and simulated values than with the measured air 
temperature in the room behind. Additionally, the 
back wall of the thermal model was connected with 
the measured back-wall temperature of the room. 

Fig. 7 – Boundary conditions for the thermal model 

To model the convective heat transfer coefficient on 
the outer and inner side of the façade most 
accurately, an available model in TRNSYS library 
(Type1232) was used. It calculated an hourly value 
for the heat transfer coefficient on a vertical flat-
plate according to ambient temperature on the 
surface (outside: LT20; inside: mean value of 
LT17/27/37), temperature of the surface (outside: 
mean value of OT30/OT10; inside: mean value of 
OT16/OT36), as well as the measured air velocities 
on the outer and inner glazing surface. After 
implementing these values in the BSDF model of 
Type56, the results improved significantly, 
especially for the inner and outer glazing surface 
temperatures. 

5. Results

5.1 System 1 

For system 1, several measuring periods were 
investigated for slat angles of 0°/45° and 85° (fully 
closed). The comparison of the measurements 
against the simulation model was done for each 
layer temperature as well as for the gap 
temperatures before and behind the slat stack. 
Fig. 8 shows a weekly trend of the measured slat 
temperature (measured on back side) and a tilt 
angle of 45° compared to the simulations. Especially 
the rise of the temperature shows a very good 
agreement. The model underestimates the 
maximum temperature slightly, although the 
difference is almost less than 5 K. Due to missing 
thermal capacity in the blind model, the simulated 
values fluctuate much more according to the 
changing irradiance values. The mean deviation 
between measurement and simulation is in the 
range of ±5 K. 

5.2 System 2 

In a second monitoring phase, measurements on 
system 2 were evaluated similarly for the slat angles 
of 0°/45° and 85° (fully closed). Fig. 9 shows the 
weekly temperature trend of the slat temperature 
(measured on the back side) for a slat angle of 45° 
compared to the simulations. Although the overall 
accordance is satisfying, higher deviations are 
detected compared to the results with system 1. 
Mainly, an overestimated temperature as well as a 
faster temperature rise can be recognized by the 
simulation model. The mean deviation between 
measurement and simulation is in the range of 
±10 K. In Table 4 the Root-mean square errors (1) are 
summarized for all measured layer and gap 
temperatures at each slat position and each system. 
Systematically, the lowest deviations are at the 
layers on the outer and inner side of the glazing 
system (OT10/OT16). And generally, highest 
deviations are reached in both systems for closed 
blind positions. 

𝑅𝑅𝑊𝑊𝑅𝑅𝑊𝑊 = �1
𝑛𝑛
∑ (𝑦𝑦𝑚𝑚𝑠𝑠𝑚𝑚𝑠𝑠 − 𝑦𝑦𝑠𝑠𝑖𝑖𝑚𝑚)2𝑛𝑛
𝑖𝑖=1  (1) 
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Fig. 8 – Blind temperature, System 1 - 45° slat angle 

Fig. 9 – Blind temperature, System 2 - 0° slat angle 

Table 4 – RMSE for temperature differences (in K) measured vs. simulated values (level 1)

SYS1 dT_OT10 
[K] 

dT_LT12 
[K] 

dT_OT12 
[K] 

dT_OT13 
[K] 

dT_LT14 
[K] 

dT_OT15 
[K] 

dT_OT16 
[K] 

00deg 2.575 4.187 3.249 3.111 3.981 4.542 2.572 

45deg 1.889 2.806 2.323 2.277 2.682 3.137 1.169 

85deg 4.433 5.765 5.455 5.432 5.387 6.524 1.694 

SYS2 

00deg 4.702 5.149 6.243 6.248 6.027 6.820 1.322 

45deg 3.112 3.794 4.962 5.266 6.223 6.844 0.943 

80deg 2.594 3.793 10.327 10.79 9.902 12.395 3.251 
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6. Conclusions 

By collecting long-term measurement data for two 
different façade systems, an extensive proof of the 
model validity of the recently implemented 
BSDF/ISO-model in TRNSYS Type56 could be 
shown. The results are very satisfying in general. 
Deviations between measurement and modelling 
are shown especially for peak values. Reasons for 
this can be either through model simplifications 
done by ISO 15099 (convective model, layer 
emissivity) or either by a limited resolution for the 
optical modelling by the BSDF data based on Klems 
resolution. Especially for system 2 (specular blind 
surface) this aspect could be critical.  
In the overall results by the RMSE-analyse, the 
highest deviations are mentioned for closed blind 
conditions that are not satisfying. In this case, an 
individual analysis for the measured values on level 
3 (bottom) showed much better accordance com-
pared to level 1. A strong stack effect by temper-
ature layering could be obtained, which is not 
sufficiently represented in the modelling. 
In general, neglecting the thermal mass of the single 
glazing could show a significant influence on the 
modelled layer temperatures.  With an increasing 
layer number (from outside to inside) an increasing 
time shift of approx. 0,5-1 hour between measured 
and simulated values occurred. In case of future 
trends in modelling glazing systems up to 4 panes 
including a shading layer, this aspect gains signi-
ficant relevance. A model adoption towards includ-
ing the thermal mass is recommended. 
Based on these conclusions, further in-deep analysis 
of the model will be done by static measurements in 
a g-value test chamber as well as dynamic measure-
ments with a newly developed measuring method 
for in-situ g-value measurements. Beside the gained 
validation results, this work successfully represents 
the full workflow, starting from the manufacturers’ 
information, the use of powerful (partly free) tools 
(genBSDF, WINDOW7, IGDB) to generate the 
needed simulation data and built up of the model 
for simulating complex fenestrations systems. 
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Abstract 
With the Italian Interministerial Decree of 25 June 2015, the 

evaluation of the cooling energy requirements for resi-

dential and non-residential buildings has become manda-

tory. In Italy the UNI TS 11300-1 is the reference standard 

for the calculation of cooling energy requirements, by 

integrating the quasi-steady models of the international 

standard EN ISO 13790. The Italian standard takes into 

account some corrections in order to obtain even more 

precise results, but the deviances are still evident for non-

residential buildings equipped with large glazed surfaces. 

Therefore, these models have to be calibrated further for 

Mediterranean climatic characteristics because the results 

are still discordant with those obtained by dynamic 

simulation codes. With reference to Mediterranean 

climatic conditions, a new correlation to use in the quasi-

steady calculation procedure, derived from summer gain 

utilization factors, is proposed. The latter were calculated 

by means of TRNSYS simulations, varying the percentages 

and the typologies of the windowed surface and the time 

constant class of a reference non-residential building. The 

main factors causing the divergences in the results were 

identified and a proper calibration of the quasi-steady 

procedure contextualized to the summer Italian climatic 

conditions is proposed, in order to obtain cooling 

requirements closer to those provided by TRNSYS. 

1. Introduction

For many years, designers have been looking for 
simplified procedures for the calculation of energy 
demands in buildings, to use as alternative to 
complex dynamic simulation codes. This need is 
still more evident in summer, where the variability 
of the external forcing on the building envelope 
makes the calculation of the cooling energy require-
ments difficult. In this field, the literature provides 

different simplified procedures that can be derived 
by direct and indirect methods (ASHRAE, 2005). 
Quasi-steady procedures employed at monthly 
level were proposed (Bauer and Scartezzini, 1999) 
by introducing the concept of the gain utilization 
factor (in winter) and the loss utilization factor (in 
summer) in order to take into account the dynamic 
effects on the thermal energy demands. Moreover, 
the summer procedure is similar to those employed 
in winter by inverting the role of thermal losses and 
energy gains. Other simplified methods for the 
cooling energy demand calculation are the Dutch 
model (NEN 2916, 1994; Van Dijk and Spiekman, 
2003; Van Dijk et al., 2005) and the so-called 
Schibuola model (Schibuola, 1999). The first uses a 
loss utilization factor, while the second a gain 
utilization factor. Beccali et al. (2001) carried out a 
comparison between the two models, highlighting 
how difficult it is to assess a cooling energy model 
similar to those already employed for the 
calculation of heating energy requirements. Other 
analyses concerning the quasi-steady procedures to 
use in the cooling period can be found in Mazzarella 
(2000) and in Prada et al. (2011) to investigate the 
role of the loss utilization factor. Finally, also 
international standards have adopted the quasi-
steady procedure for the summer calculation such 
as CEN (CEN, 2005) and ISO (ISO, 2008). The latter 
represents the reference document for the 
determination of the energy required for space 
heating and cooling, from which the Italian 
regulation UNI 11300-1 was derived (UNI, 2014). 
However, the original procedure was developed for 
continental climates where the differences between 
summer energy gains and thermal losses are 
limited. Instead, in the Mediterranean climatic 
context the opposite occurs, especially in well-
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insulated building envelopes equipped with large 
glazed surfaces, typical of the non-residential 
sector. Despite the fact that an appropriate 
procedure to correct the loss utilization factor con-
textualized to the Mediterranean climate was 
proposed by Corrado et al. (2007), the deviations of 
the cooling energy requirements determined by 
dynamic codes remain large for the mentioned 
building typology. 

2. The Quasi-Steady Approach 

The calculation method described in the ISO 13790 
standard is based on a monthly energy balance 
between thermal losses and heat gains in steady-
state conditions. Successively, the dynamic effects 
on the cooling energy needs are taken into account 
by the loss utilization factor, which considers the 
mismatching between thermal losses and energy 
gains, and an adjustment of the setpoint tempera-
ture for intermittent cooling or set-back. Both 
depend on the time constant of the building and on 
the monthly heat balance ratio (defined in ISO 13790 
as the ratio between the monthly energy gains and 
the monthly thermal losses). So, the cooling energy 
demand can be determined in function of the loss 
utilization factor as: 
 

htCQlsCgnCQndCQ ,,,, ⋅−= η                                (1) 
 

where the latter is calculated by the relation (if the 
heat balance ratio is higher than zero): 
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According to the Italian UNI 11300-1 standard, the 
superscript aC depends not only on the building 
time constant, but also on the ratio between glazed 
and floor surfaces. This coefficient was calibrated by 
means of different cases study developed for 
Mediterranean climates and can be determined by 
the following correlation (Corrado et al., 2007): 
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strongly different from the correlation suggested by 
ISO 13790 for continental climates: 
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The coefficients that appear in Equations (3) and (4) 
were evaluated by multiple regression of different 
values of the loss utilization factor calculated by the 
inverse solution of Equation (1). The actual cooling 
energy needs, and the equivalent values to the 
steady-state thermal losses and energy gains, can be 
provided by dynamic codes, by applying proce-
dures as the “Black Box” method (ISO, 2008). The 
ISO 13790 standard provides also another method 
to calculate the cooling energy demands, which 
employs a gain utilization factor: 
 

gnCQgnCndCQ ,),1(, ⋅−= η                                     (5) 

 

where the thermal losses appear indirectly because 
involved in the calculation of the same factors. It is 
easy to demonstrate that: 
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In this paper, regarding a reference non-residential 
building located in two different places of the Italia 
peninsula, a new correlation for the “aC” parameter 
derived from the summer gain utilization factors, is 
proposed. The latter were calculated by the inverse 
solution of Equation (5) employing results provided 
by TRNSYS v.17 code (Klein at al., 2012). Succes-
sively, the cooling energy requirements obtained 
with the proposed procedure were compared with 
the TRNSYS results, in order to quantify the result 
deviances.  

3. The Reference Building 

The energy evaluations were carried out with 
reference to an office building (Fig. 1) varying the 
glazed surface, the glazed system, the building time 
constant, and climatic data. In the latter case, the 
same building was located in Rome (Lat. 41.9°N) 
and Cosenza (Lat. 39.3°N) by employing monthly 
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average daily climatic data listed in the Italian UNI 
10349-1 standard (UNI, 2016). It consists of ten 
storeys with a conditioned volume lower than 
10,000 m³. The ground floor is equipped with 
“pilotis” to avoid heat transfer towards the soil. The 
remaining nine floors have the same size with a 
rectangular form (10×30 m) and a longitudinal 
development in the east-west direction. The overall 
height is 33 m and the stairway is externally located 
in the north façade to avoid the presence of non-air-
conditioned spaces. The reference building was 
considered as a single thermal zone conditioned by 
a centralized plant with the same indoor air 
temperature regulation. Table 1 shows the cases 
studied and indicates the percentage of the 
windowed surface (WWR, in function of the vertical 
opaque walls), the windowed system, the ratio of 
the glazed area to floor area, and the building time 
constant. The case studies were conducted for both 
localities. Time constant values variation was 
obtained by modifying the glazed surface area, the 
windowed system and the surface of internal walls. 
Their calculation was carried out by considering a 
mono-capacitive model of the building fabric. 

Fig.1 – Non-residential reference building with WWR of 50 %

Table 1 – Cases study conducted on the reference building located 
in Rome and Cosenza 

Case WWR Windowed System ξ τ [h] 
1 50 % Double 0.37 47.9 
2 25% Double 0.19 64.5 
3 50% Double 0.37 87.0 
4 10% Double 0.07 79.7 
5 75% Double 0.52 39.0 
6 50% Single 0.37 29.6 
7 50% Triple 0.37 53.4 

4. Simulation Results

By applying the “Corrado” method in alternative to 
the Black Box approach (Corrado et al., 2007), the 
TRNSYS simulations allowed us to determine the 
gain utilization factors from Equation (5), for every 
case in the considered locations. The mentioned 
method allowed us to calculate energy gains and 
energy losses “equivalent” to the steady-state 
conditions. These values, together with the actual 
cooling demands, are requested for the inverse 
solution of Equation (5). The indoor set-point 
temperature was set to 26 °C supposing a con-
tinuous operation regime of the cooling plant. The 
calculation of the gain utilization factors was 
preferred to the calculation of the loss utilization 
factors because the latter, derived from Equation (1), 
could tend to infinity in presence of reduced 
thermal losses. Moreover, the procedure has 
highlighted two critical aspects: 
- the utilization factors are calculated by 

considering the involved energies in the whole 
months, while the UNI TS 11300-1 considers the 
fraction of month included in the cooling period. 
Consequently a mismatch between the equiva-
lent and the steady-state values of the heat 
balance ratios was detected; 

- the “aC” correlations were formulated 
considering equivalent heat balance ratios, but 
the latter could be strongly different from those 
determined in steady-state conditions, which 
will be used in Equation (2), providing different 
values of the utilization factors. 

Regarding the locality of Rome, in Fig. 2 the cooling 
energy requirements (in kWh) determined by 
TRNSYS and by the ordinary UNI TS 11300-1 
steady-state procedure, are presented for the seven 
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considered cases. The results concern the seasonal 
cooling requirements determined as the sum of the 
monthly needs. The deviations among the obtained 
results (TRNSYS results as reference) range between 
4.9 % (Case 4) and 21.2 % (Case 5). Similar values 
were determined for the other locality.  

Fig. 2 – Rome: cooling energy requirements for the reference 
building in the considered cases (in kWh per year)

The deviations are limited for envelopes equipped 
with limited windowed surfaces, contrarily the 
differences are more marked with the glass surface 
growth. Except for Case 4, percentage differences 
always greater than 10 % were detected. If we 
suppose that the reference building is conditioned 
by electric heat pumps with seasonal EER of 2.5, in 
Case 5 the deviation between the UNI procedure 
and TRNSYS produces an electric energy 
overestimation greater than 75000 kWh at seasonal 
level, corresponding to 18750 € in expenses for 
electricity (in continuous regime operation). There-
fore, these percentages cannot be neglected and they 
produce an evident mistake in the summer energy 
performances reported in the building energy 
certificate. Regarding the comparison between 
equivalent and steady-state monthly energies, the 
observed deviances can be summarized as follows: 
- noticeable errors are detected for the thermal 

losses when the monthly average daily tempe-
rature value of external air is next to the inter-
nal setpoint; 

- solar gains determined with the UNI proce-
dure are always overestimated compared to 
TRNSYS results, but the deviances among the 
monthly energy remain almost constant. 

5. Discussion

The evaluations of the monthly energy gains and 
monthly thermal losses in steady-state conditions 
are “adjusted” by the application of the utilization 
factors. However, in the UNI 11300-1 the latter are 
calculated by Equation (2) using heat balance ratios 
different from those employed for the identification 
of the parameter aC. Therefore, a more precise eva-
luation of the steady-state heat balance ratio is rec-
ommended in order to calculate utilization factors 
more similar to those derived from the “Corrado” 
method. Thus, a better quantification of the summer 
thermal losses and summer energy gains is re-
quired. However, it is very difficult to assess the 
envelope thermal losses in steady-state conditions, 
because the external air temperature can rise or 
drop below the internal setpoint. In the Mediter-
ranean climatic context, the thermal losses can be 
very limited during the cooling period, therefore 
elevated heat balance ratios could be achieved. In 
order to avoid this condition, the use of the reci-
procal value of the heat balance ratio seems to be 
more appropriate. From the energy gains point of 
view, instead, the constant monthly difference be-
tween the steady-state and the equivalent solar 
gains suggests that other geometrical and optical as-
pects concerning the building have to be analysed in 
detail. Fig. 3 presents the trend of the gain utiliza-
tion factors determined through the 14 examined 
cases, in function of the reciprocal value of the heat 
balance ratio. The dependence of the dynamic coef-
ficient on the time constant is less pronounced when 
compared with the loss utilization factor. If we sup-
pose to use Equation (7) for the interpolation of the 
gain utilization factors derived from TRNSYS, a 
multiple regression allowed us to identify the 
superscript “aC” values that better fit the equivalent 
heat balance ratios. 
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Successively, by setting the dependence of the 
coefficient aC from the time constant and the ratio 
between windowed and floor surfaces, the follow-
ing correlation was determined: 
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Fig. 3 – Trend of the gain utilization factor vs. reciprocal of the heat 
balance ratio for Rome (RM) and Cosenza (CS)

Negative values of the gain utilization factor can be 
obtained when also the heat balance ratios assume 
negative values (thermal losses are an additional 
load). This condition happens when the monthly 
average daily temperature value of external air is 
higher than the internal setpoint. In this case, the 
gain utilization factor can be set equal to the heat 
balance ratio. In Fig. 4 the energy requirements 
determined by utilization factors evaluated with the 
ordinary procedure exploiting the Equation (3) 
(UNI_1) and determined with the new proposed 
correlation (UNI_mod), are shown. In the same 
figure, the actual cooling needs determined by 
TRNSYS are also reported. In every case, the second 
correlation allows for better results when compared 
with those provided by TRNSYS. The deviations are 
more limited, in particular for the examined cases 
the percentage errors detected are reduced 
respectively: 

- from 15.7 % to 11.5 % for Case 1; 
- from 10.3 % to 4.5 % for Case 2; 
- from 16.9 % to 12.7 % for Case 3; 
- from 4.9 % to -3 % for Case 4; 
- from 21.2 % to 15.1 % for Case 5; 
- from 18.4 % to 13.2 % for Case 6; 
- from 19.8 % to 15.5 % for Case 7. 

Similar results were achieved for the second city, 
therefore they are not reported. If in Equation (7) 
heat balance ratios closer to the equivalent ones are 
employed, better results can be achieved. A 
noticeable improvement can be obtained with a 
more precise determination of solar gains in steady-
state conditions and by using the reciprocal of the 
heat balance ratio. By setting: 
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Equation (7) can be rewritten as: 
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with γC,gn that assumes compact values. 

Fig. 4 – Rome: comparison among the cooling energy require-
ments (in kWh per year) for the reference building determined with 
ordinary aC values (UNI_1), the proposed aC values (UNI_mod) 
and with TRNSYS 

5.1 Improvement in Steady-State Solar 
Gains Evaluation 

The difference determined at a monthly level 
between steady-state energy gains and equivalent 
energy gains is almost constant; a comparison is 
shown in Fig. 5 for Rome for Cases 4 and 5. There-
fore, a common aspect concerning solar gains cal-
culation in steady-state conditions has not been ade-
quately considered. Regarding building envelopes 
equipped by large glazed surface, in fact, the part of 
solar radiation reflected by the inner surface in the 
air-conditioned volume, escaping newly through 
the same glazed surface, is not quantified. This 
fraction of solar radiation does not become a cooling 
load for the internal environment, and it cannot be 
neglected. Moreover, this aspect is cited by ISO 
13790 as a “noise” source for the evaluation of the 
utilization factors, and in the calculation of the 
equivalent energy gains, TRNSYS considers this 
solar gain rate adequately. In order to evaluate the 
missed contribution related to the escaping solar 
irradiation, an absorption coefficient of the indoor 
environment (or cavity absorption coefficient) can 
be introduced. 

0

50,000

100,000

150,000

200,000

250,000

300,000

350,000

400,000

450,000

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7

UNI_1 UNI_mod TRNSYSkWh



Roberto Bruno, Natale Arcuri, Cristina Carpino 

298 

 

Fig. 5 – Rome: comparison between solar gains obtained with 
steady-state model (SS) and TRNSYS (T) for Cases 4 and 5 

Fig. 6 shows the trend of this coefficient, in function 
of the ratio between glazed surface and global 
opaque surface Ψ (including floor, ceiling, and inner 
surface areas) and for three types of the usual clear 
glass by assuming a mean solar absorption 
coefficient of internal walls equal to 0.35 (Oliveti 
et al., 2011). The difference among the three con-
sidered windowed surfaces is related to the 
different optical properties of the glasses that deter-
mine a different amount of entering and escaping 
solar radiation. For a Ψ factor of 0.1, corresponding 
usually with a whole glazed wall, the cavity 
absorption coefficient is about 0.7, therefore 30 % of 
the incoming solar radiation does not become a 
cooling load for the indoor environment. Contrarily, 
for Ψ ratios lower than 0.05 (typical in residential 
buildings), the role of αcav can be neglected. The 
relations to use for αcav calculation for clear single, 
double, and triple pane are respectively: 
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By modifying the steady-state solar radiation 
transmitted through windowed surfaces by the 
cavity absorption coefficient, the new comparison 
with solar gains determined by TRNSYS at seasonal 
level, is shown in Fig. 7. 
 

 

Fig. 6 – Cavity absorption coefficient of the solar radiation in 
function of the ratio Ψ and for three types of clear glass  

 

Fig. 7 – Rome: seasonal solar gains obtained by considering the 
cavity absorption coefficient in the steady-state procedure and 
comparison with TRNSYS 

The values concerning the equivalent heat balance 
ratio provided by TRNSYS, those determined by the 
ordinary steady-state model, and those calculated by 
the corrected solar gains, are listed for Rome in Table 
2. Despite the errors concerning the thermal loss 
evaluations, the correction of the solar gains allows 
for a calculation of the heat balance ratios close to the 
equivalent ones, and the deviances are reduced when 
the lower is given by the outside air temperature. 
Similar deviations were obtained for the second 
locality.  Finally, the cooling energy requirements 
was calculated in function of the gain utilization 
factor determined by Equation (10) by employing the 
coefficient aC determined by Equaiton (8) and the 
heat balance ratios calculated with corrected solar 
gains. Considering that Equation (8) was derived by 
TRNSYS results, where the aspects concerning the 
“escaping” solar radiation were already taken into 
account, the monthly energy gains that appear in 
Equation (5) have to be calculated without solar gains 
correction. The latter aspect, in fact, is successively 
adjusted by the application of the gain utilization 
factor. Fig. 8 shows the results for Rome for the 7 
analysed cases by observing a reduction of the 
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deviances in the cooling energy requirements. The 
proposed quasi-steady approach provides a slight 
overestimation, but the detected percentage errors 
now are always lower than 5 %. In particular, these 
errors are equal respectively to 4 % for Case 1, -0.9 % 
for Case 2, 4.6 % for Case 3, 4 % for Case 4, 4.5 % for 
Case 5, 1.8 % for Case 6, and 2.8 % for Case 7. Similar 

results were obtained for Cosenza. The detected er-
rors are mainly linked to the employment of the cor-
relations appearing in Equation (8) and Equation (11). 

Fig. 8 – Rome: comparison of the cooling energy requirements de-
termined with the proposed procedure and evaluated by TRNSYS 
for the reference building and for the 7 examined cases 

6. Conclusion

An alternative correlation to determine the utili-
zation factors required for the calculation of cooling 
energy requirements with the quasi-steady ap-
proach, is proposed. The correlation was derived by 
interpolating the values of the summer gain utiliza-
tion factors, because in the Mediterranean climatic 
context the calculation of the loss utilization factor 
could be affected by reduced thermal losses. The 
equivalent monthly energy values, concerning en-
ergy gains and energy losses and the actual cooling 
needs, required for the evaluation of the gain 
utilization factor, were determined by the TRNSYS 
code. Successively, the results provided by the pro-
posed procedure were compared with the TRNSYS 
cooling demands in order to quantify the deviances. 
A noticeable improvement in the results has been 
achieved by introducing a correction factor for the 
solar gains through glazed surfaces. For a building 
equipped with large glazed surface, the steady-state 
procedure does not consider the fraction of solar 
radiation “escaping” from the air-conditioned space 
due to the inner surface reflection. By correcting the 
steady-state solar gains by an appropriate cavity 
absorption coefficient, heat balance ratios close to the 
equivalent ones determined by TRNSYS, were 
achieved. This aspect allowed a more precise calcula-
tion of the utilization factors, as well as the evaluation 
of cooling energy demands similar to those provided 
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by TRNSYS for a reference non-residential building. 
Regarding the 14 examined cases, the percentage 
errors on the cooling requirements, calculated by 
using the TRNSYS results as reference values, are 
always lower than 5 % considering different building 
configuration and two different localities.  

Nomenclature 

Symbols 

a Utilization factor parameter [-] 
α Absorption coefficient [-] 
γ Heat balance ratio [-] 
η Utilization factor [-] 
Q Monthly energy [kWh] 
τ Time constant [-] 
ξ Glazed/floor area ratio [-] 
Ψ Glazed/opaque area ratio [-] 

Superscripts/Subscripts 

C Cooling 
cav Cavity 
gn Gain 
ht Thermal loss 
ls Loss 
nd Energy requirement 
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Abstract 
Radiant heating generally addresses all heat emission sys-

tems that have a share of radiant heat emission greater 

than 50 %, compared to a convector or fan coil where the 

heat is transferred mainly by means of convection. 

Recently, so-called infrared-heating systems are increas-

ingly discussed as a cost-effective heating system. Relative 

small areas with high surface temperatures of typically up 

to 120 °C are used. In order to investigate in detail radiant 

heating systems, building models able to reproduce accu-

rately the occurring physics phenomena are required. 

Physics-detailed steady state and transient room models 

have been developed in Matlab®. The required view fac-

tors for the radiative exchange between all surfaces and 

between each surface and a sphere representing a person 

are calculated using COMSOL®. Moreover, the thermal 

comfort in different positions of the room has been evalu-

ated. 

1. Introduction

The implementation of the concept of NZEB 
(Kurnitski et al., 2013) will lead to a further 
reduction of the heating demand of new buildings. 
Also the heating demand of the building stock will 
decrease by applying deep renovation. The 
technology to achieve very low energy demands has 
been available for about 25 years, when the first 
Passive House was built in Darmstadt, Germany 
(Feist, 2016). Since then, technology and products 
have been further improved and cost-effectiveness 
has significantly increased. However, in order to 
improve the economic feasibility of these very 
efficient buildings, cost-effective heating systems 
are required. In parallel the share of renewable 
energies (such as PV or wind) in the electric grid will 
further increase. Both these developments make 

electric heating interesting again in spite of the fact 
that, because of thermodynamic principles, 
electricity should not be used for heating. 

2. Motivation and Objective

Recently so-called infrared-heating systems are 
increasingly discussed as a cost-effective heating 
system. Relative small areas of typically 0.6 m x 
1.2 m with high surface temperatures of up to 
120 °C are used. The following questions have to be 
answered: 

- What is the appropriate dimensioning of the 
radiant system depending on the load of the 
building? 

- What are the comfort conditions with radiant 
heating systems and how should they be deter-
mined and evaluated? 

- What is the energy performance compared to 
reference systems such as hydronic heat emis-
sion systems e.g. with an air-sourced heat 
pump? 

- Is there a benefit in the intermittent operation 
due to the relative fast response of these heating 
systems? 

3. Radiative Heating – Definition

With a convective heat emission system, such as e.g. 
a convector or a fan coil, thermal energy is emitted 
mainly convectively (either through free and/or 
forced convection) directly into the air. Contrari-
wise, with a so-called radiative heat emission sys-
tem, i.e. a heated area where min. 50 % of the heat 
emission occurs as long-wave radiation, the major 
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share of the heat is distributed to the surrounding 
surfaces. Radiation heat emission systems are in 
principle independent of the type of heat supply (i.e. 
electrical or hydronic), however, often electrically 
heated systems are addressed (infrared heating sys-
tem). Remark: The so-called supply air heating in a 
Passive House is with regard to the supply air 
rooms also a radiant heating system. The warm sup-
ply air flows close to the ceiling due to the Coanda 
effect (Felder, 1993). In turn, the ceiling is heated up 
in an area close to the air outlet and, consequently, 
it emits heat as long-wave radiation to the other sur-
faces. 
In case of a radiant heat emission system, the tem-
perature of the surrounding surfaces increases com-
pared to a predominantly convective heating sys-
tem, assuming the same heating power. As a conse-
quence, a lower convective (i.e. air) temperature is 
required for the same operative temperature, which 
consists of about 40 % to 50 % of the convective tem-
perature and 50 % to 60 % of the surface tempera-
ture of the surrounding areas. This means for the 
energy balance of a room, that with a radiant heat-
ing system compared to a convective heating system 
the same thermal comfort can be obtained with 
slightly reduced ventilation losses, but also slightly 
increased transmission losses (especially when the 
radiant heater is mounted on an external wall or 
when external walls form the radiation partner of 
the radiant heater). In buildings with very high 
quality of the thermal envelope, the increase of the 
transmission losses is almost negligible (unless the 
direct radiation partner is a window). In case of very 
efficient buildings, as demanded by the EU energy 
performance of the buildings directive (European 
Commission, 2012), the ventilation losses are also 
low (due to the heat recovery required for achieving 
high thermal comfort and low heating demands), 
hence, also the reduction of ventilation losses is of 
minor importance. Decreased and increased losses 
are more or less balanced. The difference of the heat-
ing demand between a radiant and a convective 
heating system increases with better quality of the 
building envelope and higher energetically effective 
air exchange rate (the equivalent air change that is 
not covered by the heat recovery). In case of poor 
quality of the envelope the energy consumption for 

heating can even increase compared to a convective 
heating system. 

4. Thermal Comfort

The radiant temperature asymmetry (half-space and 
small hot surfaces) has to be considered when 
dimensioning a radiant heat emission system. The 
ISO 7730 (2005), as well as the ASHRAE 55 (2013), 
specifies a maximum radiant temperature asym-
metry of 5 K for heated ceilings and 23 K for a heated 
wall. More recent studies, such as e.g. Glück (1994) 
indicate slightly higher values with about 8 K for 
heated ceilings. Here, it is important to note that 
slightly different results might be obtained for the 
heating demand depending on whether optimal 
thermal comfort at the most unfavorable location in 
the room or in average with respect to the occupied 
area is demanded. For a meaningful comparison, 
equal room air quality and equal thermal comfort 
are prerequisite. 
In addition to the potential energy savings due to 
reduced ventilation losses, there is a further reduc-
tion potential due to the possibility to provide ther-
mal comfort only locally. This can refer to a specific 
place in the room (e.g., the working place) or on sep-
arate heating of the occupied areas (in contrast to 
heating the entire inhabited space). A correct sizing 
and a temporally and spatially correct functioning 
control of the radiant heating system is a prerequi-
site to achieve thermal comfort. 

5. Modelling and Building Simulation

A building model with a detailed calculation of the 
radiation exchange (between each of the surround-
ing surfaces, as well as between all surrounding sur-
faces and a sphere (or ellipse or cube), simulating a 
person in the room and used for calculating the op-
erating temperature) is required to represent these 
effects with sufficient accuracy. With such a model, 
the effects can be determined with higher accuracy 
compared to a two-star e.g., Dynbil (EnergyPlus) or 
star node e.g. EN ISO 13790 (CEN, 2008), TRNSYS 
model that are usually used for building simula-
tions (Crawley et al., 2005; Davies, 2004) (Fig. 1). 
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Fig. 1 – Star-node model (top) and two-star model (bottom) with 
four surfaces: ϑr radiative node, ϑc convective node, ϑs star node 
(mixture of surface and air temperature), Rrad radiative resistance, 
Rconv convective resistance; Rcom combined radiative and con-
vective resistance and Rsc the resistance between the star node 
and the convective node 

With such a detailed physical model of a room a 
possible influence on the heating demand with a 
radiant heating system compared to a convective 
heating system can be calculated depending on the 
building standard (i.e. the quality of the building 
envelope and the energetically effective air ex-
change rate). Here, a low linear temperature strati-
fication in the room (i.e. an ideal mixing) is 
assumed, see Fig. 2. This assumption is acceptable 
in rooms with a very good insulation level and ven-
tilation with heat recovery. However, it will not 
hold in case of radiant ceilings and/or cold air 
supply. For a more accurate analysis, in addition, a 
computational flow simulation (CFD) to determine 
the temperature stratification would be needed. The 
convective heat transfer coefficients are calculated 
with well-known power law correlations, see Awbi 
(1999): 

n
conv Ch ϑ∆⋅= (1) 

Fig. 2 – Temperature stratification for different heating situations, 
ceiling and floor heating, convective heating and fully mixed 

6. Physical Room Model

Detailed steady state and transient physical room 
models have been developed in Matlab® based on 
the radiosity approach, see Davies (2004), see Fig. 3. 
The required view factors for the radiation exchange 
between all surfaces and between each surface and 
a sphere representing a person or a thermal comfort 
in different positions of the room are calculated 
using COMSOL Multiphysics® software, see sec-
tion below for details. Hi is the radiosity. The 
resistances Rij can be calculated with the view factor 
Fij the area Ai and ri is the emissivity resistance. 

iji
ij FA

R 1
= (2) 

Fig. 3 – Model for long-wave radiation exchange with 6 surfaces 

6.1 View Factor Calculation 

The view factor Fij represents the fraction of the 
radiation that leaves the surface A1 and strikes the 
surface A2, as shown in Fig. 4. 
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Fig. 4 – Calculation of View Factor (Baehr and Stephan, 2010) 

6.2 Analytic Calculation of View Factors 

If the radiation intensity is constant over the surface 
the view factor can be calculated analytically by 
solving Eq. 3. the view factor 𝐹𝐹12 does not depend 
only on the geometrical configuration. 

212
21

1
12

21

coscos1 dAdA
rA

F
AA

∫∫=
ββ

π (3) 

For many simple geometries view factors are avail-
able in the literature, e.g. in Baehr and Stephan 
(2010) or VDI-HA. For complex geometries, numer-
ical methods have to be used. If the surfaces radiate 
diffusely, have constant temperature and radiation 
properties over the entire area numerical integra-
tion can be applied. 

6.3 Numerical Integration 

In Matlab® CDIF (contour double integral formula) 
can be used to calculate view factors between planar 
surfaces (i.e. polygons) for any shape and orienta-
tion e.g. with Lauzier (2004). 

6.4 View Factor Calculation with 
radiosity approach 

In COMSOL® surface to surface radiation problems 
can be solved using the radiosity approach with the 
irradiation G (here G is the mutual irradiation com-
ing from the other boundaries), the radiosity H and 
the emissivity ε: 

4)1( THG ⋅⋅−=⋅− σεε (4) 

The emissivity can be a function of wavelength (λ) 
and surface temperature (T). Complex geometries 
also with obstructions can be considered. But the 
hypothesis of a diffuse grey surface has to hold i.e. 
every surface has the absorption coefficient equal to 
the emissivity coefficient, and emissivity and 
absorptivity are independent of the angle of emis-
sion or absorption, respectively. 

Here, two different methods are studied and com-
pared: 
1) Surface to surface radiation physics, where it

is necessary to run one simulation for every
view factor which has to be calculated. The
COMSOL® operators radopd(Hup, Hdown) and
radopu(Hup, Hdown) are used.

2) Heat Transfer with Surface-to-Surface Radia-
tion physics where surfaces are presented as
solid objects.

6.5 Numerical Integration 

In Matlab® CDIF (contour double integral formula) 
can be used to calculate view factors between planar 
surfaces (i.e. polygons) for any shape and orienta-
tion e.g. with Lauzier (2004). 

7. Model Validation

For a room with 6 surfaces, the view factors are cal-
culated with the three numerical methods (numeri-
cal integration with Matlab® and the two methods 
using COMSOL®) and are compared against the 
analytical solution. For six surfaces, there are 36 un-
known view factors. Considering that the surfaces 
are plane and there are symmetries and applying 
reciprocal conditions the unknowns are reduced to 
four. With one simulation with COMSOL method 2, 
for six surface temperatures six heat fluxes are 
determined. The remaining linear system of equa-
tions can be solved, e.g. with Matlab®. The view fac-
tors of the analytical solution are reported in the Ta-
ble 1. Maximum deviations for each case are sum-
marized in Table 2. 

Table 1 – View factors for the six surface problems 

(1) (2) (3) (4) (5) (6) 

(1) 0 0.1125 0.1257 0.1125 0.3246 0.3246 

(2) 0.1500 0 0.1500 0.0668 0.3166 0.3166 

(3) 0.1257 0.1125 0 0.1125 0.3246 0.3246 

(4) 0.1500 0.0668 0.1500 0 0.3166 0.3166 

(5) 0.1461 0.1068 0.1461 0.1068 0 0.4942 

(6) 0.1461 0.1068 0.1461 0.1068 0.4942 0 

4)(1
i

i i

i
ii T

A
H  


 




Q (5) 
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Table 2 – Max and mean deviations with respect to the analytical 
solution 

 COMSOL®  
Method 1 

COMSOL® 
Method 2 

Numerical 
integration 
(Matlab®) 

Max 6.1409E-06 0.09540322 4.0868E-06 

Mean 1.7281E-06 0.03366432 2.1446E-06 

 
Numerical integration with Matlab® and COMSOL® 
Method 1 deliver sufficiently accurate results with 
respect to the analytical solution. The reason for the 
deviations in case of the method 2 has to be further 
investigated. The main advantage of using COM-
SOL® for the determination of the view factors is 
that the problem can be coupled to further physic 
problems such as CFD simulations. 

8. Simple Case Study 

8.1 Description of the Room Model 

For a simple room model with the dimensions 8 m x 
6 m x 2.7 m (WxDxH) the theoretical change of the 
heating power and the (annual) heating demand 
were calculated exemplarily. The room has one 
external façade with a share of window surface of 
30 % (or 60 % as a variant) and an external ceiling 
(insulated flat roof, or adiabatic as a variant) each in 
Passive House quality. Different sizes and positions 
of the radiant heater have been investigated, (see 
Table 3) and compared against the reference case 
with convective heating. 

Table 3 – Investigated cases – different position and size of radi-
ant heater; c: centric and ac: acentric, see Fig. 5 

 Large Medium Small 
centric 

Small 
acentric 

Side wall x x x x 

Rear wall x x x x 

Floor x x   

Ceiling x x x x 

 

Fig. 5 shows a scheme of the case with small radiant 
heater centred and acentric and Fig. 6 shows the cor-
responding spatial distribution of the radiative tem-
perature in 1.5 m height as a result of a steady state 
calculation for an operative temperature of 20 °C. 

 

Fig. 5 – Scheme of small radiant heater centered (left) and acentric 
(right) 

 

 

Fig. 6 – Spatial distribution (depth over with of the room) of the 
radiation temperature in 1.5 m height for the small radiant heater 
centred (top) and acentric (bottom) 

8.2 Results 

The calculated reduction of the heating demand 
depends on the energetically effective air exchange 
rate, see Fig. 7. 

 

Fig. 7 – Heating demand (HD) for the small radiative heater on the 
ceiling (R C) and wall (R W) and reduction with respect to convec-
tive heating (C) depending on the energetically effective air 
exchange rate 
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It is in case of a specific heating demand (HD) of 
about 10 kWh/(m² a) corresponding to an air change 
rate of 60 m³/h with heat recovery with an effective-
ness of 85% (with correspondingly very low ener-
getically effective air exchange rate of only 9 m³/h) 
in the range of 10 % for a small ceiling mounted 
radiant heater and 6 % for a small wall mounted 
radiant heater (each with 1 m²), see Table 4. This 
reduction results from the fact that good thermal 
comfort in this constellation is given only locally. 
For the same temporal and spatial comfort, no sig-
nificant differences between a predominantly con-
vective heat emission system and one which emits 
predominantly long-wave radiation can be deter-
mined within the model accuracy. Differences in the 
heating demand, which are based on differences in 
local comfort cannot be valued as energy savings. 
The radiant temperature asymmetry is in case of the 
small ceiling mounted radiant heater at the limit of 
the thermal comfort range. The maximum radiant 
temperature asymmetry permitted according to ISO 
7730 is 5 K and can be exceeded with a small radiant 
heater with a correspondingly high surface temper-
ature.  
Considering that, in case of a comfort ventilation, 
the air is further heated in the exhaust air rooms 
(especially in the bathroom, where according to the 
standards a temperature of 24 °C should be main-
tained), the difference between predominantly con-
vective heat emission and radiative heat emission is 
likely to be further reduced in reality, i.e. the calcu-
lated difference will be lower when related to the 
entire building. 

Table 4 – Heating Demand (HD) for different sizes and positions 
of the radiant heater compared to pure convective heating, 
climate in Innsbruck 

Case Heating Demand 
/ [kWh/(m² a) 

Convective  10.2 

Floor Heating (large) 10.7 

Ceiling Heating (large) 10.5 

Ceiling Heating (small) 9.1 

Wall Heating (small) 9.6 

 
With large radiative surfaces, the possibility of 
providing local comfort is limited and the reduction 
of the ventilation losses is (over-) compensated by 

increased transmission losses. For an increased 
effective air exchange (i.e. in the case of window 
ventilation or an exhaust air system) the difference 
of the heating demand would be theoretically 
larger, however the heating demand would then 
have an order of magnitude such that an electric 
heater as a sole heating system cannot be recom-
mended. It must further be noted that without heat 
recovery, due to cold air drop and due to the high 
radiant temperature asymmetry, thermal comfort 
cannot be provided. A radiant heating system as a 
sole heating system is generally not recommended 
without heat recovery. Without heat recovery, a 
convective heating part is required to preheat the 
occasionally very cold fresh air in order to avoid 
cold air drop and cold air stratification. 

9. Discussion 

The savings potential is relatively low with respect 
to the heating demand. However, not only the heat-
ing demand but the entire production, transport 
and storage chain must be considered in a compre-
hensive comparison, i.e. eventually, the primary 
energy consumption of the whole building must be 
compared. It has to be taken into account that heat 
storage and distribution losses can occur with con-
ventional heating systems, if they are placed outside 
the thermal envelope. 
Compared to e.g. an air heat pump heating system, 
which generally has a relatively low seasonal per-
formance factor (SPF) of around 2 to 3 for heating 
due to low air temperatures in winter, the electricity 
and primary energy demand is higher for an electric 
radiant heating system even by taking into account 
all thermal losses. Assuming a specific heating 
demand of 15 kWh/(m² a), 10 % reduction of the 
heating demand in the case of radiant heating sys-
tem and 10 % distribution and storage losses for the 
conventional heating system, an electricity con-
sumption of 13.5 kWh/(m² a) results for the radiant 
heating system and 8.25 kWh/(m² a) for the heat 
pump heating system with a SPF of 2. 
Electric radiant heaters are with regard to the 
investment, a low-cost alternative to conventional 
heating systems. Based on the life cycle cost, the 
price of electricity can have an important influence, 
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especially if it is subject to seasonal fluctuations, 
which might be expected with an increasing share 
of renewables in the electricity mix. 
The solution for the hot water preparation should be 
considered in addition for a final comparison. 

10. Summary and Conclusions 

For a meaningful comparison of the heating de-
mand of different heat emission systems, for the 
investigated variants, the indoor air quality and the 
thermal comfort (evaluated according to ISO 7730) 
with the operating temperature in the living area 
(generally in the center of the room) and the maxi-
mum acceptable radiation temperature asymmetry 
(as well as taking the draught risk into account) 
must be identical. 
In order to compute the differences of a heat emis-
sion system, which is predominantly convective or 
predominantly radiative with sufficient accuracy, a 
building model with a detailed calculation of the ra-
diation exchange (between each of the surrounding 
areas, as well as between the surrounding surfaces 
and a sphere that is used for calculating the opera-
tive temperature) is required. With such a model, 
these effects can be figured out more precisely than 
with a two-star or star node model, as usually used 
for building simulations. The assumption of an ideal 
mixing of air is acceptable in rooms with a very 
good insulation level and mechanical ventilation 
with heat recovery; however, it does not apply to the 
case of radiative ceiling and/or ventilation without 
heat recovery. A computational flow simulation 
(CFD) for determining the temperature stratifica-
tion would be required additionally for a more 
accurate analysis. 
For the same temporal and spatial thermal comfort, 
within the model accuracy no significant differences 
in the heating demand can be obtained between a 
heat emission which is predominantly convective 
and one which is predominately radiative. 
A numerically or experimentally determined reduc-
tion of the heating demand, which results from 
either a reduction of indoor air quality or of the ther-
mal comfort, cannot be called a reduction in the 
strict sense (i.e. in the sense of a better efficiency of 
the heat emission system – in the same way as a 

reduction of the heating demand by reducing the air 
exchange cannot be accounted for energy savings, 
but represents a deterioration of the indoor air qual-
ity, or energy savings through temporary heating or 
local heating is not energy saving but a temporal or 
spatial reduction of the thermal comfort). 
If comfort is only defined for the occupied space, i.e. 
traffic area (in the same way as in the case of venti-
lation on demand, indoor air quality is defined only 
during presence, i.e. there is no loss of comfort with 
regard to the temporal and local presence of the user), 
a low energy saving can be achieved without loss of 
comfort (i.e. with local comfort). It must be noted that 
the potential to create thermal comfort only locally is 
greater for small (and consequently hot) areas while 
the radiant temperature asymmetry in this case can 
even exceed the limit defined in ISO 7730. 
Careful planning and proper sizing of the radiative 
heater is essential. A precise temporal and spatial 
control of the radiant heater is also crucial to achieve 
good thermal comfort. 
A radiant heater as a sole heating system is gener-
ally not recommended without heat recovery. A 
convective heating part is required to preheat the 
occasionally very cold air in order to avoid cold air 
drop and cold air stratification. 
Not only the heating demand, but also the entire 
production, transport, and storage chain must be 
considered in a comprehensive assessment. In con-
trast to a central heating system there are no storage 
and distribution losses in case of an electric radiant 
heating system. Eventually, the primary energy con-
sumption of the whole building needs to be com-
pared. The technical solution for domestic hot water 
preparation has to be considered, too. 

11. Outlook 

Especially for a deep energy renovation of buildings 
(e.g. according to the EnerPHit standard) the radi-
ant heating can represent an interesting solution in 
combination with air heating (e.g. exhaust air HP or 
split unit) for room-wise control (instead of an elec-
trical re-heating of the air), in particular if there is 
no (uniform) heat distribution and emission infra-
structure. 
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Abstract 
Living in multi-family buildings is very common in Italy. 

Towards the implementation of economic sustainability 

principles, it is important to consider the effect of the 

design strategies in the energy demand of these buildings 

and their related operational costs. This is particularly 

important for low-income tenants, and is pursued by 

many social housing developments by which a good 

energy performance design is reached. In this work, a sim-

ulation-based optimization methodology that combines 

the use of TRNSYS® with GenOpt® is applied in order to 

minimize two different objective functions, one related to 

the primary energy demand and the other related to the 

operational energy cost, and to verify the extent to which 

an energy-optimized design differs from a cost-optimized 

design in the northern Italian climate. The study is per-

formed on a 7-flat typical floor of a real multi-family build-

ing for social housing. The design of the building envelope 

is optimized, leading to reduce the primary energy 

demand for heating and cooling of the floor by 36 % and 

the energy costs by 35 %. Higher equality between the 

energy performances of the flats is also reached. Both 

objectives lead to very close values of primary energy and 

costs, but the resulting optimal building design is different 

according to optimization objective. The comparison 

between the energy-optimized and the cost-optimized sce-

narios leads to the conclusion that, in order to reduce the 

risk of energy poverty, the design solution that minimizes 

the energy cost can be preferred, as it can minimize the 

energy bill of low-income tenants while being close to the 

environmental optimum. 

1. Introduction

In Italy, more than 50 % of people live in multi-fam-

ily buildings. That is why increasing the energy 

efficiency of new and existing multi-family build-

ings can have a significant impact on the reduction 

of the energy consumption of the Italian residential 

building stock. Furthermore, multi-family is the 

common building typology for social housing inter-

ventions; therefore improving their energy perfor-

mance also constitutes a challenge for contrasting 

the risk of energy poverty for low-income house-

holds (Faiella et al., 2014). 

Copiello (2016) demonstrates that energy efficiency 

allows the low-income tenants to be neutral about 

the rent increase that may occur for new social hous-

ing interventions under the current Italian regula-

tion. Moreover, after the introduction of the 

2012/27/EU Directive and the principles of heat 

accounting, many problems have emerged related 

to cost repartition and the non-homogeneity 

between the different flats in multi-family buildings 

(Ficco et al., 2016; Fabrizio et al., 2017). 

The development of a building dynamic simulation 

and its combination with automated optimization 

constitutes a powerful tool for designers to evaluate 

thousands of different building design solutions 

(Xing et al., 2016), leading to accurately optimize the 

building design according to different objective 

functions that imply the dynamic calculation of the 

building energy consumption (i.e. primary energy, 

life-cycle cost, etc.). The choice of the optimization 

objective clearly affects the resulting building 

design and many researchers are dealing with the 

problem of developing strategies for the economic 

feasibility of an environmentally optimal building 

design, as there is often a gap between economic 

optimum and environmental optimum (Ferrara et 

al., 2014; Pikas et al., 2015; Zacà et al., 2015). 
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1.1 Aim of the Work 

The aim of this work is to further develop some pre-

vious works of the Authors (Ferrara et al., 2016a, 

and 2016b), where primary energy and energy cost 

optimization objectives were addressed separately. 

The aim of this paper is to study and compare the 

two objectives in parallel by providing an answer to 

the following questions: 

- Which is the potential performance optimiza-

tion of a new multi-family building for social 

housing in Italy? 

- How and to what extent does cost-optimized 

design differ from energy-optimized design? 

- Which design variables are mostly influenced 

by optimization objectives? 

- Which design variables are mostly resilient to 

the variation of the optimization objectives? 

- What are the differences in energy performance 

and thus in energy costs between the different 

flats of a multi-family building? How and to 

what extent a design optimization can help in 

reducing the differences? 

The analysis is based on a case study that is repre-

sentative of recent social housing in Italy. 

2. Simulation

2.1 Case Study 

The case study is a real multi-family building 

located in Cremona, Italy. The construction of exter-

nal wall includes bricks (30 cm) and an external 

thermal insulation (10 cm), for a wall thermal trans-

mittance U equal to 0.26 W/(m2 K). Transparent sur-

faces are double low-e glass windows with metal 

frame, with a mean thermal transmittance equal to 

1.45 W/(m2 K), and a solar factor equal to 0.59. As 

shown in Fig.1, some windows are shaded by exter-

nal loggias, a typical feature of the Italian architec-

ture. Details can be found in Ferrara et al. (2016a). 

For the purpose of this study, one typical floor of the 

case study building was selected for carrying out 

optimization studies. As reported in Fig. 1, the floor 

is composed of 7 flats, each with a different floor 

area and surface-to-volume ratio (Table 1), for a 

total floor conditioned floor area of 466 m2. 

Fig. 1 – Case study building. South façade view and plan of the 
typical 7-flat floor 

The building is connected to a district-heating net-

work with radiant panels as heating terminals (the 

total seasonal efficiency ratio of the heating system 

is 0.88, based on the Energy Performance Certificate; 

the primary energy conversion factor declared by 

the supplier is equal to 0.62). A gas boiler produces 

DHW (energy efficiency ratio equal to 0.85, primary 

energy conversion factor equal to 1.05). A mechani-

cal ventilation system with a heat exchanger is also 

present; the medium seasonal efficiency of the heat 

recovery was considered equal to 0.5. For calculat-

ing the cooling energy consumption and primary 

energy, a reference air conditioner system was con-

sidered (energy efficiency ratio EER equal to 2.05; 

total primary energy conversion factor for electric-

ity equal to 2.42). For energy cost calculation, the 

prices of 0.10 €/kWht for the thermal energy pro-

vided by the district heating system (Linea Reti e 

Impianti, 2016), 0.08 €/kWht for gas, and 

0.20 €/kWhe for electricity (Eurostat, 2016) were 

considered. The energy simulations were carried 

out with the IWEC weather data for Milan. 

Table 1 reports the specific primary energy con-

sumption and the operational costs related to each 

flat and the average value related to the entire floor 

of the case-study building in its actual configura-

tion, which is the so-called “initial scenario” for the 

optimization. The energy rating, according to the 

current Italian energy performance certification reg-

ulation (DM 26/06/2015), is A1 for each flat and for 

the floor. 

https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=3&cad=rja&uact=8&ved=0ahUKEwjy5_PE46LMAhUMOsAKHVz6DmEQFggwMAI&url=http%3A%2F%2Fwww.linguee.it%2Finglese-italiano%2Ftraduzione%2Fmechanical%2Bventilation%2Bsystem.html&usg=AFQjCNHBHF9RA6griNEj5fh_LXsm0BfPIg&sig2=o7yjOJZ-bcqwgFXkIMibjQ
https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=3&cad=rja&uact=8&ved=0ahUKEwjy5_PE46LMAhUMOsAKHVz6DmEQFggwMAI&url=http%3A%2F%2Fwww.linguee.it%2Finglese-italiano%2Ftraduzione%2Fmechanical%2Bventilation%2Bsystem.html&usg=AFQjCNHBHF9RA6griNEj5fh_LXsm0BfPIg&sig2=o7yjOJZ-bcqwgFXkIMibjQ
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Table 1 – Initial scenario. Annual primary energy consumption and annual energy costs for each apartment and floor values. 

A B C D E F G Floor 

Floor area (m2) 86.0 48.7 77.5 77.5 47.4 47.6 81.1 465.8 

S/V (m-1) 0.74 0.66 0.26 0.26 0.32 0.27 0.45 0.46 

Heating EPH (kWh/m2) 26.5 17.7 19.2 18.9 15.5 13.6 26.9 20.7 

CH (€/m2) 4.27 2.85 3.10 3.04 2.50 2.20 4.34 3.34 

Cooling EPC (kWh/m2) 15.3 18.3 10.0 9.7 20.7 20.2 14.4 14.7 

CC (€/m2) 1.26 1.52 0.82 0.80 1.72 1.68 1.18 1.22 

DHW EPW (kWh/m2) 21.9 25.0 22.4 22.4 25.2 25.1 22.2 23.1 

CW (€/m2) 1.58 1.80 1.62 1.62 1.82 1.82 1.60 1.66 

Vent EPV (kWh/m2) 15.1 15.1 15.1 15.1 15.1 15.1 15.1 15.1 

Cv (€/m2) 1.24 1.24 1.24 1.24 1.24 1.24 1.24 1.24 

Tot EPgl (kWh/m2) 78.8 76.1 66.7 66.0 76.5 74.2 78.6 73.6 

Cgl (€/m2) 8.35 7.41 6.78 6.70 7.28 6.94 8.36 7.46 

Energy rating A1 A1 A1 A1 A1 A1 A1 A1 

2.2 Optimization Methodology 

The methodology that was used to investigate the 

objectives presented in the scope of the work was set 

up in previous works (Ferrara et al., 2016c) and in-

volves the coupling between TRNSYS® and 

GenOpt® in a simulation-based optimization pro-

cess, as shown in Fig. 2. 

Fig. 2 – Simulation-based optimization methodology 

In the pre-processing stage, the TRNSYS model is 

created including the building boundary condi-

tions, and the set of design parameters to be opti-

mized is defined. These parameters are related to 

the thermal resistance of the insulation panels and 

the solar absorption coefficient of the external walls, 

the type and size of the windows, the horizontal 

overhang and fin dimensions of the south-oriented 

windows, the depth of the loggias facing north and 

south The range and the step of their variation were 

set according to regulation requirements, technical 

feasibility, and market criteria. Table 2 reports the 

selected options for variation of window type 

parameters, which are related to different combina-

tions of glass thermal transmittance, solar factor, 

and visible transmittance. In the nomenclature, all 

defined parameters are reported. The set of param-

eters with their dimension and constraints, defines 

the space of solutions of the problem, in which the 

search for the optimal design solutions according to 

the objective is conducted. See (Ferrara et al., 2016c) 

for details about the parameter definitions.  

Table 2 – Options for window type parameters 

ID Design 
Ug 

(W/m2K) 

g 

(-) 

τl  

(-)

1 4/16/4 1.27 0.59 0.71 

2 4/15/4 1.10 0.61 0.78 

3 6/12/4/12/4 0.70 0.29 0.58 

4 6/16/6 1.10 0.33 0.64 

5 6/16/6 1.29 0.33 0.66 

6 2.5/12.7/2.5/12.7/2.5 2.00 0.70 0.74 

7 4/16/4/16/4 0.70 0.50 0.64 
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At the optimization stage, the iterative process 

driven by the optimization algorithm leads to eval-

uate a great number of design solutions, each 

related to a different value of the objective function, 

until the objective function is minimized. The opti-

mization process was run with two different objec-

tive functions, calculated for the all the floors (Fig. 2 

refers to the energy cost optimization process). The 

primary energy objective function is defined in (1), 

as the total sum of heating and cooling primary 

energy annual consumption of the entire case-study 

floor (kWh/m2). 
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The energy cost objective function is defined in (2), 

as the total sum of heating and cooling annual oper-

ational cost of the case-study floor (€/m2). 
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Only the heating and cooling energy needs (QH and 

QC) were included in objective functions, as DHW 

and ventilation needs cannot be reduced with the 

variation of the defined set of parameters. 

The optimization process was run also to maximize 

the objective functions, so that at the final stage, as 

post-processing, the space of solution could be 

explored from its minimum to its maximum. This 

process led to the evaluation of 6,893 different 

design solutions. Then, the optimal set of parameter 

values related to the minimization of one or the 

other objective function was found. Once the perfor-

mance of the floor was optimized, the values of pri-

mary energy and energy costs were calculated for 

each flat of the floor in the resulted optimal design 

configurations. 

3. Results and Discussion

Fig. 3 reports all points evaluated within the optimi-

zation processes that were run for the primary 

energy objective Function (1) and for the cost objec-

tive Function (2). Each point is reported in the graph 

having its PEH+C value on the horizontal axis and its 

CH+C value (heating and cooling energy cost) on the 

vertical axis. The points of the space of the solution 

that were evaluated within the energy optimization 

are reported in orange, while blue points are re-

ferred to the cost optimization. Since the optimi-

zation process was run for both minimizing and 

maximizing the objective function, the graph shows 

that the space of solution led to primary energy val-

ues within the range of 20-70 kWh/m2 and to opera-

tional energy cost values in the range between 2.9 

and 7.4 €/m2. 

It is interesting to note that the two objective func-

tions lead to a similar range of possible solutions in 

both dimensions and thus to optimal points that are 

very close to each other in the graph. The graph 

clearly shows that reducing the primary energy con-

sumption also leads to a reduction of operational 

energy costs. 

Fig. 3 – Primary energy (x-axis) and cost values (y-axis) of the 
points in the space of solution evaluated within the energy optimi-
zation (orange) and the cost-optimization (in blue) 

However, looking at the parameter values related to 

the optimal scenarios (Table 3), it appears that simi-

lar objective function values can be reached with 

different building design configurations. 

This means that different combinations of parame-

ter values can lead to similar values of primary 

energy consumption and cost with different shares 

of cooling and heating demand. 

This is because of the different weights given to the 

heating and cooling needs. According to the defini-

tion of the objective Functions (1) and (2), cooling 

energy needs have the highest weight in the pri-

mary energy objective function, while heating needs 

weight the most in calculating the operational en-

ergy costs. However, it has to be noted that, in the 

INI
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initial scenario, the heating needs are 40 % higher 

than the cooling energy needs. 

In Table 3, the parameter values defining the initial, 

the energy-optimized, and the cost-optimized 

building design configurations are reported. 

It is shown that the values of the parameters related 

to the external wall insulation in all orientations 

(sISOLN, sISOLEW, sISOLS) are significantly 

increased to the upper bound of the variation range 

of parameters in both optimal scenarios. Also the 

parameters related to the window dimensions 

(WWidth parameters, where the letter indicates the 

flat in which the window is located) have equal val-

ues in both energy and cost optimized scenarios, in 

which the width of all windows is equal or smaller 

than in the initial scenario. 

The grey color highlights the parameter values 

where differences occur. These are related to the 

absorption coefficients of the opaque envelope, to 

the external shadings and to the window type. 

It is clear that cost-optimization is heating- driven. 

In fact, higher values of solar absorption coefficients 

and a smaller depth of horizontal overhangs and of 

loggias increase heating gains in winter, allowing 

solar radiation to enter the cost-optimized building 

more than in the energy-optimized building. 

Following the same principle, window type 7 that is 

selected for the south windows in the cost-opti-

mized scenario, has the same thermal transmittance 

of window type 3, but a higher solar factor. 

The different shares of cooling and heating energy 

needs in the two optimal scenarios are also shown in 

Table 4, where the different values of heating and 

cooling primary energy, and the related energy costs 

are reported for each flat of the floor in both the 

energy-optimized (Eopt) and the cost-optimized 

(Copt) scenario. Savings in terms of percentage 

reduction of each term with respect to initial scenario 

are also indicated. Fig. 4 reports the reduction 

achieved by optimal scenarios considering also DHW 

and ventilation energy uses (that are not affected by 

optimization). Interestingly, the energy cost of the 

Eopt scenario is close to the one obtained in the Copt 

scenario, and the same is for the primary energy in 

the Copt scenario, where the related primary energy 

is close to the minimum found in the Eopt scenario. 

The data related to each flat, reported in Table 4 and 

in Fig.s 5 and 6 clearly show that the optimization of 

the energy performance of the floor (Fig. 5) leads to 

different reductions of the energy consumptions be-

tween flats, where the highest reductions are 

achieved for flats related to the highest energy 

needs in the initial scenario. As a secondary effect, 

the optimization of the performance of the floor as a 

whole leads to a greater equality between flats in 

terms of energy performance. In fact, the difference 

between the highest (flat G) and the lowest (flat F) 

PEH+C values decreases from 12.8 kWh/m2 in the ini-

tial scenarios to 6.3 kWh/m2 in the Eopt scenario. 

Concerning the cost objective function (Fig. 6), re-

sults follow similar trends. Major reductions are 

achieved by the flats A and G (the ones related to 

the highest energy cost in the initial scenario) and 

the difference between the highest and the lowest 

CH+C values decreases from 1.69 €/m2 in the initial 

scenario to 1.23 €/m2 in the cost-optimized scenario, 

leading to major equality between flats in terms of 

specific energy costs for heating and cooling. 

Fig. 4 – Primary energy and energy costs of the initial (INI), energy-
optimized (Eopt), and cost-optimized (Copt) scenarios, floor values 
of ventilation (grey), DHW (dark blue), heating (red), cooling (light 
blue) 

Fig. 5 – PE reduction for all flats in an energy-optimized scenario 
with respect to the initial scenario. Colors are the same as in Fig.4 

Fig. 6 – Cost reduction for all flats in a cost-optimized scenario with 
respect to the initial scenario. Colors are the same as in Fig.4
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Table 3 – Value assumed by parameters in the initial scenario and in the two optimal solutions (energy and cost). The grey color indica tes the 
parameters of which the optimal value changes according to the objective function 

Parameter name 

Initial 

value 

Energy-

optimal 

value 

Cost-

optimal 

value 

Parameter name 

Initial 

value 

Energy-

optimal 

value 

Cost-

optimal 

value 

sISOLN (m2K/W) 1.73 5.40 5.40 WWidthA1 (m) 1.0 1.0 1.0 

sISOLEW (kWh/m2K) 1.73 5.40 5.40 WWidthA2W(m) 0.9 0.9 0.9 

sISOLS (m2K/W) 1.73 5.40 5.40 WWidthA2S (m) 1.2 0.8 0.8 

abs-back (-) 0.2 0.2 0.5 WWidthA3 (m) 1.8 1.8 1.8 

abs-backS (-) 0.2 0.2 0.2 WWidthB1 (m) 1.8 1.6 1.6 

abs-backEW (-) 0.2 0.2 0.5 WWidthB2 (m) 1.2 1.2 1.2 

S_overhproj (m) 0 0.8 0.6 WWidthC1 (m) 2.4 2.0 2.0 

S_LRwproj (m) 0 0.8 0.6 WWidthC2 (m) 2.7 2.7 2.7 

PLOGGIA (m) 1.8 1.8 1.4 WWidthD1 (m) 2.4 2.0 2.0 

LRw_LOGGIA (m) 1.8 1.8 1.4 WWidthD2 (m) 2.7 2.7 2.7 

PLOGGIAN (m) 1.8 1.8 0.6 WWidthE1 (m) 1.2 1.2 1.2 

LRw_LOGGIAN (m) 1.8 1.8 0.6 WWidthE2 (m) 1.8 1.6 1.6 

WT (-) 1 3 3 WWidthF1 (m) 1.2 1.2 1.2 

WTS (-) 1 3 7 WWidthF2S (m) 0.9 0.9 0.9 

WTW (-) 1 3 3 WWidthF2 (m) 1.8 1.6 1.6 

WTL (-) 1 3 7 WWidthG1N (m) 0.9 0.9 0.9 

WWidthG1L (m) 3.0 2.2 2.2 

WWidthG2L (m) 1.2 1.2 1.2 

WWidthG3 (m) 1.2 1.0 1.0 

Table 4. Comparison of the heating and cooling energy demand between the energy-optimized and the cost-optimized solution. Colors refer to 
Fig. 1; the reported energy and cost savings are referred to the initial scenario (Table1) 

Flat 
PEH 

(kWh/m2) 

PEH 

savings 

CH 

(€/m2) 

CH 

savings 

PEC 

(kWh/m2) 

PEC 

savings 

CC

(€/m2) 

CC 

savings 

Energy 

rating 

A (E_Opt) 17.8 -33 % 2.87 -33 % 7.7 -50 % 0.64 -49 % A2 

A (C_Opt) 16.0 -39 % 2.87 -33 % 8.5 -45 % 0.70 -44 % A2 

B (E_Opt) 12.3 -31 % 1.99 -30 % 9.0 -51 % 0.75 -51 % A2 

B (C_Opt) 11.1 -37 % 1.79 -37 % 9.9 -46 % 0.82 -46 % A2 

C (E_Opt) 12.9 -33 % 2.09 -33 % 7.6 -24 % 0.63 -23 % A2 

C (C_Opt) 12.2 -36 % 1.97 -36 % 8.2 -18 % 0.68 -17 % A2 

D (E_Opt) 12.9 -32 % 2.08 -32 % 7.6 -22 % 0.63 -21 % A2 

D (C_Opt) 12.1 -36 % 1.95 -36 % 8.2 -15 % 0.68 -15 % A2 

E (E_Opt) 11.5 -26 % 1.86 -26 % 10.4 -50 % 0.86 -50 % A2 

E (C_Opt) 10.4 -33 % 1.67 -33 % 11.4 -45 % 0.95 -45 % A2 

F (E_Opt) 9.0 -34 % 1.46 -34 % 11.4 -44 % 0.94 -44 % A2 

F (C_Opt) 8.1 -40 % 1.31 -40 % 12.5 -38 % 1.03 -39 % A2 

G (E_Opt) 17.9 -33 % 2.89 -34 % 8.8 -39 % 0.72 -39 % A2 

G (C_Opt) 17.0 -37 % 2.75 -37 % 9.5 -34 % 0.78 -34 % A2 

Floor (E_Opt) 14.0 -32 % 2.27 -32 % 8.5 -42 % 0.71 -42 % A2 

Floor (C_Opt) 13.3 -36 % 2.15 -36 % 9.7 -34 % 0.80 -34 % A2 
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4. Conclusion 

This study deals with the envelope design optimi-

zation (passive energy efficiency measures) of a 

recent multi-family building for social housing in 

Italy according to different objectives. With the de-

fined design parameters, based on the current de-

sign of the building, both energy optimization and 

cost optimization can decrease the amount of heat-

ing and cooling primary energy consumptions by 

more than 35 % and the energy costs for heating and 

cooling by around 35 %. This demonstrates that 

there is still a large potential for performance im-

provement with respect to the current construction 

practice of multi-family buildings in Italy. 

This has a significant impact on the design, as per-

formance improvements derive from increasing wall 

insulation, selecting window types with an optimal 

combination of thermal transmittance and solar fac-

tor according to the orientation, modifying the depth 

of loggias, with obvious implications on the flat lay-

out, and adding fixed shadings elements of a specific 

depth, with implications on the façade design. 

Despite the differences in weights assigned to the 

heating and cooling needs by the two objective func-

tions, the performance improvements achieved in 

both energy-optimized and cost-optimized scenar-

ios are very close to each other. However, because 

of these weights, in the analysed climatic conditions 

of the northern Italy the cost-optimized design 

results to be heating driven, while the energy-opti-

mized design results to be cooling driven. 

It has to be noted that these results were achieved 

by optimizing the floor as a whole. Better results 

could be probably achieved by optimizing the per-

formance of each flat, but investigations on how to 

deal with the possible increase of construction costs 

due to a greater differentiation of construction com-

ponents should be carried out. 

The comparison between the energy-optimized and 

the cost-optimized scenarios leads to conclude that, 

in order to reduce the risk of energy poverty, the de-

sign approach that minimizes the energy cost can be 

preferred, as it minimizes the energy bill of the ten-

ants while being close to the environmental opti-

mum. 

Further work should complete the present study 

and investigate the problem from the building 

owner perspective, including in the cost objective 

function also investment and maintenance costs. 

Moreover, future developments of the work will 

investigate the problem in different climate condi-

tions and in different energy tariff scenarios. 

Acknowledgements 

This work was carried out within the Starting Grant 

2016 project funded by Compagnia di San Paolo. 

Nomenclature 

Symbols 

abs-back North wall absorption factor (-) 

abs-backS South wall absorption factor (-) 

abs-backEW East/West wall absorption factor 

(-) 

Copt Cost-optimized scenario 

Eopt Energy-optimized scenario 

fC / fH Total primary energy 

conversion factor for cooling (C) 

or heating (H) 

cC / cH Unit energy cost for cooling (C) 

or heating (H) 

LRw_LOGGIA Left/right projection length for 

South loggia (m) 

LRw_LOGGIA

N 

Left/right projection length for 

North loggia (m) 

PLOGGIAN Overhang projection length for 

North loggia (m) 

PLOGGIAS Overhang projection length for 

South loggia (m) 

rH Seasonal heating efficiency ratio 

sISOLEW East/West walls - thermal 

resistance of the insulation layer 

(m2K/W) 

sISOLN North walls - thermal resistance 

of the insulation layer  (m2K/W) 

sISOLS South walls - thermal resistance 

of the insulation layer (m2K/W) 

S_LRwproj Left/right projection length for 

South windows (m) 

S_overhproj Overhang projection length for 

South windows (m) 



Maria Ferrara, Elisa Sirombo, Enrico Fabrizio  

316 

 

WT North window type (-) 

WTL Loggia window type (-) 

WTS South window type (-) 

WTW West window type (-) 

WWidthA1 Window width A1 (m) 

WWidthA2W Window width A2 West (m) 

WWidthA2S Window width A2 South (m) 

WWidthA3 Window width A3 (m) 

WWidthB1 Window width B1 (m) 

WWidthB2 Window width B2 (m) 

WWidthC1 Window width C1 (m) 

WWidthC2 Window width C2 (m) 

WWidthD1 Window width D1 (m) 

WWidthD2 Window width D2 (m) 

WWidthE1 Window width E1 (m) 

WWidthE2 Window width E2 (m) 

WWidthF1 Window width F1 (m) 

WWidthF2S Window width F2 South (m) 

WWidthF2 Window width F2Loggia (m) 

WWidthG1N Window width G1 (m) 

WWidthG1L Window width G1Loggia (m) 

WWidthG2L Window width G2 (m) 

WWidthG3 Window width G3 (m) 
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Abstract 
Energy Performance Contracts (EPC) are contractual 

agreements between beneficiaries and energy service pro-

viders, where budgets are established in relation to a 

determined level of energy performance. Hence, the prob-

lem of forecasting the energy performance of buildings in 

the EPC tendering phase becomes relevant for the reliabil-

ity of the overall contract. Unfortunately, fuzziness and 

incompleteness often characterize the technical infor-

mation supporting EPC call for tenders. Furthermore, 

buildings that are the subjects of EPCs are normally quite 

complex public buildings (hospitals, schools, etc.) usually 

relatively old and not technically well known. Gathering 

information about such buildings is a time consuming and 

expensive process within the usually short time frame of 

EPC call for tenders. This paper investigates the applica-

tion of Grey-Box modelling to the energy performance 

forecast of complex buildings, in perfectly and poorly 

informed operational cases. The proposed methodology 

offers a potential solution to the EPC operational re-

quirements since it requires a substantially reduced para-

meter set. Results show that the proposed Grey-Box mod-

elling can be used to arrange a calibration set-up with 

good forecasting performance. Furthermore, Grey-Box 

modelling allows an effective management of the infor-

mation uncertainty usually present in the EPC context. 

1. Introduction

An Energy Performance Contract (EPC) is a contrac-
tual agreement between a beneficiary and an energy 
service provider (usually an Energy Service Com-
pany - ESCO), where budgets are established in 
relation to a contractually bounded level of energy 
performance (Directive 2006/32/CE). According to 

the U.S. Department of Energy (DOE), there are 
several proven benefits from using EPCs, such as 
guaranteed improvements, cost savings, and 
enhanced performance (DOE, 2014). However, the 
results of the Transparense EPC survey (Garnier, 
2013) shows that the application of the EPC concept 
in daily practice is somewhat difficult. Besides the 
financial and regulatory barriers witnessed by EU 
ESCOs, the application of the EPC concept has a 
technical implication that raises a fundamental issue 
in the building modelling research. In fact, the over-
all balance of EPCs substantially depends on the 
estimation of the building energy performance in 
real operating conditions. This is a totally new per-
spective for the procurement phase of an energy 
contract: the reliable forecast of the building energy 
performance during the tendering phase becomes 
essential for the reliability of the overall contract. 
Unfortunately, fuzziness and incompleteness often 
characterize the technical information supporting 
EPC call for tenders. Buildings that are the subjects 
of EPCs are usually quite complex public buildings 
(hospitals, schools, etc.) sometime relatively old. 
Gathering information about such buildings is time 
consuming and expensive. Furthermore, the time 
that is usually available from the call for tenders to 
the submission deadline is quite short; hence, on-
site surveys are necessarily limited. Within this sce-
nario, ESCOs can formulate reliable offers, minimiz-
ing the risks of a mismatch between forecasted and 
real costs, only if they are able to model the energy 
behaviour of the building, thoroughly exploiting the 
information available in the tendering phase, de-
spite its fuzziness and uncertainty. 
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New modelling approaches are necessary for this 
task. Standard detailed building energy models are 
not suitable. They require a large amount of details, 
(wall geometry and section details, layouts, etc.), 
and a lot of human resources. Furthermore, their 
calibration is a time consuming and brittle process. 
To overcome these barriers, this paper investigates 
the application of the Grey-Box modelling tech-
nique, a recent advance in the building energy mod-
elling technology (Bacher and Madsen, 2011; 
Reynders et al., 2014), to the EPC tendering phase. 
Grey-box is a reduced-order building modelling 
technology that estimates the parameters of a 
reduced-order model of the building thermal 
behaviour, from sets of measured data. Despite the 
reduced set of parameters Grey-Box modelling has 
been proven effective in predicting the building 
energy performance with good accuracy. This paper 
proposes an adaptation of the Grey-Box modelling 
procedure to the EPC context. Since no extended 
monitoring data sets are usually available in the 
EPC tendering phases, the Grey-Box model has been 
configured so that the parameters can be estimated 
by means of a manual calibration process. The 
proposed Grey-Box modelling approach has a 
number of key features that fit well in the EPC 
framework. First, the reduced model structure is 
fixed and shared among a wide range of buildings. 
Second, the detailed building geometry is missing, 
causing a relevant speed-up of the modelling phase. 
Third, the building is represented by a reduced set 
of parameters that can be quite easily estimated in 
time-limited surveys. Fourth, the remaining model-
ling uncertainty is concentrated on a very limited set 
of parameters, and can be reduced thorough a quite 
simple calibration procedure, based on data set that 
are usually available to the building managers (e.g., 
monthly energy bills). Finally, the model size is 
extremely limited even for large buildings, and the 
simulation time is consequently negligible. 
This paper exemplifies the application of the Grey-
Box modelling approach in two case studies, char-
acterized by different levels of knowledge about 
geometry, technology and systems: a university 
library located in Terrassa (Spain) and a multi-use 
building (offices and laboratories) located in 
Plymouth (England). Details about information pro-

cessing and the reliability of the forecasted perfor-
mances are discussed. Section 2 details the case 
studies. Section 3 discusses the Grey-Box model 
used in both cases. Section 4 reports about the cali-
bration process and the reliability of the achieved 
results in the EPC context. A conclusion section 
summarises the paper achievements and introduces 
future works. 

2. The Case Studies

Two case studies with different information back-
ground have been considered in this research. 

2.1 The UPC Terrassa Library 

The UPC Terrassa library (Fig. 1) is a three-storey 
building. The ground floor contains shops and the 
library entrance. The main reading rooms are located 
in the second and third floor, which contains also 
some offices and small meeting rooms. The UPC 
Terrassa Library building is rather well known, since 
it is regulated by a BEMS system. Detailed energy 
consumption, monitored occupancy rates and local 
weather files provide reliable information about 
external gains and energy consumptions. 

Fig. 1 – The south east façade of the UPC Terrassa library building 

The building and the systems’ main features have 
been collected through the analysis of technical pro-
ject drawings. The net floor area is about 754 m2 and 
the floor to ceiling height is about 2.70 m. The exter-
nal walls are made of bricks plus two layers of insu-
lation separated by an air gap. All the external faç-
ades have windows and those facing south have 
aluminum louvre solar shadings. The currently 
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heating and cooling system is the result of renova-
tion works carried out in 2012: it consists of five heat 
pumps that serve fan coil units. At the second floor, 
air exchange is supplied by a mechanical ventilation 
system. Detailed energy consumption and occu-
pancy rate are available through BEMS monitoring. 

2.2 The Smeaton Building in Plymouth 

The second case study is the Smeaton Building of 
the Plymouth University Campus located in 
Plymouth, UK (Fig. 2). In this case we have encoun-
tered the typical modelling conditions of a not well-
known building. 

Fig. 2 – The Smeaton Building in Plymouth, UK 

The Smeaton Building is a four-storey building. The 
net floor area is about 2484 m2 and the floor to ceil-
ing height is about 2.90 m. The boundary walls’ out-
side is made of sandwich panels, while the interior 
surface has concrete blocks with air gap and bricks, 
finished with plaster. On the ground floor, the 
sandwich panels of the outside face are missing. The 
building has single glazing system on the south 
side, and double-glazing on the north side. Every 
window has internal shades. Information about the 
Smeaton building systems was collected by visual 
inspection. The occupation profile is not monitored 
and it is different for each room since a lot of teach-
ing rooms are present. Information about the maxi-
mum number of people and the teaching hours is 
available for every teaching room. The energy con-
sumption was estimated from monthly bills that 
include other two nearby buildings. 

2.3 Summary of the Case Studies 

Table 1 summarises the main features of the two 
case studies. 
Table 1 – Summary of the case studies’ parameter 

UPC Terrassa Library Smeaton Building 

Floor area: 797 m2 
Volume: 9325 m3 

Floor area: 2484 m2 
Volume: 29808 m3 

Envelope: brick (0.14 m), 
expanded polystyrene 
(0.04 m), air gap, 
expanded polystyrene 
(0.04 m), plasterboard 
(0.025 m) 
Floor: reinforced concrete, 
hollow slab (0.4 m) 
Windows: single and 
double glazing (U-value 
5.6 W/m2K - 2.5 W/(m2K)) 
with solar shadings 

Envelope: aluminium sheet 
(0.0015 m), mineral wool 
(0.09 m), aluminium sheet 
(0.0015 m), concreate blocks 
(0.3 m), air gap (0.18 m), 
brick (0.105 m), plaster 
(0.013 m) 
Floor: cast concrete (0.1 m), 
cement screed (0.1 m), 
linoleum (0.05 m) 
Windows: single and double 
glazing 

Heating/Cooling: Heat 
pumps with fan-coil units 

Heating: Boiler 

Lighting: 17868 W Lighting: N.A. 

Operation: Monday to 
Friday: 9:00 am – 9:00 pm 

Operation: Monday to 
Friday: 9:00 am – 18:00 pm 

Setpoint temperature: 
winter 21 °C – summer 
25 °C 

Setpoint temperature: winter 
20 °C 

Annual electrical energy: 
159674.85 kWh (year 2014) 

Annual electrical energy: 
N.A. 

Table 2 summarises the knowledge level reached for 
each class of information. A high knowledge level 
means reliable information and low uncertainty. 

Table 2 – Knowledge level reached for each information class 

Information UPC Terrassa  Smeaton 

Climate High High 

Geometry High High 

Envelope Medium Medium 

Systems Medium Low 

Operation High Low 

Consumption High Low 
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3. The Grey-Box Model

The same Grey-Box model was used to simulate 
both buildings. It is made of four main blocks: the 
building envelope, internal walls and floors; the 
weather; the heating/cooling system and the 
internal gains block (see Fig. 3 and Table 3). 

Fig. 3 – The Grey-Box model used to simulate both case studies 

A single zone, third order model was used for the 
envelope and the internal walls and floors 
(Reynders, 2014). The indoor air volume is repre-
sented as a single volume. The building envelope 
and internal partitions and slabs are represented by 
means of a couple of lumped thermal resistances 
and capacities. The model was implemented using 
the basic thermal and fluid components of the 
Modelica Standard Library (Fritzson, 2004) in the 
Dymola simulation environment. No detailed 
representation of the building geometry is required. 
Only the overall geometric and physical 
parameters, like areas, thermal resistance and 
capacities are necessary. They can be easily and, 
quite reliably, estimated from design data, if availa-
ble, or by a brief on-site survey. The weather block 
calculates the solar gains through the windows and 
the envelope, and provides the external tempera-
ture. Weather data are usually available from the 
web, and the consequent solar gains can be calcu-
lated by standard physics equations. More specifi-
cally, the following physics were implemented 
using the Modelica Buildings Library components 
(Wetter et al., 2011). 
Distribution of room’s solar gain - The solar gains per 
unit area for the room surfaces is calculated by 

assuming that all solar radiation that enters the 
room first hits the floor, and that the floor diffusely 
reflects the radiation to all other surfaces. Multiple 
reflections are neglected. Area-weighted solar dis-
tribution factors are used, instead of view factors 
between the floor and the other surfaces. 
Solar irradiation - Both the direct solar irradiation on 
a tilted surface and the hemispherical diffuse irradi-
ation are computed using an anisotropic sky model 
(Perez et al., 1990). 
G-value - The reduction of the total solar energy 
transmittance caused by the external solar protec-
tion device is taken into account with a parameter 
(G-value) calculated according to UNI EN 13363-1. 
Heat gain due to air infiltration through windows is 
represented by a single resistance. This parameter 
depends on the user behaviour and may signifi-
cantly affect the overall building thermal perfor-
mance. Data concerning the infiltration and air 
exchange rates are available from the regulation 
(e.g., UNI TS 11300-1:2014). However, to get a reli-
able figure for the specific case study, this parameter 
should be estimated indirectly through a calibration 
process. The thermal gains due to the occupancy are 
simply modelled by two components multiplied by 
an occupancy schedule: a fixed thermal source 
(default 130 W for each person) and a thermal 
source that corresponds to the fixed equipment 
gains. 

Table 3 – The Grey-Box Model parameter set 

Parameter Availability 

Building Volume Project data and/or 
surveying 

Opaque envelope area 
divided as per orientation 

Project data and/or 
surveying 

Window area divided as per 
orientation 

Project data and/or 
surveying 

Average monthly occupancy 
level 

 Monitored or estimated 

System operation schedule  Monitored or defined 
indirectly by interviews 
or opening data 

Indoor temperature set-
points 

Monitored or defined 
indirectly by interviews 
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Outdoor air - envelope 
coupling resistance 

Regulation 

Averaged resistance of the 
opaque envelope 

Project data, estimated 

Averaged heat capacity of 
the opaque envelope 

Project data, estimated 

Thermal resistance between 
the interior and the interior 
air 

Regulation 

Heat capacity for the interior 
walls and furniture 

 Project data and 
surveying 

Internal air volume Project data and 
surveying 

Air infiltration resistance Regulation 

Mass flow rate through 
forced ventilation 

Project data 

Weather data file Available through the 
web 

Solar shading coefficient Project data and survey 

Heat gain per person Regulation 

Heat gain due to fixed 
equipment and systems 

Survey 

Thermal resistance between 
the HVAC system and the 
interior 

Technical data-sheets 

Heat capacity for the HVAC 
system 

Technical data-sheets 

Efficiency of the HVAC 
system 

Technical data-sheets 

Installed heating/cooling 
power 

Technical data-sheets 

Monthly occupancy data can be available, as in the 
Terrassa Library case, or not, as in the Smeaton 
Building case. If not, they can be quite reliably 
estimated by interviews, or extrapolated from 
observation. 
Finally, the heating/cooling system is modelled by a 
simple thermal source, with positive/negative flux 
respectively, that performs at a given efficiency rate. 
The indoor temperature setpoint is controlled by a 
PID. Setpoints are generally known, as in our case 
studies, since they are explicitly stated in the system 
operation schedules. The non-linear closed loop 

control of the fluid temperature is regulated by a 
second internal PID. The heating/cooling system 
coupling with the indoor environment is modelled 
by a resistance and a capacity. These parameters can 
be estimated from standard technical data, but since 
they are subject to change during the lifetime of the 
system they should be fine-tuned through 
calibration. 
Summarising, the proposed Grey-Box building 
energy model is described by 22 parameters. 
Among them, 14 parameters can be quite reliably es-
timated by analysing technical data or through on-
site survey, the remaining 8 can be only roughly 
estimated, hence they should be fine-tuned, starting 
from standardised values, through calibration. 

4. The Calibration Process

The calibration phase is a critical step in standard 
modelling since it is usually a complex and time-
consuming process, dealing with hundreds or even 
thousands of variables (Coakley et al., 2014). The 
small number of parameters in the proposed Grey-
Box modelling approach makes the calibration 
phase a manageable process. This is indeed an 
essential factor for the effective implementation of 
modelling procedures in the EPC context. When the 
knowledge level about the building is high, like in 
the UPC Terrassa Library case, some simple guide-
lines can be used to converge rapidly to a calibrated 
solution. When the knowledge level is low, the 
modeller should assume a paradigm shift. In these 
cases the standard modelling approach, aimed at 
building a detailed and trustworthy description of 
the portion of the reality under investigation, is not 
feasible. Rather, a new epistemic approach aimed at 
exploiting the available knowledge and minimizing 
the negative effects of the uncertainty on the final 
results should be assumed. In other words, instead 
of building a detailed picture of the reality, model-
ling should be aimed at constructing the best possi-
ble explanation of the building energy behaviour on 
the basis of the available data. In this perspective, 
the calibration process is essentially an explanation 
forming process, or, from a logical viewpoint, and 
abductive inference. Initially, information is ranked 
according to its reliability. Then, since the 
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knowledge is incomplete, some assumptions must 
necessarily be formulated in order to compensate 
for the uncertainty. Consequently, the calibration 
process can be used to verify the plausibility of the 
assumptions made, within the context of the set of 
constraints imposed by the known parameters and 
by the implemented physics. We will exemplify this 
modelling perspective in the following section. 

4.1 The calibration of the UPC Terrassa 
Library 

The UPC Terrassa library is a rather well known 
building. Uncertainty is low and no critical assump-
tions must be made to start the calibration process. 
In this case it is possible to speed up the calibration 
procedure further by applying simple heuristics to 
prioritize the selection of the parameters. 
The first step of the calibration process is the con-
struction of the baseline. Energy consumption data 
are usually available through the energy bills. Col-
lected consumption data must be analysed and 
eventually purged if some deviation from the stand-
ard operation schedule occurred (e.g., system break-
down period, malfunctioning, maintenance, etc.). 
The second step involves ranking the model para-
meters according to their uncertainty degree. Since 
the number of parameters is low, the standard rank-
ing based on sensitivity analysis is less strategic 
than the uncertainty control that is consequent from 
the uncertainty based ranking.  Despite, in princi-
ple, the uncertainty degree about a model parame-
ter varies from case to case; usually data concerning 
the passive surfaces, walls transmittances, air mas-
ses and capacities can be estimated rather reliably. 
Hence, they usually score low uncertainty values. 
Weather data and solar gains are usually quite 
reliable as well. On the contrary, occupancy gains, 
ventilation and some system parameters affected by 
variation due to ageing, like system efficiency and 
coupling resistance, are quite fuzzy. Hence they 
should be adjusted first in the calibration process. 
All in all, as a general assumption we can use an 
Occam razor like principle, fixing reliable parame-
ters and limiting the variable parameter sets to the 
most uncertain. 

Fig. 4 – The baseline and the calibrated simulation of the UPC 
Terrassa Library - Year 2014 data set 

In the UPC Terrassa Library case, this procedure 
rapidly converges to a satisfying calibration condi-
tion just after two iterations: initially the system 
efficiency was adjusted to compensate an offset 
occurring in both seasons; secondly, the ventilation 
rate was slightly increased to minimize the varying 
monthly offset. ASHRAE provides NMBE and 
CV(RMSE) indexes for assessing the model 
calibration (ASHRAE, 2002). For the UPC Terrassa 
library case NMBE= -0.65 % and CV-RMSE = 8.00 % 
was achieved using the 2014 data set. Fig. 4 shows 
the baseline and the calibrated model simulation of 
energy consumption for the year 2014. 

4.2 The Calibration of the Plymouth 
Smeaton Building 

The knowledge about the Smeaton building was 
affected by severe uncertainty about the system 
parameters, the operation, and the energy consump-
tion. Since the building’s heating energy is supplied 
by a boiler shared with other buildings, very strong 
assumptions were made to extrapolate the energy 
baseline and the supplied heating power. No direct 
metering was available; hence the energy con-
sumption extrapolation was made assuming a pro-
portion between supplied energy and floor surfaces. 
The occupancy assumption was even weaker, since 
no monitoring data was available, an average daily 
occupancy rate, based on observation, was used. 
Under these uncertainty conditions, the calibration 
process was used to find a credible parameter ar-
rangement based on the evidences provided by the 
simulated internal energy dynamic. 
Initially, the same heuristic procedure of the previ-
ous case was used. Hence, the first iteration in-
volved the set-up of the supplied power and of the 
system efficiency. The supplied power parameter 
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was increased until the system was able to drive the 
indoor temperature to the setpoint of 20 °C.  Then, 
in a second iteration, the system efficiency was 
adjusted to minimize the overall energy con-
sumption offset. These two initial iterations mostly 
affected the NMBE factor. A third iteration involved 
the ventilation rate, that was adjusted to com-
pensate mismatches between cold and mid-season 
months, and occupancy rate. After three iterations, 
promising NMBE= -1.03% and CV-RMSE = 17.86% 
were reached. Fig. 5 shows the baseline and the 
simulated energy consumption for the heating 
months. Nevertheless, according to (ASHRAE, 
2002) the model was not yet calibrated. This is es-
sentially due to the prediction mismatch in May, 
which amounts to -46 %. There may be multiple 
reasons of this mismatch. It could have been caused 
by unknown operational conditions, system mainte-
nance or other totally occasional and unknown fac-
tors. But it is unlikely that the mismatch could be the 
result of a simulation fault. According to the simu-
lation, the low consumption in May was due to 
favourable climatic conditions. The outdoor tem-
perature rose to about 19 °C for about a couple of 
weeks. Hence, the indoor temperature was kept 
close to the setpoint by wall inertia and by solar and 
occupancy gains, and the system didn’t switch on. 

Fig. 5 – The baseline and the simulated energy consumption of the 
Smeaton Building in Plymouth - Year 2014 data set 

Sensitivity analysis shows that neither wall inertia 
nor solar and occupancy gains can be reasonably 
adjusted to compensate the energy consumption 
mismatch registered in May, without corrupting the 
results of other months. Therefore, the most likely 
explanation that can be given in this context of 
uncertainty is that May can be considered an ano-
maly. If May is cancelled from the calibration data 
set, the model can be considered calibrated, scoring 

NMBE= 3.40% and CV-RMSE = 7.06%. Of course the 
validity of this calibration is bounded by the limits 
imposed by the discussed assumptions. However, 
this is the best explanation of the Smeaton building 
energy dynamics that can be given with the 
available information. These insights provide the 
ESCO decision maker an information background 
that can be used to drive his/her contractual strate-
gies in the EPC contexts, because they combine the 
estimation of the energy dynamics and of the saving 
potentials with the analysis of the accompanying 
uncertainty. 

5. Conclusion

A Grey-Box modelling methodology to forecast 
building energy performance, has been proposed. 
The paper shows how it can be effectively used to 
provide decisional support in the EPC tendering 
phase, when modelling time and costs must be 
minimised, and when the uncertainty significantly 
affects the technical and operational knowledge. It 
has been shown how the proposed method allows 
the exploitation of all available knowledge by 
increasing the confidence level on simulation out-
comes that are based on uncertain assumptions.  
A number of improvements and extensions are still 
necessary to implement the proposed procedure at 
an industrial level. The modelling is limited to 
energy consumption and does not include comfort. 
Cost benefit analysis concerning multiple zoning 
has not been carried out. Finally, the overall concep-
tualization and guidelines must be refined, as well 
as the uncertainty management approach that is still 
in its initial formulation stage. 
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Abstract 
In a district cooling system different kinds of cooling pro-

duction can be combined (e.g., vapour compression chillers, 

absorption chillers, and free cooling). Controlling those 

systems in an efficient way is a complex problem: the 

cooling demand is much more difficult to predict than the 

heat demand and, as for absorption chillers, heat sources 

such as the solar energy and the waste heat are not 

predetermined by the designers. 

The EU project INDIGO deals with the improvement of 

District Cooling (DC) systems. Its main goal is the develop-

ment of a more efficient, intelligent, and cheaper generation 

of DC systems. The results of INDIGO will include the 

development of: 

predictive controllers; 

system management algorithms; 

an open-source planning tool. 

To validate the results, the consortium is analysing some 

case studies. The proposed solutions for DC systems will be 

installed in the Basurto Hospital campus in Bilbao. Different 

parts of models that regard the buildings and all the relevant 

components of the DC system are being developed: 

1. generation systems;

2. distribution and storage systems;

3. HVAC systems;

4. thermal behaviour of the buildings, considering also

internal loads and building use. 

The first three parts are being simulated by means of 

Modelica, an open-source object-oriented modeling lan-

guage that provides dynamic simulation models for 

building energy and control systems. The fourth part is 

being modelled with EnergyPlus. They are going to be 

integrated through the Functional Mock-up Interface (FMI) 

for co-simulation.  

The models of some building envelope elements are being 

validated considering experimental measurements (heat 

flow rates, temperatures, entering solar radiation). 

Component models for the air handlers and for the fan-coils 

found in the studied buildings are developed in Modelica. 

Different kinds of chillers are modelled. Particular attention 

is paid to the distribution system, where thermal and 

hydraulic effects must be considered jointly. 

All the developed models will be validated, both indepen-

dently and considering the integration, using data acquired 

at the test-site.  

The validated models will be considered a reference point 

for the development of the innovative controllers, of the 

management strategy, and of the planning tool. The new 

models developed in Modelica will be part of a District 

cooling open-source library (DCOL). 

1. Introduction

This paper presents the role of the energy models in 
the development of INDIGO, a research project that 
is funded by the European Union in the context of 
the Horizon 2020 research and innovation program. 
The project started in March 2016 and will end in 
August 2019. Its main goal is the improvement of 
the district cooling (DC) systems. 
In comparison with the heating systems, the cooling 
systems present problematic aspects related to the 
greater difficulty in the prediction of the energy 
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demand. The reason is that the energy demand can 
change quickly because it is influenced by factors 
such as the solar radiation and the internal heat 
loads. 
Another problematic issue is that the difference 
between the supply water temperature and the 
return water temperature for DC loops is generally 
around 8 °C, while in district heating loops the 
difference is usually greater than 40 °C. That causes 
an increase in the cost of the piping system and of 
the energy requested for pumping. 
The improvement of the DC systems shall be 
achieved through the development of new tools for 
the design and for the management of district cool-
ing systems: 
- predictive controllers that will be responsible 

for determining the setpoints of the mechanical 
systems (some of them will include self-learn-
ing algorithms), at all levels (generation, distri-
bution, storage, AHUs, and fan-coil units). 
They will develop on the basis of “reduced” 
and validated versions of the energy models; 

- an innovative management strategy, on which 
the controllers will be based, will consider ener-
getic aspects, environmental aspects, and 
economical aspects;  

- an open-source planning tool for the evaluation 
of existing systems and for the design of new 
district cooling systems. It will be based also on 
the results of simulations; 

- an open library including physical/mathe-
matical models developed in Modelica of the 
components that compose a DC system that 
will be called District cooling open-source library 
(DCOL). 

The models regard mainly the real situation of the 
Basurto Hospital, in Bilbao, which is divided in 20 
buildings, among them 9 are mechanically cooled. 
The results of INDIGO will be applied and meas-
ured in the plants relative to that facility. The DC 
system was installed in 2003 and extended in 2011 
by Veolia-Giroa. The chilled water is produced by 
two absorption chillers and by four vapour com-
pression chillers. The system supplies chilled water 
always at 7 °C (as setpoint temperature) and it mod-
ulates the water flow rate. The absorption chillers 
are cooled by water loops, one vapour compression 
chiller is water-cooled while the other three electric 

chillers are air-cooled (Fig. 1). The hot water, which 
is used by the absorption chillers and to heat the 
buildings, is heated by the waste heat of a cogener-
ation system. That heat can be stored in a water 
tank. The cogeneration system is activated on the 
basis of the economic convenience of producing 
electricity.  
In this case the cooling demand is particularly vari-
able because it depends on the number of scheduled 
surgeries and on the occupancy level as well. 
The internal zones are conditioned mainly though 
Air Handling Units (AHUs) or through fan-coil 
units. Since the local regulations for hospitals do not 
permit air recirculation, an important amount of en-
ergy is requested for the treatment of the outdoor 
air. 
In the other two pilot cases, located in Barcelona, the 
models and the INDIGO solutions (controllers and 
management system) will be tested without a phys-
ical installation. They are not considered in this 
paper. 

Fig. 1 – Scheme reporting the situation of the cooling produc-
tion/distribution plant in the hospital (INDIGO project, 2016) 

2. The Integrated Model

2.1 FMI 

Different partners of the project consortium are 
developing different parts of models that regard the 
buildings and the DC system of the Basurto hospi-
tal. The different parts will be integrated and they 
are: 
1. generation systems;
2. distribution and storage systems;
3. HVAC systems inside the buildings;
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4. building geometry, thermal behaviour of the 
building structures, internal loads, and 
building use. 

The fourth part will be developed in EnergyPlus 
and will be converted into functional mock-up units 
(Blochwitz et al., 2012; Nouidui et al., 2014) that will 
be then imported and used in a Modelica model that 
includes the AHUs. The weather data will be inte-
grated in the same functional mock-up unit (FMU) 
of the building. The FMU will have as input varia-
bles latent and sensible heat gains provided by the 
AHUs to each conditioned thermal zone and as out-
put variable room conditions (zone air temperature 
and relative humidity) and outdoor air conditions. 
The combined Modelica-AHUs with EnergyPlus-
FMUs will be then converted into another FMU and 
used for training an advanced control algorithm to 
be developed in INDIGO and for the integration 
with the distribution-storage-generation models, 
which are being created in Modelica. 
The integration of different tools allows the exploi-
tation of their different capabilities. EnergyPlus is a 
whole building energy simulation software, the 
development of which is funded by the U.S. Depart-
ment of Energy – Building Technologies Office. It is 
free, open-source, and cross-platform. In Ener-
gyPlus many physical-mathematical models rela-
tive to the building physics (as well as to the HVAC 
systems) are already available and validated. Mod-
elica is a non-proprietary, object-oriented, equation 
based language. The use of a Modelica library 
(Wetter et al., 2014) and the development of new 
models require the use of a Modelica simulation 
environment (some environments are commercial, a 
few environments are free). The use of Modelica 
allows for a greater flexibility than EnergyPlus. 

2.2 Validation 

The models will be validated, at different levels, 
using measured data. The quality of the measured 
data will be checked in order to eliminate the unre-
liable ones. The validation process will consider sta-
tistical test methods, with the definition of an 
acceptable range of accuracy with respect to the 
model goal. It will be an iterative process. 

The validated models will be then used as a tool for 
the improvement of the plant and for the develop-
ment of other tools, such as the controller, the man-
agement strategy, and the planning tool.  
A monitoring campaign has started in summer 2016 
and is going to be completed in summer 2017. A 
Building Management System (BMS) is installed 
and some data used for the validation were already 
being measured, while other data are being meas-
ured or are going to be measured because it was 
requested by the measurement plan developed for 
this project. 

2.3 Generation Systems 

The models of the generation system that are being 
developed are: water cooled vapour compression 
chillers, air cooled vapor compression chillers, 
absorption chillers, cooling towers, heat exchangers 
(plates and shell & tube), and pumps. The develop-
ment is being carried out in Modelica. The following 
measurements, with a time step equal to 1 minute, 
are available: 
- cooling energy produced by each chiller (elabo-

ration from water flow rate and temperatures); 
- total cooling energy produced by the plant 

(elaboration from water flow rate and tempera-
tures); 

- electric consumption in each chiller; 
- gas consumption of the cogeneration engines; 
- supply and return temperature of the hot water 

loop for each absorption chiller; 
- supply and return temperature of the heat 

rejection loops (cooling towers); 
- water temperature in the supply and return 

manifolds; 
- outdoor temperature. 

2.4 Distribution and Storage Systems 

Outside the building where the generation system is 
located, there is a buffer tank for cold water that is 
installed between the return and supply manifolds 
(its volume is 25 m3). The chilled water temperature 
is measured at the top and at the bottom of the tank. 
The length of the distribution piping is about 2 km 
(supply pipes plus return pipes), split in two 
branches. The DC grid sends chilled water to 9 
buildings where substations are installed. The total 
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substations are 11 because in two of the buildings 
there are two substations. Only in a substation there 
is a heat exchanger, while in other ones there are 
hydraulic separators between the DC loop and the 
loop inside the buildings. In some cases, energy 
meters are installed in the building side of the sub-
station. 
The central pumps are connected to a frequency 
converter that allows the variation of their speed. 
As for the models of valves, pumps and fittings, the 
relative models available in the Modelica Standard 
Library are being used. As for the pipes, a new 
model, based on the “plug-flow” approach, is being 
developed. The roughness of the pipes, since it 
influences the hydraulic resistance and it raises the 
water temperature, the heat losses through the 
pipes, and the thermal inertia of the distribution 
system are being considered. 
As for the water tanks, phenomena like the thermal 
energy charging and discharging process, the strat-
ification, and the heat losses are being considered. 

2.5 HVAC Systems 

Several libraries exist in Modelica for modelling and 
simulation of HVAC systems. The INDIGO team 
decided to use the Annex60 (Wetter et al., 2015) 
Modelica library as a basis for the component mod-
els and develop whichever component was not 
included in the library. 
This section deals with the modelling and simula-
tion of the Air Handling Units (AHUs) that serve 
one of the demonstrator buildings, the Aztarain 
Block in Basurto Hospital. Aztarain is served by two 
main AHUs as the one shown in Fig. 2. 

Fig. 2 – Schematic of Aztarain AHUs (Sterling, 2016) 

The unit is composed of: 
- heat recovery (HR) based on two heat exchang-

ers with a close water circuit as transfer fluid; 
- cooling coil (CC); 
- heating coil (HC); 
- supply and return fans; 
- humidifier (H); 
- sensors: temperature (T), relative humidity 

(RH), air velocity (AV), valve position (%). 
In the Aztarain building an AHU serves pressure 
positive rooms for immuno-depressed or critical 
patients. Another AHU serves all the other areas. 
For the underground floor the supplied air can be 
post-heated or post-cooled by water coils installed 
in local boxes, where the renovation airflow rate is 
mixed with recirculated air. 
The Annex60 library contains models for the fans, 
the heating coil, and the humidifier. However, a 
model for the cooling coil is not implemented yet. 
An initial implementation of the cooling coil model 
has been made based on the efficiency-NTU 
method. 
These models will be validated using real operation 
data from the facility after the monitoring and 
instrumentation is upgraded to match the instru-
mentation shown in Fig. 2. Attention will be focused 
on the cooling coil given the aim of the INDIGO pro-
ject to improve operations of district cooling sys-
tems. 
To calibrate and validate the cooling coil models a 
procedure based on (Febres et al., 2015) has been 
proposed whereby the full range of operation of the 
coil is explored at discrete steps. This is done by 
modulating the cold-water control valve as shown 
in Fig. 3. 

Fig. 3 – Controlling variable signal (Sterling, 2016) 
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In this validation scenario, the input and output air 
temperature and relative humidity are monitored at 
1-minute intervals over the validation period. With 
this approach, it is possible to characterise the rela-
tionship between valve command and output con-
ditions and hence validate the suitability of the 
model for the specific coil. 
The rest of the components will be validated during 
normal operations to avoid disrupting the hospital 
functioning. 

2.6 Building, Internal Loads, Users 

Some measurements relative to the building have 
started in summer 2016. They regard the building 
envelope. 
The thermographic camera has been used for detect-
ing irregularities in the building envelope. In this 
way, the best position for the heat flow meter can be 
evaluated. The heat flow meter was used to measure 
the heat flow rate through the roof and the external 
walls of the Aztarain building. During the same 
period the outdoor and the indoor air temperature, 
the outdoor and the indoor surface temperature 
were measured (Fig.s 4 and 5). The data relative to 
the solar radiation and to the wind velocity and 
direction are available through the weather station 
C039 - Deusto of the Basque agency of meteorology 
Agencia vasca de meteorología. A new solar 
radiation sensor will be installed in the next months. 
Generally, the measurements made through the 
heat flow meter are indicative when there is an 
important difference (at least 10 °C) for some con-
secutive days between the indoor temperature and 
the outdoor temperature. Normally this happens 
during the winter season. Nevertheless, in this case 
the measurements were carried out in summer 
because the research is interested in modelling the 
cooling demand and therefore in analysing the 
behaviour of the structures in hot conditions and 
when they are stricken by a high solar radiation. 
 

 

Fig. 4 – Internal measurement equipment for heat flow rate, sur-
face temperature, and air temperature (Passerini, 2016) 

The validation of the models of the walls and of the 
roof is considering: amplitude of peak, time 
between two peaks, minimum, maximum and mean 
values, slope and the number of inflection points, 
attenuation factor relative to the external and the in-
ternal oscillations, time delay between external sur-
face temperature and internal surface temperature 
or internal heat flow rate. The surface emissivity is 
being evaluated through a thermographic camera: 
the surface temperature is measured at the same 
time with a thermographic camera and with a sur-
face thermometer and the emissivity considered by 
the thermographic camera is adjusted until it 
measures the same value measured by the surface 
thermometer. 
The surface solar absorptance considered in the 
model is adjusted in order to have an acceptable 
agreement between measured and calculated out-
side surface temperatures. The results obtained with 
different models of the outdoor convection coeffi-
cient are going to be compared with measured data 
in order to select the most appropriate one for the 
analysed case. 
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Fig. 5 – Elaboration of measured data relative to an external wall 
of Aztarain building (Passerini, 2016) 

A pyranometer was used with different sky condi-
tions in order to evaluate the ratio between the solar 
radiation flux density (W/m2) entering the windows 
and the external solar radiation on a plane parallel 
to the window. 
Additional measurements to be carried out in order 
to improve the input accuracy regarding mainly the 
internal loads and the behaviour of the users are: 
- internal heat gains (metering of the consump-

tion of medical equipment, communication 
racks, UPS systems, IT equipment, and any 
other relevant equipment); 

- window openings (magnetic sensors); 
- CO2 concentration. 
The correlation between the opening of the win-
dows and other parameters (e.g., CO2 concentration, 
indoor and outdoor temperatures) will be investi-
gated. 
Since the control of the HVAC system is based on 
the return air temperature, the rooms have been 
divided in thermal zones by gathering all the rooms 
of a floor that are supplied by the same AHU. For 
the underground floor of the Aztarain building the 
division has considered also the distribution of the 
rehaeating/recooling boxes. 

3. Conclusions

In the INDIGO project an important role is played 
by the creation of dynamic models of a DC system 
and of the connected cooling demand. 
The geometry of the buildings and the thermal 
properties of the structures, as well as some AHUs, 
the water buffer tank, some chillers, and other com-
ponents have been modelled. The integration of the 
building model with the AHUs models was tested. 

In the next weeks, the parameters will be adjusted 
and validated on the basis of the data monitored in 
summer 2016. The validation will be completed 
after the elaboration of the data that will be 
measured in the next months and in summer 2017. 
Through the validated models, improvements of the 
technical plants and of their management will be 
tested. Some proposed improvements will regard 
the control logics, while other improvements will 
regard the installation (e.g., the installation of a new 
solar thermal system that can feed the absorption 
chillers). 
The models will be useful in evaluating whether 
there are discrepancies between the expected 
performance and the real performance, in finding 
the causes of the possible discrepancies and in 
quantifying the energy and economic savings in 
comparison with the previous situation (before the 
implementation of INDIGO solutions). 
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Nomenclature 

Symbols 

DC District cooling 
FMI Functional mockup interface 
FMU Functional mockup unit 
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Abstract 
The present paper presents a tool for the assessment of the 

visual performance of spaces, especially with regard to the 

requirements of visually impaired people. This tool was 

one of the key deliverables of a recently completed project 

(ViDeA) addressing the special architecturally relevant 

needs of the visually impaired building users. Implemen-

tation of building regulations related to visual accessibility 

in a reliable manner (during design process) requires 

expert knowledge and the use of sophisticated visual sim-

ulation software. Toward this end, the tool attempts to 

facilitate the accurate evaluation of visual conditions in the 

proposed designs. The paper describes the general struc-

ture and implementation details. It also documents the 

preliminary verification of the tool based on a case study 

of an underground metro station. 

1. Introduction

Partially sighted people constitute a large part of the 
population (over 246 million worldwide, WHO, 
2012). The specific requirements of this population 
in view of the universal design has not been 
sufficiently addressed. International and national 
standards (e.g., ISO, 2011; DIN, 2009; SIA, 2009; ASI, 
2013; BSI, 2009) provide some information on the 
threshold levels for certain relevant visual 
indicators (e.g., luminance contrast and average 
illuminance). Less attention seems to have been 
paid to further visual performance indicators (for 
example, light distribution uniformity), which are 
equally relevant in evaluation of visual quality of 
spaces. The threshold values for these indicators 
had to be derived in a process of original optometric 

experiments in the ViDeA project involving both 
partially and full sighted participants. 
There is a long list of visual simulation applications 
that can support the building design process. 
However, to our knowledge there is a lack of visual 
performance simulation tools that would be suited 
to specifically address the needs of visually 
impaired people. 

2. A Visual Performance Assessment
Tool

2.1 General Structure 

The standard workflow in ViDeA begins on the 
client's side where a 3d model is created or imported 
to a CAD software (see Fig. 1). Utilizing software's 
GUI (Graphical User Interface) it is semantically 
enriched. Thereby, visual properties of the surfaces 
and lighting system details are specified. 

Fig. 1 – ViDeA tool workflow (Wolosiuk et al. 2015) 
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This data set together with user-specified observer 
positions constitute the input for an advanced 
lighting simulation engine. Simulation results in the 
values of a number of view dependent visual 
indicators such as UGR (Unified Glare Rating). The 
user is presented with the results of the simulation 
via a dedicated Web interface, where rendered 
images can be further analyzed in whole or in parts 
(e.g., mean luminance or contrast ratio for a selected 
segment of the rendered image). 
Computed values of numeric indicator values are 
compared with pertinent threshold values, which 
are determined via optometric experiments (con-
ducted in the course of the ViDeA project) and 
literature. The set of relevant visual indicators that 
was selected for the projected space evaluation is as 
follows: 
Luminance contrast according to Michelson (Rea, 
2000): 

CM = (Lmax – Lmin) · (Lmax + Lmin)-1  (1) 
Luminance contrast according to Weber (Rea, 2000): 

CW = (Lg – Ll) · Lg-1   (2) 
Mean Luminance (Lm) and mean Illuminance (Em) 
Light Distribution Uniformity (DIN, 2011): 

Uo = Lmin · Lm-1    (3) 
Unified Glare Rating (CIE, 2011): 

UGR = 8·log[(0,25 · Lb-1) · ∑((L2 · Ω) · p-2)] (4) 

The indicators set was based on examination of 
related literature (e.g. CIE, 2011; DIN, 2009 and 
2010; ISO, 2011; SIA, 2009; Bright et al., 1997; Buser 
et al., 2008; Joos et al., 2012; Schmidt and Buser, 
2014; BMG, 1996) approved and supplemented by 
recommendations from optometrists involved in the 
project. 

2.2 Implementation 

To cater for the ViDeA tool's requirements in view 
of 3D modelling, camera tools, "layers" grouping, 
and material selection functionality, Trimble 
SketchUp was selected (Trimble, 2014). This tool 
comes with a built-in Ruby API that allows for a fur-
ther functionality extension through various plug-
ins. The already existing "su2rad" (Bleicher, 2015) 
plug-in, was altered to support the project goals. 
The original plug-in functions as a bridge between 
SketchUp and RADIANCE advance lighting simu-
lation software (Ward, 1994) (Fig. 2). It facilitates 

access to the initial simulation settings, allows for 
the assignment of Radiance compliant materials to 
groups of 3D objects (per layer, per color), and 
exports stored camera positions. 
The output of the original plug-in is a folder con-
taining simulation files structured in accordance 
with RADIANCE guidelines. To perform a simula-
tion of an exported scene, Radiance and operating 
systems command line interface (CLI) knowledge is 
required. The ViDeA extension alters this original 
plug-in to make it possible to import into the model, 
luminaire source geometry and photometric data 
extracted from IES photometric data files (IESNA, 
2002). Moreover, the developed plugin allows to 
easily exchange imported luminaire instances 
against other options in the luminaire database. 

Fig. 2 – Plug-in architecture 

The plug-in also enables users to import Radiance 
compliant materials list stored in a text file and add 
them to the native SketchUp materials list. This 
allows for the use of the native “paint bucket” tool 
for the custom Radiance material assignment. It also 
adds additional view and renders settings that are 
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required for calculation of the visual performance 
indicators. 
To remove CLI, a web-application was created 
(Fig. 3). It presents the user with numeric and visual 
simulation results together with warning infor-
mation in case the values are outside the recom-
mended ranges. Likewise, tools are provided for an 
interactive analysis of the rendered views. 
Simulation files are automatically compressed dur-
ing the export process to facilitate the upload pro-
cess. Uploading is done via dedicated web-inter-
face. The simulation is automatically initialized on 
the server by the execution of the relevant Radiance 
executable and system commands. All relevant sim-
ulation output (indicators, rendered images) is pro-
cessed and stored in a database for rapid queries. 
During image analysis, an R-tree data structure 
(multi-dimensional tree data structures that provide 
efficient spatial access to their elements, see 
Guttman, 1984) is generated from values obtained 
from each pixel. 

Fig. 3 – Web application architecture 

The interface offers the possibility to select a point, 
segment, or surface of interest in the image. Multi-
ple descriptive statistics are calculated based on pix-
els' meta-data (e.g. luminance values) including 
minimum and maximum values, mean, variance, 
and standard deviation. This data is then used to 
calculate visual performance indicators for selected 
segments of the image. 

3. Illustrative Example

3.1 Input Data 

In order to illustrate the workflow and verify the 
ViDeA tool, an existing metro station in Vienna was 
selected as a study case. Toward this end, the fol-
lowing data was acquired: 
Blueprints and photographic documentation for the 
recreation of 3D space; 
Photometric profiles of electric lighting;  
Luminance images;  
Optical properties of the building materials. 
The project partners supplied the blueprints as well 
as the photometric lighting profiles (in form of IES 
files). The station was also well documented in a set 
of luminance images captured using a fish-eye lens. 
These images are later used for model validation. 
Using a portable spectrophotometer, a series of on-
site measurements was performed to determine the 
average reflectance of the building materials. The 
collected data had to be converted to a radiance 
compliant format. 

3.2 Modelling 

The 3D model of the station was recreated in Ar-
chicad (BIM software) and exported in a Sketchup 
compliant format (Fig. 4). Given the added function-
ality in the modified “su2rad” plug-in, the lumi-
naire source geometry (extracted from IES file) was 
imported to the 3D model and then duplicated and 
positioned according to the plan documentation. In 
the following step, the 3D model was semantically 
enriched by associating previously gathered mate-
rial properties to the surfaces. This was done using 
another new plug-in’ feature that allowed to add the 
on-site collected materials (in radiance compliant 
format) to the native Sketchup material collection, 
thereby enabling the use of the built-in “paint 
bucket” tool. 
Finally, using native Sketch-Up camera and 3d view 
storing functionality, a number of viewer positions 
(matching those from luminance camera) were 
selected for rendering. 
Simulation is carried out automatically after the up-
load of a ZIP file (outcome of the modeling phase) 
via ViDeA web interface to the dedicated server. 
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The end product of the simulation is a set of ren-
dered views with pre-calculated view dependent 
visual indicators (UGR, mean luminance/ 
illuminance, light distribution uniformity), ready 
for analysis. Rendered images and those obtained 
from the luminance camera were compared toward 
model performance evaluation. 

3.3 Simulation Results and Verification 

Fig.s 5 and 6 contrast the false color images obtained 
from the luminance camera with the compu-
tationally rendered images. Table 1 shows the re-
sulting average luminance values for the specific 
segments of the images (see Fig.s 5 and 7). 

Fig. 5 – False color image obtained from the luminance camera 

Fig. 6 – False color rendered image 

Fig. 7 – Rendered image 

Table 1 – Luminance result comparison 

Average Luminance [cd/m²] 

Region Camera Simulation 

1/L1 41.5 43.5 

2/L2 12.6 12.7 

3/L3 8.7 7.7 

4/L4 23.4 22.6 

5/L5 7.4 7.3 

6/L6 25.2 23.8 

7/L7 218.2 217.0 

8/L8 2.3 2.1 

9/L9 7.9 8.5 

Fig. 4 – 3D model of the metro station 
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The good correlation between the simulations and 
the measurements are arguably the result of two fac-
tors. One factor is attributable to the reliability of the 
adopted computational engine (Radiance). The 
other factor pertains to the deployment potential of 
the developed environment toward a proper and 
effective generation of simulation input models. 
Hereby, the effectiveness relates to the circumstance 
that the components of the model (geometry, sur-
face properties, luminaire specifications) can be con-
veniently obtained and reliably assembled. Like-
wise, consideration and inclusion of empirically ob-
tained information regarding the specific require-
ments of visually impaired people enriches the 
informational background for the evaluation of the 
calculated values of pertinent visual performance 
indicators. 

4. Conclusion

This paper reported on a visual simulation and 
analysis tool that was developed as a part of the 
ViDeA research project. The project addressed the 
needs of visually impaired people by focusing on 
the specific requirements for creation of visually 
accessible spaces. Toward this end, the project 
partners carried out interviews and optometric ex-
periments. Moreover, a systematic set of key visual 
performance indicators and associated compu-
tational routines was generated, which served as a 
base for the developed tool. The ViDeA tool aims at 
providing the necessary means to support designers 
in simulating and analyzing 3D scenes. To obtain 
detailed and high fidelity simulation results, a well-
established simulation engine was deployed. A set 
of analytical tools was provided to facilitate the ex-
traction of data necessary for a comprehensive vis-
ual performance assessment of the rendered scenes. 
The comparison of simulated and real-world 
numeric results presented in this paper, shows a 
promising correlation. This points to the potential of 
the developed environment as a design and retrofit 
decision support tool. The next developmental steps 
pertain to tool performance optimization. Specifi-
cally, computational efficiency is to be increased. 
Toward this end, recent developments in the use of 
advanced GPUs in the ray tracing process (Jones, 

2014) and the associated rendering time reduction 
are to be harnessed.  
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Nomenclature 

Symbols 

Em Average Illuminance (lux) 
Lb Background Luminance (E·π-1) 

(cd·m-2) 
Lg Higher Luminance (cd·m-²) 
Ll Lower Luminance (cd·m-²) 
Lm Average Luminance (cd·m-²) 
Lmax

Lmin

Ω 
p 
Uo 

Maximum Luminance (cd·m-²) 
Minimum Luminance (cd·m-²) 
Solid angle (sr) 
Guth position index 
Luminance uniformity 
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Abstract 
This contribution is concerned with a number of basic 

questions regarding inhabitants' presence in buildings: 

How diverse are office inhabitants' presence patterns? 

Aside from the differences in the absolute values of the 

defining markers of such patterns (e.g. arrival and depar-

ture times), to which extent do the respective distributions 

of the marker values differ from inhabitant to inhabitant? 

Are tendencies regarding presence patterns in one location 

transferrable to other locations? Can the diversity of 

presence patterns among the inhabitants be reproduced 

via the randomisation of the markers' mean values? To 

explore these questions, we use monitored presence data 

from two offices in two different locations. The findings 

point to considerable differences amongst inhabitants and 

locations. Moreover, an empirically observable diversity 

of the office workers' presence patterns cannot be simply 

reproduced based on the randomisation of generic 

presence patterns. 

1. Introduction

Multiple efforts in the past have pursued the devel-
opment of advanced mathematical models of peo-
ple's presence in buildings (e.g. Page et al., 2008; 
Richardson et al., 2008; Mahdavi and Tahmasebi, 
2015a; Wang et al., 2016). The effectiveness of such 
models depends arguably on the representativeness 
of the underlying empirical data. This pertains also 
to the existence of inter-individual differences in 
patterns of inhabitants' presence and behaviour in 
buildings (O’Brien et al., 2016; Tahmasebi and 
Mahdavi, 2016; Feng et al., 2015). 
In a previous study, we used data from an office 
building in Vienna, Austria, to analyse the presence 
patterns of a small but diverse number of inhabit-
ants (Mahdavi and Tahmasebi, 2015b). Thereby, 

differences in general long-term characteristics of 
individual presence profiles were studied to 
determine the statistical variance of the defining 
markers of such profiles, including arrival and de-
parture times, presence and absence durations. We 
hypothesised that, even if the tendency of the 
specific values of these markers could be different 
for different occupants, the respective data distribu-
tion shapes could be comparable. If so, randomisa-
tion of general schedules could be conducted with-
out any consideration of the occupants' diversity. 
Given the limitation of this study (just one office 
building and a small number of inhabitants), the 
results were not deemed to be conclusive. The pre-
sent contribution thus incorporated additional data 
from an office building in Canada. The respective 
data was similarly treated to identify central 
tendencies and dispersion of the marker values for 
inhabitants' presence patterns. 

2. Approach

2.1 Selected Offices 

For the Vienna study, we used one-year-long data 
obtained from an office area (including a single-
occupancy closed office, two single-occupancy 
semi-closed offices, and an open plan office zone) in 
a university building. The collected data included 
indoor environmental conditions, state of devices 
(luminaires, radiators, windows and doors), and 
specifically presence patterns of eight inhabitants 
(academic and administrative staff). 
In case of the Ottawa office, data was obtained from 
16 private offices located in an academic building. 
The building's automation system monitors the 
inhabitants' presence using passive infrared (PIR) 
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sensors. The duration of observations varies from 19 
days to 264 days across the offices. 

2.2 The Occupancy Markers 

We considered a number of markers (parameters) to 
capture presence patterns as follows: 
- First arrival time (AT); 
- Last departure time (DT); 
- Presence duration (PD); 
- Number of transitions (NT); 
- Working hours (WH); 
- Absence duration (AD); 
- Mean break duration (MBD); 
- Fraction of presence (FOP). 
First arrival time (FA) and last departure time (LD) 
are derived by detecting the first and last occupied 
interval in a day (in the present study, data was 
structured in terms of 15-min intervals). The occu-
pancy duration (OD) is calculated by counting the 
number of occupied intervals in a day. Number of 
transitions (NT) denotes the number of daily occu-
pied-to-vacant transitions. Working hours (WH) are 
calculated by subtracting arrival time from depar-
ture time. Absence duration (AD) equals working 
hours (WH) minus presence duration (PD). Mean 
Break Duration (MBD) is obtained by dividing 
Absence duration (AD) by the number of transitions 
(NT). Fraction of presence is derived by dividing 
presence duration (PD) by working hours (WH). 

2.3 Statistics 

Presence data was processed in terms of four statis-
tics, namely mean, median, standard deviation (SD), 
and coefficient of variation (CV). In addition, the 
values of the eight markers for all inhabitants were 
displayed (in aggregate and individually) in terms 
of probability distribution plots. This was done 
based on the original marker values as well as their 
normalized variation (i.e. difference between the 
marker value and the mean value of that marker). 
Data analysis and interpretation targeted the fol-
lowing questions: 
1) Considering both within-group and between-

group standpoints, are the absolute values of 
inhabitants' presence markers similar across 
different inhabitants? 

2) Does the between-group view of the tenden-
cies in the two locations reveal similar overall 
tendencies in the absolute values of the 
presence markers? 

3) Considering both within-group and between-
group standpoints, is the statistical shape of 
distributions (dispersions) of the inhabitants' 
presence marker values comparable across 
different inhabitants? 

3. Findings 

The cumulative probability distributions of individ-
ual occupants’ presence markers obtained from the 
offices in Austria and Canada are given in Fig. 1. 
Fig. 2 shows the probability distributions of normal-
ized markers (representing the deviations from the 
average marker values) for aggregate data obtained 
from two office areas. Fig. 3 illustrates the distribu-
tion of CV values of the presence pattern markers 
across different occupants for the two locations. 
These results provide a number of insights regard-
ing the previously stated research questions: 
i. There are obviously significant differences 

amongst the inhabitants with regard to 
absolute values of the presence markers (see 
Fig. 1). This is true for both populations. 

ii. Likewise, the between-group comparison of 
the tendencies in the two locations reveals 
significant differences with regard to the 
distribution of the inhabitants' presence 
markers (Fig. 2). 
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Fig. 1 – Cumulative distributions of individual occupants' presence markers obtained from the office areas in Vienna,  
Austria (AUT) and Ottawa, Canada (CAN) 
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Fig. 2 – Distributions of aggregated normalized occupants' presence markers obtained from the office areas in   
Vienna (AUT) and Ottawa (CAN) 
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Fig. 3 – Boxplot of the coefficient of variation of the presence markers 

iii. Moreover, the spread of the marker values (as
expressed in terms of CV) is not small (see
Fig. 3). Hence, the reproduction of the inhabit-
ants' diversity via randomisation requires not
only empirical information on the diversity of
the mean marker values, but also on the diver-
sity of respective distributions' spread and
shape. As such, the generation of stochastic
presence patterns would have been easy, if the 
statistical distributions of the marker values
were similar, thus resistant to diversity. Inter-
inhabitant diversity could have been thus
reduced to the mean marker values. The pre-
sented data clearly suggests that this is not the
case. Moreover, distributions are not only
different in view of the spread, but also
between the two locations.

iv. Even if we could ignore the diversity of the
data distribution ranges, there would be still
the problem of distribution morphologies.
The two locations differ not only significantly
in terms of the spread of the data (see Fig. 3),
but also in terms of the distribution shapes.
For instance, in the Ottawa office, AT dis-
plays a markedly bi-modal distribution.
Likewise, FOP markers in the two locations
display a distinct morphological asymmetry.

4. Concluding Remarks

This contribution empirically addressed the diver-
sity of the inhabitants' presence patterns based on 
the inhabitants' monitored presence patterns in two 
office buildings in Vienna and Ottawa. The results 
suggest that the inhabitants' presence patterns can 
be significantly different and not reducible to just a 
few standard ones. Moreover, diversity amongst the 
inhabitants applies not only to the absolute values 
of the presence patterns' markers, but also to the 
spread and shape of the individual marker values' 
distributions. 
Moreover, even if certain patterns could be sug-
gested to apply to a specific building or location (for 
instance, LD and WH indicators display a very nar-
row range of CV values for the Vienna office), they 
cannot be suggested to apply to other locations. As 
such, without reliable empirical information regard-
ing mean values and distributions of the marker val-
ues of inhabitants' presence patterns, simple ran-
domisation of occupancy schedules cannot be ex-
pected to reproduce reliable representations of 
diversity. Seen from this specific viewpoint, the 
diversity of inhabitants' presence patterns in office 
buildings may be suggested to be irreducible. 
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Abstract 
This paper explores the relationship between inhabitants’ 

presence, the installed power for office equipment, and the 

resulting electrical energy use. This exploration is based 

on long-term observational data obtained from a continu-

ously monitored office area in Vienna, Austria. The find-

ings facilitate the formulation of both simplified and prob-

abilistic models to estimate annual and peak office plug 

loads. Aside from a general comparison of the perfor-

mance of simple and stochastic models, the present contri-

bution focuses on the question if and to which extent con-

sideration of the diversity of the inhabitants influences the 

reliability of plug load predictions. 

1. Introduction

Plug loads denote office buildings' energy require-
ments due to computers, peripheral devices, tele-
phones, etc. Plug loads can constitute more than 
20 % of primary energy used in office buildings, and 
this ratio has been suggested to further increase in 
the future (Roth et al., 2008). Hence, simulation tools 
need reliable methods to estimate the magnitude of 
plug loads. Compared to a relatively broad range of 
research efforts regarding inhabitants' presence 
models (Wang et al., 2016; Tahmasebi and Mahdavi, 
2017; Feng et al., 2015), only few studies have gone 
beyond the use of typical profiles of plug loads to 
provide more advanced models of plug loads for 
building simulation (e.g. Gunay et al., 2016; Gandhi 
and Brager, 2016; Menezes et al., 2014). 
Given this context, we have been working on devel-
oping methods to compute both aggregated annual 
and detailed time-dependent electrical energy use 
patterns. In the present contribution, we specifically 

focus on the problem of the diversity of the inhabit-
ants (Mahdavi and Tahmasebi, 2015) and its impli-
cations for plug loads modelling. 

2. Method

Previously, we have suggested that plug loads in 
office buildings could be estimated based on the 
knowledge of: i) installed equipment power and ii) 
presence patterns of inhabitants (Mahdavi et al., 
2016). The corresponding findings are based on data 
from an office area (with both single-occupancy and 
open-plan office zones) in a University building in 
Vienna, Austria (see Table 1). For the purposes of 
this paper, high-resolution data (monitored pres-
ence and plug loads) collected over a three-year 
period (2013 to 2015) were used to develop and eval-
uate the plug loads models. 

2.1 Simplified Approach 

We hypothesised that plug load fraction F (ratio of 
actual plug load to the installed equipment power) 
of occupant j at time interval i is a function of pres-
ence probability p. A linear version of this relation-
ship could be formulated as follows (with a and b as 
empirically grounded coefficients): 
Fj,i = a.pj,i + b    (1) 
Consequently, plug loads E for an office with m 
inhabitants over n intervals with a total length of T 
could be computed using Equation 2. Note that the 
coefficients a and b in equation 1 may be specified in 
an aggregated manner (i.e. for the entire popula-
tion), or – given that sufficient empirical data is 
available – for individual office inhabitants. 

 (2) 𝐸𝐸 = 𝑇𝑇 × ���𝐹𝐹𝑗𝑗 ,𝑖𝑖 × 𝑄𝑄𝑒𝑒 ,𝑗𝑗 �
𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1
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Table 1 – Selected office zones with information on inhabitants 
(denoted as U1 to U7), areas, and installed equipment power. 

Space Inhabitants 
Installed 
power [W] 

Area 
[m2] 

Open-
plan 

U1, U2, U3, U4 640 43 

Office 1 U5 180 19 

Office 2 U6 90 34 

Office 3 U7 130 17 

2.2 Stochastic Approach 

To compute plug loads stochastically, we utilized 
three specific Weibull distributions to capture: 
1) Plug load fractions during occupied periods or

intermediate absences shorter than one hour;
2) Plug load fractions during intermediate

absences longer than one hour;
3) Plug load fractions outside working hours.
A Weibull distribution is generally formulated as 
using Equation 3, where λ is the scale parameter and 
k is known as the shape parameter. Plug load frac-
tions are picked randomly via inverse transform 
sampling method, whenever the occupancy state 
falls within one of the above possibilities. 

(3) 

Electrical energy use can thus be calculated in a 
manner similar to the aforementioned simplified 
model (see Equation 2). Note that, to use this model, 
the occupancy states (occupied or vacant) at each 
time interval need to be provided as input. In the 
current study, we used a presence model (Page et 
al., 2008) that uses a profile of presence probability 
and average parameter of mobility (μ: the ratio of 
state change probability to state persistence proba-
bility). The latter was set to 0.1 (O’Brien et al., 2016). 
As output, the model produces a set of randomly 
generated non-repeating Boolean occupancy pro-
files. 
As with the linear regression model, we provided 
the stochastic model with presence profiles for 
weekdays and weekends, either averaged across all 
occupants or for individual inhabitants, depending 
on the diversity representation approach. In this 
case, too, the stochastic representation can be real-

ised both for the whole population and for individ-
ual inhabitants. 

2.3 Representation of Diversity 

To address diversity representation among inhabit-
ants, we used empirical data (from the year 2014) to 
generate models in two different ways: 
i) occupancy and plug load profiles averaged across
all occupants, and ii) individual occupancy and 
plug load profiles. Using 2014 data, Table 2 gives the 
resulting simple plug load model's coefficients 
(slope and intercept) for the individual inhabitants 
as well as in aggregate. Table 3 provides the coeffi-
cients (scale and shape) of the stochastic model’s 
Weibull distributions based on individual and 
aggregate presence and plug load data. 

2.4 Simulated Alternatives 

A non-random relationship can be shown to exist 
between inhabitants' presence, their respective 
installed equipment power, and the resulting elec-
trical energy use (Fig. 1). A stronger correlation can 
be revealed considering individual inhabitants as 
opposed to the population as a whole (Fig. 2). This 
may be interpreted as the consequence of con-
sidering inhabitants' diversity with regard to the 
electrical energy used for equipment. The difficul-
ties associated with obtaining necessary observa-
tional data on inhabitants' diversity highlight the 
relevance of the initially addressed research ques-
tion: To which extent can the calculated values of 
standard performance indicators such as annual 
and peak office plug loads be influenced by inter-
inhabitant diversity? 
To systematically explore this question, we used 
data from the year 2014 to calibrate models of 
annual and peak plug loads for the aforementioned 
office area. The calibrated model was used to pre-
dict plug loads for the years 2013 and 2015. Thereby, 
both simplified and stochastic models were gener-
ated with and without consideration of diversity 
(Table 4). Moreover, to put the model’s performance 
in a more familiar context, we provided, for the 
same office area, the electrical energy use estima-
tions based on plug load profiles from ASHRAE 
90.1. 

𝑓𝑓(𝑥𝑥|𝜆𝜆, 𝑘𝑘) =
𝑘𝑘
𝜆𝜆
�
𝑥𝑥
𝜆𝜆
�
𝑘𝑘−1

𝑒𝑒−�
𝑥𝑥
𝜆𝜆�

𝑘𝑘
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Table 2 – Coefficients of the simple plug loads model  

Inhabitants Slope (a) Intercept (b) 

U1 0.55 0.05 

U2 0.76 0.06 

U3 0.25 0.21 

U4 0.33 0.07 

U5 0.73 0.13 

U6 0.72 0.04 

U7 0.36 0.08 

All 0.53 0.09 

 

Table 3 – Parameters of the stochastic model’s Weibull 
distributions  

Inhab-
itants 

Weibull 1 Weibull 2 Weibull 3 

λ k λ k λ k 

U1 0.50 2.05 0.29 1.20 0.07 1.30 

U2 0.46 2.52 0.30 1.24 0.07 1.28 

U3 0.35 1.62 0.24 1.51 0.18 1.45 

U4 0.35 1.67 0.27 1.60 0.22 2.48 

U5 0.51 1.80 0.41 1.12 0.12 0.99 

U6 0.57 4.62 0.42 1.95 0.20 1.07 

U7 0.41 2.00 0.21 1.09 0.09 1.14 

All 0.56 1.89 0.38 1.32 0.14 1.07 

 

Table 4 – Explored modelling scenarios with information regarding 
the modelling technique (simplified versus stochastic) and inhabit-
ants' representation (aggregate versus diverse) 

Modelling 
scenario 

Modelling 
technique 

Diversity 

S1_A Simplified No 

S1_D Simplified Yes 

S2_A Stochastic No 

S2_D Stochastic Yes 

S3_A ASHRAE profile No 

 
Fig. 1 – The relationship between plug load fraction and presence 
probability for all office inhabitants 

 
 

 
Fig. 2 – The relationship between plug load fraction and presence 
probability for individual office inhabitants 

The comparison of computed annual and peak plug 
load values with observational data was expressed 
in terms of Relative Errors. For interval-by-interval 
comparison of monitored and calculated energy 
use, standard statistical indicators, namely Root 
Mean Square error (RMSE), Normalised Root Mean 
Square Error (NRMSE), and Mean Bias Error (MBE) 
were considered. To compare the distribution of 
predicted and monitored plug loads, the Jensen–
Shannon divergence metric was used (for details see 
Mahdavi et al., 2016). This metric expresses the dis-
tances between two probability distributions and it 
is bounded between 0 and ln (2). 
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3. Results and Discussion 

Table 5 provides a summary of the monitored and 
calculated total and peak equipment-related electri-
cal energy use in the selected office area for the 
years 2014, 2013, and 2015, together with the values 
of the aforementioned error statistics. 
The simplified method provides reasonable predic-
tions of annual plug loads (Fig. 3). However, the 
probabilistic plug load model performs better than 
the simplified model in terms of peak load (Fig. 4) 
and the distribution of predictions. The latter con-
clusion can be inferred from the lower values of JSD 
for the probabilistic model (Table 5). Independently 
of the diversity treatment, the non-stochastic model 
displays a slightly better performance in predicting 
time interval plug loads (see MBE, RMSE, and 
NRMSE values in Table 5). 
As to the primary question of the present treatment, 
namely the diversity consideration, the results may 
be interpreted as follows. Inclusion of diversity does 
not improve the predictive performance of the mod-
els with regard to annual and peak plug loads (see 
Fig. 3 and 4, as well as Table 5). Indeed, the inclusion 
of diversity has either very little impact on the 
predicted value of the energy use indicators or it 
even slightly worsens the prediction performance. 
The summary representation of Table 6 illustrates 
this observation in simple terms. It indicates if the 
inclusion of diversity in plug load modelling im-
proves the results or not. Thereby, the values of the 
statistics REa (Relative Error of annual load predic-
tions), REp (Relative Error of peak load predictions), 
JSD, MBE, RMSE, and NRMSE were taken into con-
sideration. Aside from rather small improvements 
for simplified model's results for 2013, the inclusion 
of diversity seems to worsen, rather than improve, 
the results. Notably, the intuitively expected posi-
tive effect of such inclusion on REp and JSD values 
is not supported by the results. 
 

4. Conclusion 

This contribution explored the performance of sim-
ple and stochastic office plug loads models. 
Thereby, the focus was on the implications of inhab-
itants' diversity. The results suggest the following: 
- Plug load fractions strongly correlate with the 

inhabitants' presence probability. 
- Both simple and probabilistic can exploit this 

correlation to provide reasonable predictions of 
annual peak plug loads. The stochastic model 
however, more reliably predicts peak plug 
loads. 

 

 
Fig. 3 – Annual plug load obtained via different modelling approach-
es, along with the respective monitored values 

 

 

Fig. 4 – Peak plug load obtained via different modelling approaches, 
along with the respective monitored values 
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Table 5 – Statistical comparison of the monitored plug loads for the years 2013 to 2015 with the respective calculations according to various 
modelling scenarios: S1_A (simple model, average occupant); S1_D (simple model, individual occupants); S2_A (stochastic model, average 
occupant); S2_D (stochastic model, individual occupants) 

Model 
Run 

period 

Run period sum Run period peak Distribution Time interval values 

Value 
[kWh] 

RE 
[%] 

Value 
[W] 

RE 
[%] 

JSD 
[-] 

MBE 
[W] 

RMSE 
[W] 

NRMSE 
[%] 

Measured 2014 1662.7 0.0 861.7 0.0 0.00 0.0 0.0 0.0 

S1_A 2014 1540.8 -7.3 411.6 -52.2 0.43 -13.9 119.6 14.7 

S1_D 2014 1541.2 -7.3 374.3 -56.6 0.46 -13.9 120.6 14.8 

S2_A 2014 1524.5 -8.3 672.5 -22.0 0.30 -15.8 131.3 16.1 

S2_D 2014 1620.5 -2.5 691.9 -19.7 0.36 -4.8 131.7 16.2 

Measured 2013 1543.4 0.0 861.9 0.0 0.00 0.0 0.0 0.0 

S1_A 2013 1484.7 -3.8 374.7 -56.5 0.53 -6.7 99.8 12.5 

S1_D 2013 1596.5 3.4 380.3 -55.9 0.52 6.1 99.7 12.5 

S2_A 2013 1514.2 -1.9 669.4 -22.3 0.32 -3.3 121.2 15.2 

S2_D 2013 1606.8 4.1 673.6 -21.8 0.39 7.2 122.4 15.3 

Measured 2015 1255.0 0.0 770.6 0.0 0.00 0.0 0.0 0.0 

S1_A 2015 1470.5 17.2 412.2 -46.5 0.41 24.6 102.6 13.9 

S1_D 2015 1541.2 22.8 374.3 -51.4 0.46 32.7 123.1 16.7 

S2_A 2015 1469.8 17.1 667.7 -13.4 0.28 24.5 120.2 16.3 

S2_D 2015 1587.5 26.5 684.6 -11.2 0.33 38.0 124.6 16.9 

ASHRAE 90.1  - 3025.7 141.1 936.0 21.5 0.42 202.1 352.3 47.8 

 
- In the present case study, the inclusion of di-

versity (i.e. implementation of individual func-
tions for individual occupants) in the course of 
simple and stochastic prediction of annual and 
plug loads did not improve model predictions.  

- The performance differences between simple 
and stochastic plug loads was found to be 
much less important for the quality of predic-
tions when compared to the availability of 
reliable information on inhabitants' presence 
and installed plug loads. This circumstance, 
which is independent of the diversity inclusion 
issue, can be inferred from the very large devi-
ations of standard-based plug load estimations 
(see Table 5, last row). 

Table 6 – Improvement test of the values of the statistical 
indicators REa (Relative Error of annual load predictions), REp 
(Relative Error of peak load predictions), JSD, MBE, RMSE, and 
NRMSE as a result of inclusion of diversity in plug load modelling 

Statistics 
Simplified model 

Stochastic 
model 

2013 2015 2013 2015 

REa [%] Yes No No No 

REp [%] Yes No Yes Yes 

JSD [-] - No No No 

MBE [W] Yes No No No 

RMSE [W] Yes No No No 

NRMSE [%] - No No No 
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Needless to say, we do not suggest that the above 
observations generally apply, given various short-
comings of our case study – particularly in view of 
the limited magnitude of available data and the 
small number of inhabitants. Nonetheless, we be-
lieve the study does provide valuable initial obser-
vations and insights: independently of the choice of 
specific mathematical formalisms, the observed sig-
nificant correlation between plug load fractions and 
presence patters has the potential to offer a solid 
basis for developing plug load prediction models. 
Our study also suggests that, to support simulation-
based design processes, it is important to obtain 
dependable basic information regarding the nature 
of occupancy and the technical specification of the 
office equipment: The sole reliance on standard-
based procedures could be misleading. 
As to the implications of the diversity consideration 
for the prediction of annual and peak plug loads, the 
case study did not show that the inclusion of inhab-
itants' diversity is beneficial in principle.  However, 
this matter, too, requires further in-depth studies 
before ultimate conclusions can be formulated. 

Acknowledgements 

The presented research has benefited from the 
authors’ participation in the ongoing efforts of the 
IEA-EBC Annex 66 and the associated discussions. 

References  

Gandhi, P., G. S. Brager. 2016. “Commercial office 
plug load energy consumption trends and the 
role of occupant behavior”. Energy and Buildings 
125: 1–8. doi: 10.1016/j.enbuild.2016.04.057. 

Gunay, H.B., W. O’Brien, I. Beausoleil-Morrison, S. 
Gilani. 2016. “Modeling plug-in equipment load 
patterns in private office spaces”. Energy and 
Buildings 121: 234–249. doi: 10.1016/j.enbuild. 
2016.03.001. 

 
 
 
 
 
 

Feng, X., D. Yan, T. Hong. 2015. “Simulation of 
occupancy in buildings”. Energy and Buildings 
87: 348–359. doi: 10.1016/j.enbuild.2014.11.067. 

Mahdavi, A., F. Tahmasebi. 2015. “The inter-
individual variance of the defining markers of 
occupancy patterns in office buildings: a case 
study”. In: Proceedings of BS2015. Hyderabad, 
India: IBPSA. 

Mahdavi, A., F. Tahmasebi, M. Kayalar. 2016. 
“Prediction of plug loads in office buildings: 
Simplified and probabilistic methods”. Energy 
and Buildings 129: 322–329. doi: 10.1016/ 
j.enbuild.2016.08.022. 

Menezes, A.C., A. Cripps, R. A. Buswell, J. Wright, 
D. Bouchlaghem. 2014. “Estimating the energy 
consumption and power demand of small power 
equipment in office buildings”. Energy and 
Buildings 75: 199–209. doi: 10.1016/ 
j.enbuild.2014.02.011. 

O'Brien, W., H.B. Gunay, F. Tahmasebi, A. Mahdavi. 
2016. “A preliminary study of representing the 
inter-occupant diversity in occupant 
modelling”. Journal of Building Performance 
Simulation 10: 509-526. doi:10.1080/ 
19401493.2016.1261943. 

Page, J., D. Robinson, N. Morel, J.L. Scartezzini. 
2008. “A generalized stochastic model for the 
simulation of occupant presence”. Energy and 
Buildings 40(2): 83–98. doi: 10.1016/j.enbuild. 
2007.01.018. 

Roth, K., K. Mckenny, C. Paetsch, R. Ponoum. 2008. 
“US residential miscellaneous electric loads 
electricity consumption”. In: ACEEE study on 
energy efficiency in buildings. 

Tahmasebi, F., A. Mahdavi. 2017. “The sensitivity of 
building performance simulation results to the 
choice of occupants' presence models: a case 
study”. Journal of Building Performance Simulation 
10: 625-635. doi:10.1080/19401493.2015.1117528. 

Wang, Q., G. Augenbroe, J.H. Kim, L. Gu. 2016. 
“Meta-modeling of occupancy variables and 
analysis of their impact on energy outcomes of 
office buildings”. Applied Energy 174: 166–180. 
doi: 10.1016/j.apenergy.2016.04.062. 



351 

A Comparison Between Numerical Methods for Evaluating 
Ground-Coupled Heat Pump Systems Performance 
Angelo Zarrella – University of Padova – angelo.zarrella@unipd.it 
Roberto Zecchin – Manens-Tifs – rzecchin@manens-tifs.it 
Diego Guzzon – Manens-Tifs – dguzzon@manens-tifs.it 
Michele De Carli – University of Padova – michele.decarli@unipd.it 
Giuseppe Emmi – University of Padova – giuseppe.emmi@unipd.it 
Michele Quaggia – Manens-Tifs – mquaggia@manens-tifs.it 

Abstract 
Ground coupled heat pumps are increasingly used for 

HVAC systems. The difficulty in sizing and predicting 

their behaviour and performance is well known. A 

suitable simulation is often advisable to help in the design 

choices. The code EnergyPlus is widely used in the field of 

building simulation and, since it includes a routine deal-

ing with borehole heat exchangers, based on the well-

known concept of g-functions, it can be profitably used for 

the considered purpose. On the other hand a numerical 

tool, namely CaRM, based on a detailed finite difference 

model of both the ground and borehole heat exchangers 

has been developed. A comparison between the use and 

the results of the EnergyPlus g-functions approach and 

CaRM in ground subsystem modelling was carried out 

with particular reference to an office building with quite a 

critical unbalance between heat extracted from and heat 

injected into the ground. 

1. Introduction

EnergyPlus (U.S. Dept. of Energy, 2016) is a well 
known computer simulation software widely used 
for design analysis and certification procedures (e.g. 
LEED). It allows for a detailed description of the 
building characteristics and the analysis of several 
HVAC systems. 
Among these characteristics, the borehole ground- 
coupled heat pumps are nowadays receiving 
particular attention. An efficient computational 
handling of the borehole field is not easy because of 
the complex geometry and the strong significance of 

its thermal capacitance. For this purpose, the rela-
tively simple and powerful technique of the “trans-
fer functions” has been adopted within the Ener-
gyPlus code to model the borehole heat exchangers 
and calculate fluid temperatures and related energy 
fluxes. For this approach a mathematical tool called 
g-functions was introduced by Eskilson (1987). 
The downloadable version of EnergyPlus includes 
precalculated g-functions for only three cases of 
borehole fields, namely 1x2, 4x4, 8x8 regular grids, 
with 4.6 m spacing and 0.74 or 1.47 W/(m K) grout 
thermal conductivity. The effectiveness of the 
model drops dramatically as the considered charac-
teristics differ even slightly from the default ones. 
A specific evaluation of the g-functions, for a given 
design case, requires an external computer code, 
and the commercial software GLHEPro (Spitler, 
2000) by the Oklahoma State University, is sug-
gested in the EnergyPlus handbook. The latest ver-
sion of GLHEPro implements the simulation of the 
whole geothermal system, as it includes the model 
of the heat pump. The characteristics of the geother-
mal field can be specified in such a way to allow the 
simulation with one hour or shorter time step, via 
EnergyPlus or HVACSYM software. For vertical 
boreholes the long time-step (LTS) g-functions 
developed by Eskilson (Eskilson, 1987) using a finite 
difference model, are used and a data base of 307 
precomputed functions is included in the package, 
and equation fits have been developed to approxi-
mate larger rectangular borehole fields. For short-
time step (STS) other g-functions (Yavuzturk and 
Spitler, 1999; Xu and Spitler, 2006) are used to con-
sider the thermal capacitance of the borehole heat 
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exchanger when a more detailed simulation is 
required. 
In the past, several researches have been carried out 
to develop more accurate but less computer 
time-consuming models. In the literature several an-
alytical models can be found for a simplified sizing 
of ground heat exchangers, based on the infinite line 
source (ILS) (Carslaw and Jaeger, 1959) or cylindri-
cal source, or finite line source (FLS) (Zeng et al., 
2002) concept. The latter was used by Cimmino 
(Cimmino and Bernier, 2013) for a simplified calcu-
lation of g-functions, as an approximation of 
Eskilson’s ones; this tool is available upon request. 
As an alternative to the above mentioned solutions 
it is possible to simulate the behaviour of the geo-
thermal field by resorting to numerical methods like 
finite differences, finite elements, or finite volume. 
These methods require higher computational time, 
but they describe perfectly the field, as they repre-
sent a direct application of Fourier’s law. One of 
such methods is CaRM (CApacity Resistance 
Model) (Zarrella et al., 2011 and 2013a). With the last 
release (Zarrella et al., 2013b), the entire ground 
source heat pump system (i.e. both the heat pump 
and borehole heat exchangers) can be simulated. 
The prediction of the performance of the geothermal 
system is useful for both the design and the energy 
analysis of the borehole field. Each building 
requires a specific design of the geothermal field be-
cause it has a different impact on the entire build-
ing-plant system. Additionally, it is important for 
the geothermal system simulation to accurately 
describe the real effect of a different solicitation, 
e.g., long time and low amplitude or short time and 
high amplitude. 
The purpose of this paper is to compare the results 
obtained from g-functions and a finite difference al-
gorithm. The comparison starts from a long-term 
hourly profile of the heating and cooling load of an 
office building, characterised by an appreciable un-
balance between the energy exchanged with the 
ground in summer and winter. The same load pro-
file, estimated by means of EnergyPlus, has been 
used in all the cases. 
 
 

2. Method 

2.1 The g-functions 

In the last decades, several design tools have been 
developed to simulate ground heat exchangers. The 
basic ones rest on some analytical solutions for line 
source (Carslaw and Jaeger, 1959) and cylindrical 
source (Ingersoll et al., 1954). 
In the approach by Eskilson (Eskilson, 1987) the 
borehole wall temperature is calculated by making 
use of transient finite difference method; he pro-
posed dimensionless parameters, the so-called g-
functions, to describe the performance of a bore-
hole’s inhomogeneous ground. Each borehole field 
configuration is represented by the corresponding 
g-functions. For each time step the bore wall tem-
perature is calculated according to the following 
equation: 
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Eskilson’s model was implemented in the simula-
tion tools EED (Hellström and Sanner, 1994) and 
GLHEPro (Spitler, 2000), where several configura-
tions of bore fields are considered. 
These models are often not suitable to analyse the 
borehole’s short-time behaviour. For example, in his 
model Eskilson (1987) proposed to apply no varia-
tions of the heat extraction–injection rate on a time-
scale below the following limit: 
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For a borehole in typical applications this time step 
might lie between 2 and 6 hours. In many cases, this 
may not be important since the time of interest is in 
the order of months or even years. In some applica-
tions, short-time simulations of ground-coupled 
systems are needed for a more accurate model deal-
ing with small time intervals (e.g. intermittent oper-
ation). Yavuzturk and Spitler (1999) analysed this 
problem and they solved the numerical heat diffu-
sion problem in the ground by taking into account 
the heat capacity of the pipe and the grout; their nu-
merical results were expressed in terms of short-
time g-functions. This method was then improved 
by Xu and Spitler (2006) in order to decrease the cal-
culation time. In particular the borehole heat ex-
changer is modelled as one pipe with grouting ma-
terial, whose thermal properties are assumed in 
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such a way to have the same borehole thermal 
resistance making use of the multipole method 
(Bennet et al., 1987). 
Cimmino and Bernier (2013, 2014) analytically cal-
culated the g-functions using the finite line source 
method (Zeng et al., 2002). Their approach considers 
the position of the head of the borehole in the 
ground and the heat rate can be different for the 
boreholes of the field; however, as in Eskilson’s 
model, the heat rate is assumed to be constant along 
the borehole depth. 

2.2 The CaRM Approach 

The CaRM tool solves the Fourier’s equation of the 
thermal field via a numerical way using the electri-
cal analogy. The most recent version of CaRM 
(Zarrella et al., 2013a) gives a considerable improve-
ment on the first releases (De Carli et al., 2010). The 
borehole heat exchanger and ground are discretized 
with thermal nodes, and the heat balance equations 
are based on these. The new version (Zarrella et al., 
2013a) calculates the heat exchange between the 
heat-carrier fluid inside the boreholes and the sur-
rounding ground and also accounts for the axial 
heat conduction within both grout and ground. 
Convective heat transfer, temperature, and short-
long wave radiation exchange at ground surface are 
also modelled. This approach allows the analysis 
also of short-borehole heat exchangers that are gen-
erally placed where the ground temperature is 
affected by near-surface effects. The model also con-
siders the shape of the borehole field. Fig. 1 outlines 
the CaRM approach. 
The model resorts to thermal resistances and capac-
itances in order to solve the unsteady state heat 
transfer phenomenon. The ground is divided into 
three main zones: the surface, the borehole, and the 
deep zones (Fig. 1a). The adopted heat transfer 
model varies depending on the zone being consid-
ered: one-dimensional heat conduction (i.e. along 
the depth direction) is modelled in both the surface 
and deep zones, while the heat transfer is in both the 
radial and axial directions in the borehole (middle) 
zone. For each thermal node (Fig. 1b-c) of the 
domain, the heat balance equation is written. The 
CaRM tool can investigate several types of borehole 
heat exchangers: single and double U-tube, coaxial 

pipes, helical shaped pipe, and also energy piles, 
whose characteristics do not conform to the above 
g-functions application and require a specific anal-
ysis (Zarrella et al., 2017). In CaRM the building load 
profile is an input, and the tool calculates the 
ground temperatures and the inlet and outlet heat-
carrier fluid temperatures of the boreholes for each 
time step of the simulation. 

(a) (b) 

(c) 
Fig. 1 – Scheme of the modelling approach of CaRM

3. Case Study

The building used as case study is located in the city 
of Padova, in the north of Italy. It is a four-storey 
office building with a total floor area of 2,200 m2. 
Three floors are above ground and one level is 
underground (Fig. 2, top). Approximately 90 people 
work inside this building. The north and south 
facades are completely glazed (the south is a dou-
ble-skin type). The west-side wall is opaque with a 
large central window on the first two floors, while 
the top west-side floor is fully glazed. The construc-
tion was completed in 2003 and the whole building 
has been operational since 2004. A radiant and pri-
mary air HVAC system is installed: during the day-
time the air handling unit is on, whereas the ther-
mally activated radiant building system is switched 
on during the night (Currò Dossi et al., 2003). 
The heating and cooling demand of the building is 
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provided by a 4-step water to water heat pump cou-
pled to 16 borehole heat exchangers, 95 m long and 
7 m apart and arranged in an L-shape (Fig. 2, bot-
tom). The heat pump runs with refrigerant R407c 
and is used for both spaces heating and cooling; its 
capacities are 111 kW and 93 kW in cooling and 
heating, respectively. The heat pump operates with 
one temperature setpoint in heating mode, i.e. 
35 °C, and with two different setpoints in cooling 
mode, i.e. 7 °C and 17 °C in daytime and night time, 
respectively, to improve the energy efficiency when 
no air handling is required. 
The borehole heads are buried at about 1 m beneath 
the ground surface. A double U-tube heat exchanger 
was installed inside the borehole and the outside 
(inside) diameter of the pipe is 32 mm (26 mm); the 
borehole diameter is 140 mm. All the circuits (dou-
ble U-tube) inside each borehole heat exchanger are 
coupled in parallel. The heat-carrier fluid inside the 
ground heat exchangers is pure water with a total 
constant mass flow rate equal to 5.56 kg/s. 

Fig. 2 – North and West view of the building of the EnergyPlus 
model (top) and plant of the real boreholes field (bottom) 

On the building side, the total mass flow rate of 
water (i.e. the heat-carrier fluid) is equal to 6.10 kg/s. 

The fluid mass flow rates in the loops were consid-
ered constant over the simulation time. 
An equivalent ground layer was used to carry out 
the simulations: the mean weighted thermal con-
ductivity was 1.9 W/(m K) and the volumetric heat 
capacity was 2.24 MJ/(m3 K). The undisturbed 
ground temperature was assumed to be 14 °C. The 
area’s groundwater flow effect was considered neg-
ligible. 
The heating and cooling demand of the building 
was calculated by means of the EnergyPlus tool over 
eleven years. To this purpose, real weather data 
provided by the regional environmental agency 
ARPAV for the weather station of Legnaro (at about 
ten kilometers from the building) were used. 
The energy model of EnergyPlus was built dividing 
the whole building in 59 thermal zones, and for each 
of them, the geometric and thermal properties of the 
opaque walls, glazed surfaces, and solar shading 
surfaces were assigned. Then, for each zone the 
internal heat gains were set. 
Fig. 3 shows the thermal loads of the heat pump. 
The ratio between the annual heating and cooling 
energy demand ranges from 0.56 initially, to 0.4 at 
the end of the considered period. This confirms that 
the building’s annual load profile is cooling domi-
nant. 

Fig. 3 – Synthesis of building load profile derived from hourly cal-
culations 

4. Computer Simulations

The comparison between the models was carried 
out considering the real layout of the borehole field 
of the case study. Moreover, two other configu-
rations were assumed in order to make the compar-
ison more complete. In all the layouts considered, 
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the total borehole length was kept constant and the 
position of the boreholes was only modified. Table 
1 reports the three cases investigated. 
The heat pump was simulated considering the data 
provided by the manufacturer. In particular the en-
ergy efficiency was calculated at each time step ac-
cording to the following equations: 

where Tref is a fix value equal to 283.15 K. 

Table 1 – List of simulations 

Case Spacing 
(m) 

Total 
length (m) 

Case A - L shape (Real) 7 1520 

Case B - Grid 4 x 4 7 1520 

Case C - U shape 7 1520 

The comparison between the models was carried 
out in terms of the outlet temperature of the heat 
carrier fluid from the boreholes, seasonal energy 
efficiency of the heat pump, and seasonal 
electrical energy consumption.  

5. Results and Discussion

The computer simulations allow to determine sev-
eral parameters representing the behaviour of the 
building-plant system. For the purpose of this work 
the outlet temperature from the borehole heat 
exchangers and the seasonal performance of the 
heat pump (S-COP in heating and S-EER in cooling 
mode) were chosen. In Fig. 4 the monthly average 
outlet temperatures are reported for the three con-
sidered configurations of the borehole field; in par-
ticular for the L-shaped case, which is the real one, 
also the values of the temperature measured and 
recorded are shown. It can be seen that the agree-
ment is quite good over the full eleven-year period 
for all the three approaches of ground heat heat 
exchangers modelling. The actual temperature drift 
due to the unbalance between heating and cooling 
loads is well reproduced. 
In Fig. 5 the calculated values of the S-COP and 
S-EER of the heat pump are shown for the same 
eleven-year period of simulation. The simulations 
give evidence of an appreciable change in the effi-
ciency of the heat pump over the considered period. 

Cooling mode: 
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(a) 

(b) 

(c) 
Fig. 4 – Monthly average outlet temperature of the fluid from the 
boreholes for L-shape (real) (a), grid 4x4 (b) and U shape (c) con-
figurations of field 

(a) 

(b) 

(c) 

Fig. 5 – Monthly values of heat pump efficiency calculated with 
GLHEPro (a), Cimmino (b) and CaRM (c) for the three configura-
tions of field 
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6. Conclusions 

Having ascertained that the predefined default g-
functions included in the EnergyPlus original pack-
age are not suitable to handle the multiplicity of 
possible cases, a specific method to determine such 
functions should be adopted to perform a reliable 
simulation. In this paper two calculation methods of 
g-functions have been applied to a significant case 
study of a real office building showing a multi-year 
ground temperature drift. These two methods result 
in more than reasonable agreement, and are in 
agreement with the long term monitoring of the 
building as well. Moreover a third method, CaRM, 
based on the numerical time dependent solution of 
Fourier’s equation applied to the ground field, has 
been applied, starting from the same heating and 
cooling loads calculated by EnergyPlus; also this 
method shows consistency with the measured val-
ues of the ground leaving water temperature. It has 
to be pointed out that the CaRM tool, being based 
on the mere actual representation of the borehole 
field, does not exhibit any limits of applicability, as 
the other methods do due to their preliminary and 
boundary assumptions. The only penalty is the need 
to break into two parts the process of simulation. 
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Nomenclature 

Symbols 
Tborehole Average borehole temperature (°C) 
Tg Undisturbed ground temperature (°C) 
q Step heat rejection pulse (W/m) 
rb Borehole radius (m) 
τ Time (s) 

τs=H2/(9αg) Time scale (s) 
αg Ground diffusivity (m2/s) 
H Borehole length (m) 
λ Ground thermal conductivity 

(W/(mK)) 
Q Heat pump capacity (W) 
Power Heat pump electric power (W) 
V Volumetric flow rate (m3/s) 
TL,in Load side inlet temperature (K) 
TS,in Source side inlet temperature (K) 

  
S-COP Seasonal Coefficient Of Performance 
S-EER Seasonal Energy Efficiency Ratio 

Subscripts/Superscripts 

i Index of a time step 
n Number of time steps 
ref Reference conditions 
c Cooling value 
h Heating value 
S Source side 
L Load side 
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Abstract 
Recent developments in building planning and delivery 

processes point to an increased deployment of BIM (Build-

ing Information Modelling) and corresponding tools in the 

AEC (Architecture-Engineering-Construction) domain. 

BIM is understood as the digital representation of the 

physical and functional characteristics of a facility that can 

offer a reliable informational basis for decision-making 

throughout a building’s life cycle in different domains. 

Given this context, the present contribution addresses data 

transfer from commonly used BIM-software environments 

and a specialized simulation tool for thermal bridge anal-

ysis in view of heat flow, surface temperatures, condensa-

tion, and mould growth risk. Interestingly, much of the 

input data required for such in-depth assessments is 

already available in basic design models. However, there 

is a paucity of related fully functional data transfer solu-

tions. This paper documents and evaluates data transfer 

issues based on sample building details. The objective is 

thereby to support software developers toward a better 

integration of state-of-the-art assessment methods in 

building design. 

1. Introduction

The AEC domain is generally considered to be slow 
in technological advances. However, in recent years 
different concepts utilizing the ubiquitous availabil-
ity of computational power, software tools and the 
World Wide Web pervaded this branch of economy. 
The term Building Information Modelling (BIM) 
was promoted as a key concept for the current and 
future planning practice. A commonly used 
description of BIM is: “Building Information 
Modelling (BIM) is a digital representation of 
physical and functional characteristics of a facility. 

A BIM is a shared knowledge resource for infor-
mation about a facility forming a reliable basis for 
decisions during its life cycle; defined as existing 
from earliest conception to demolition. A basic 
premise of BIM is collaboration by different stake-
holders at different phases of the life cycle of a 
facility to insert, extract, update or modify infor-
mation in the BIM to support and reflect the roles of 
that stakeholder” (NIBS, 2012). 
Another trend in recent building planning is the 
increased use of state-of-the-art numeric simulation 
tools. These tools – if well understood by the user – 
offer a very fast and rather inexpensive possibility 
to explore in-depth different performance aspects of 
yet-to-be-built buildings, such as structural stabil-
ity, energy use, and thermal performance of build-
ing components. Such tools allow new approaches 
in building construction, which can be extensively 
tested prior to realization. Moreover, typical uncer-
tainties and issues regarding different aspects of 
building performance can be clarified to a certain 
extent or even solved with such tools. 
One of the premises of Building Information Mod-
elling is the reduction of redundancies regarding 
building-related data, and a high degree of compat-
ibility with specialized stakeholder’s tools. How-
ever, the current practice does not fully follow this 
premise: Many specialists generate their own build-
ing models, although a common building represen-
tation created by building planners is available. 
Borrmann et al. (2015) attribute this practice to the 
fact that the data exchange is currently not working 
satisfactorily, due to the high complexity of com-
monly used BIM-formats such as IFC (industry 
foundation classes, buildingsmart 2016). Moreover, 
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they state that the programmers of specialized soft-
ware tools often struggle with the high variety of 
how buildings and building components can be de-
scribed within IFC files of third parties. To ensure 
compatibility with all possibilities of data represen-
tation would generate an implementation effort that 
is too large for most producers. A possible relief for 
this situation is described by Beetz et al. (2015): In 
the future, the concept of the so called Model View 
Definitions (MVDs) will offer exact definitions and 
rules for an easy representation of buildings and 
building parts. 
Only few publications address the data transfer 
between BIM environments and thermal bridge 
simulation tools. Narowski et al. (2011) discuss the 
modelling of conduction transfer functions for typi-
cal thermal bridges that were identified out of BIM 
data. They provide a list of correction factors based 
on thermal bridge simulations that can be used to 
modify the 1-dimensional heat transfer coefficients 
usually derived from whole building simulations 
(which can be performed based on BIM-models). 
Ingelaere (2016) gave a talk in the framework of the 
Qualicheck initiative (Qualicheck, n.d.) about the 
impact of BIM on energy performance calculations, 
and stated “detailed calculations (thermal bridges, 
…) require a lot of input data and extra calculation 
tools.” In contrast, recent developments in one of 
the leading BIM environments, ArchiCad 
(Graphisoft, 2016), include the integration of a pro-
prietary building performance simulation environ-
ment. This encompasses a (simplified) thermal 
bridge simulation tool for 2D thermal bridges. This 
feature was highly appreciated by the user commu-
nity of ArchiCad (graphisoftus, n.d.). A downside of 
the feature is the limitation to 2D-bridges. Moreo-
ver, it is controversially discussed, if the full integra-
tion of a thermal bridge simulation module within 
an existing drafting/modelling tool can be consid-
ered as “BIM” following the definition of NIBS. 
Borrmann et al. (2015) define such an environment 
as “closed BIM”. If used only by a single stakeholder 
(e.g. the planner), they name it “little closed BIM”. 
On the contrary, the transfer of data between differ-
ent software tools (of different producers) is defined 
as “little” or “big open BIM” (Fig. 1). 

Fig. 1 – BIM classification, based on Borrmann et al. (2015) 

2. Objective

In this contribution, we document and analyse the 
current data transfer possibilities between (architec-
tural) BIM tools and a specialised building perfor-
mance tool addressing the numeric simulation of 
thermal bridges. The majority of the required input 
data for numeric thermal bridge simulation should 
be included in a BIM representation of a building. 
Therefore, it can be considered interesting, which 
part of the data transfer between these environ-
ments works properly, and which aspects require 
improvement. Case studies as the one described 
might offer valuable insights for future develop-
ment of the appropriate interfaces between such 
tools. Another objective of this paper is to suggest 
potential improvements regarding the data transfer 
between the mentioned environments, which, from 
a user’s point of view, seem to be feasible in realiza-
tion.  
This research paper is based on a master thesis ad-
dressing the topic of interoperability between BIM 
and building performance tools (Bucevac, 2016). 
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3. Methodology

3.1 Used Software Environments 

3.1.1 BIM environments 

Autodesk Revit 
Revit has been developed since 1997 and was inte-
grated in Autodesk’s product portfolio in 2002. As a 
third party tool, it was not derived from Autodesk’s 
key product AutoCad, but rather a stand-alone 
development. One key feature determined the 
name: Revit is the abbreviation of Revise instantly, 
and refers to the capability of the tool to instantly 
update any plan, section, and view after any change. 
All building components in Revit are processed as 
3D representations, and organized in so called fam-
ilies. A family represents a group of elements with 
a common set of properties. Revit features so-called 
System families (categories of objects) that include 
the basic building elements such as walls, floors, 
ceilings, and other building constituents. Note that 
in such a family/category all layered components of 
such a building assembly are stored (as subcatego-
ries). For a wall, for instance, these subcategories 
could refer to the finishing layers on both sides, the 
thermal insulation, etc. 
Moreover, additional so-called component families 
can be imported to a project from external sources. 
The basic idea behind this concept was that System 
families resemble generic building elements, while 
component families are customized families, origi-
nating from producers or system specialists. Within 
Revit, a wide range of properties of the different 
building components can be set or taken from a 
library, including basic properties important for 
performance assessments. These properties include 
(amongst others) thermal conductivity, specific 
heat, density, emissivity, permeability, porosity, re-
flectivity, and electrical resistivity. Fig. 2 illustrates 
the “thermal properties” dialogue available for 
building materials in Revit. 

Graphisoft ArchiCad 
ArchiCad is considered the first commercial BIM 
environment, as the use of “building objects” and 
“virtual building” was already integrated in its first 
launch in 1987. ArchiCad models are constituted of 
data-enhanced parametric objects, often referred to 

as “smart objects”. Similar to Revit, the attachment 
of certain properties is possible, both via manual 
input, and data from an integrated library. Fig. 3 
illustrates the material editor in ArchiCad (for a spe-
cific material). 

Numeric thermal bridge simulation 
The tool used within this study was Antherm 8. 
Antherm is a software environment focusing on 
conductive heat and mass transfer within building 
components and utilizes a finite point method for 
the assessment of heat flows. It can be used to 
evaluate two- and three-dimensional thermal 
bridges, and it features a graphical user interface, 
drafting possibilities, and different reporting and 
visualization possibilities for temperature 
distributions in and on building assembly surfaces 
as well as for condensation and mold growth risk. 
The tool is under constant development. Recent 
developments were described in Kornicki et al. 
(2012) and Pont et al. (2016). 
To perform basic thermal bridge evaluations, 
Antherm requires both geometric and semantic 
information. Geometric information includes 
dimensions and adjacency situations of different 
building components (represented as “material 
boxes” in Antherm), as well as adjacent spaces (rep-
resented as “space boxes” in Antherm). Semantic in-
formation includes the building material properties 
(conductivity λ, specific heat capacity c, diffusion 
resistance µ, and density ρ), as well as the tempera-
ture and relative humidity of the adjacent spaces. 

Fig. 2 – Thermal properties dialogue for building materials in Revit 
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Fig. 3 – Material editor in ArchiCad 

Table 1 – Import and export capabilities of Revit, ArchiCad, and 
Antherm 
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3.2 Principal Data Transfer Capabilities 
in the Software Tools 

Basically, all described tools feature a range of 
accepted file formats for import and export. The 
BIM applications offer “native” BIM formats 
(gbXML, gbXML 2016; ifc, buildingsmart 2016), but 
they can also generate commonly used CAD for-
mats (dwg, dxf). Antherm offers import capabilities 
for different typical file formats of other thermal 
bridge assessment environments (waebru, heat2, 
heat3, kobra86), and additionally for dxf files and 
xml files. Due to the finite-point-based simulation 
kernel of Antherm, which generates a rectangular 
grid, dxf files are required to fulfill certain conven-
tions: All imported geometry needs to be consti-
tuted from axis-parallel lines. Moreover, only 2D 
drawings will be accepted for import, and compo-
nents have to be constituted by closed polylines 
(other elements will be neglected in import). Table 1 

illustrates the different file formats that can be im-
ported and exported from the different tools used in 
this study. 
The dxf format is the only file format integrated as 
file interchange interface in all involved tools. The 
dxf-format (drawing interchange format) was 
developed by Autodesk, and due to its simple struc-
ture and clear documentation, is considered the 
industry standard for CAD-drawing interchange 
(Autodesk n.d.). However, as dxf is a pure drawing 
interchange format, no additional information (e.g., 
semantic data) can be attached to the geometric data 
inside the file. 
Both Revit and ArchiCad offer the gbXML format as 
export possibility. This is an extended markup 
schema for (green) buildings. Antherm accepts XML 
as import file format. Therefore, a potential data 
transfer track, including both geometry and seman-
tic data could be based on XML or gbXML struc-
tured information. 

3.3 Case Study Building Assembly 
Joints 

A set of typical construction details was chosen to 
extensively experiment with the data transfer possi-
bilities and to discover strengths and weaknesses of 
different approaches. All of these details were cre-
ated based on the specifications given in relevant 
standards (cut planes based on DIN 2008, thermal 
properties based on ASI 2013). A full description of 
all details including simulation results can be found 
in Bucevac (2016). To document the different trans-
fer processes in this contribution we chose the con-
struction joint of an insulated external wall with a 
concrete slab. Fig. 4 illustrates this construction 
detail and its constituent properties.  
All details were drafted both in Revit and ArchiCad. 
Thereby, in both tools the option of setting hierar-
chies between different constitutive elements was 
utilized to generate full 3D-representations of cor-
rect building constructions. As far as possible, the 
thermal properties were also set in the environ-
ments (both BIM environments do not feature prop-
erty settings to determine the diffusion resistance of 
components). 
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Fig. 4 – Wall/Slab detail and its thermal properties 

4. Data Transfer Documentation

4.1 Data Transfer via Drawing 
Interchange Format (dxf) 

In both BIM environments, it is required to define 
the export settings in an appropriate fashion. This is 
necessary to apply the conversion of elements and 
parameters into pieces of geometrical information 
that can be stored in dxf. The export settings, once 
established, can be stored in a “translator” file and 
repetitively applied to different models and details. 
In Revit, in a first step, a section (cut) plane needs 
to be defined. Afterwards the categories and subcat-
egories of elements are mapped to a layer name and 
color for the dxf. Fig. 5 illustrates this translation 
principle in Revit. A split of parts of a family or sub-
category to different layers seems not to be possible 
in recent versions of Revit. In terms of further work-
flow for the export to the thermal bridge simulation, 
this can be considered a problem. Moreover, a Revit 
engineered dxf file does not comply with the 
requirements for dxf import as described in section 
3.2 (the exported dxf file does not contain building 
components in the required closed polylines form). 
To be able to use the generated dxf file for Antherm, 
manual postprocessing via a CAD-environment 
such as AutoCad (Autodesk, n.d.) is required. Fig. 6 
illustrates the adjustment process in AutoCad 
(deleting unnecessary lines and hatches, conversion 
of boundaries to closed polylines). 

Fig. 5 – Translation process in Revit (categories and subcategories 
to dsf layers) 

Fig. 6 – Postprocessing of a Revit-generated dxf File in AutoCad 

In ArchiCad a section (cut) plane has to be defined, 
similar to the Revit case. The generation of “Detail” 
views, considering the required dimensions and 
scale of such sections tailored for thermal bridge 
simulation assessment, can be performed with ease. 
Moreover, in its current version Archicad features 
an elaborated import/export settings wizard, which 
allows customizing the properties of the exported 
files. However, similar as in Revit, it is not possible 
to automatically generate a dxf comprising closed 
polylines as required for Antherm. While Revit 
requires the detour via a CAD environment, it is 
possible to manually modify the detail drawing in 
ArchiCad, so that an exported dxf is already com-
pliant for import in Antherm. 
Regarding the import in the Antherm environment, 
it is possible to instruct the tool to distinguish 
between different materials based on Layer name, 
on Line color, or on Line type, allowing a wide 
range of different drafting styles being successfully 
transferred to Antherm. A certain amount of post 
processing in Antherm – no matter how good or bad 
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a dxf file is prepared – will be required. This is due 
to the fact that – as already mentioned – the dxf file 
cannot transport semantic information, such as the 
thermal building material properties. Therefore, 
these properties require a manual data entry, even 
if they were set correctly in the BIM environments. 
Moreover, the setup of space cells (adjunct bound-
ary conditions for the thermal bridge simulation) 
needs to be performed, as this is not foreseen in any 
of the BIM environments.  
Given the requirement for manual post processing 
in Antherm, it seems feasible – out of practical rea-
sons – to generate layers based on the different ma-
terials in the imported dxf files. Moreover, if layers 
are named with appropriate and clear names, the 
later assignment of thermal properties (manual or 
from the material database integrated in AnTherm) 
can be facilitated. 
Fig. 7 summarizes the data transfer via the dxf for-
mat from Revit and ArchiCad to Antherm. 

Fig. 7 – Illustration of the principal data transfer process from BIM 
environments to the thermal bridge simulation via dxf format (trian-
gles indicate required pre-/post-processing steps) 

Fig. 8 – Example of xml-files generated by Revit and Antherm (con-
crete element) 

4.2 Data Transfer via (gb)XML 

Due to the fact that the common extended markup 
language schemes are supported both by the BIM 
environments and the used thermal bridge simula-
tion tool, a data transfer via XML seems to be a via-
ble solution at first sight. Indeed, the XML-file struc-
ture that can be read (and written) by Antherm 
encompasses a major portion of the gbXML file 
structure that can be read (and written) by the BIM 
environments (Fig. 8). However, a seamless data 
transfer from one XML structure to the other with-
out a major effort in later postprocessing of the data 
is currently not possible. Third party mapping tools, 
such as Altova MapForce (Altova, 2016), might offer 
the possibility to map data from one scheme to 
another. However, some fundamental differences in 
the way data is stored would persist, such as the 
geometric definition of elements in one case (Revit 
gbXML) as extrusion width from a base plane, and 
in the other case (Antherm) as Cartesian coordi-
nates. While technically a full data transfer from one 
scheme to another seems to be possible, the effort 
required is barely feasible. Moreover, this task can 
hardly be requested by the stakeholders involved in 
the building delivery process, as this would require 
the skills and knowledge of a software engineer 
(especially if data transfer routines are to be used 
generically). 

5. A Potential Improvement for the dxf
Data Transfer Approach

Both presented data transfer tracks show issues 
from a user perspective: The XML-approach in its 
current state does not allow a comprehensive data 
transfer. Therefore this approach cannot be used – 
until improved by the software engineers of either 
side of the transfer. Whereas the dxf-approach does 
show a set of weaknesses (the generation of dxf files 
requires cumbersome intermediate processing, no 
possibility to transfer semantic data), it can at least 
be utilized to transfer geometry information to 
Antherm. As the generation of building models is 
known to require the major portion of time in build-
ing performance simulation (Mahdavi and El-
Bellahy, 2005), this can still be considered superior 
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to manual (re)drafting of existing geometry in the 
simulation environment in terms of time and effort. 
However, the existence and utilization of databases 
with thermal material properties would allow a sim-
ple, but effective, “workaround” solution for the 
issue that dxf files cannot transport semantic data. 
This approach would only require little program-
ming effort, and could reduce the post-processing 
time significantly. If both the BIM-environment 
(Revit or ArchiCad) and Antherm access the same 
material catalogues, the unique identifiers of the 
data lines within these catalogues could be utilized 
as part of the layer names in the dxf-format used for 
data transfer. Based on the unique ID of the mate-
rial, the corresponding library entry could be 
searched within Antherm, and automatically assign 
found properties to all components on this layer. 
For instance, in ArchiCad and Antherm the material 
catalogue of the Austrian Standard 8110-7 (ASI, 
2013) is integrated (amongst a large number of ven-
dor provided catalogues). Therefore, such an im-
provement would only require a slight adaptation 
of the already existing “search and assign material” 
option within Antherm. 
Even without the use of unique IDs of a database, 
e.g., if generic materials are used, the sketched
approach could be beneficial. A regular search and 
find utility could suggest – assuming the corre-
sponding layer in the dxf file is named appropri-
ately – materials matching this name from the cata-
logue to the user, who then simply selects one of the 
data entries. In this way the time for the semantic 
enrichment of the model can be shortened. Fig. 9 
illustrates this improvement suggestion. 

Fig. 9 – Scheme of improved data transfer via dxf format, including 
data retrieval via Unique ID from a shared database 

6. Conclusion

The present contribution has shed some light on the 
current possibilities of data transfer between com-
monly used BIM environments and a state-of-the-
art numeric bridge simulation tool. It was illustrated 
that the current data transfer procedures are far 
from satisfactory. Although the majority of data is 
already stored in the BIM environments, the data 
transfer to the simulation tool allows only the trans-
fer of the geometry information in a reasonable 
form. Even for this transfer - to be successfully com-
pleted - a number of cumbersome pre- and post-pro-
cessing steps are required. We illustrated a straight-
forward improvement suggestion, which could help 
to overcome some of the obstacles in data transfer to 
the thermal bridge simulation environment. Inter-
estingly, the transfer between BIM environments 
and other building performance assessment tools, 
such as overall building performance simulation 
seem to work more conveniently than the transfer to 
thermal bridge simulation tools. 
Future research and development efforts in the 
improvement of data transfer should encompass a 
fundamental model view definition (MVD) for the 
data transfer, which facilitates the implementation 
of data exchange routines for software engineers on 
the source (BIM tools) and target side (numeric ther-
mal bridge simulation). Furthermore, the routines 
presented in this research contribution were 
checked on a generic base (other BIM-environments, 
other tools addressing thermal bridge issues). More-
over, as some important pieces of information can 
currently not be defined in the existing BIM envi-
ronments (e.g. vapour diffusion resistances), respec-
tive integration in the workflow should be put on to 
the development agenda. 
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Abstract 
The consideration of thermal bridges in building enve-

lopes has gained importance in recent years. This is due to 

their potential impact on the overall thermal building per-

formance of highly insulated buildings. Moreover, energy-

efficient buildings tend to be more sensitive to problems 

associated with thermal bridges, such as surface conden-

sation, mould growth, and thermal comfort issues. There-

fore, planners must minimize the negative impact of ther-

mal bridges. Although user-friendly thermal bridge simu-

lation tools are available, they are not yet widely used in 

practice. Instead, planners often rely on generic details 

from the building construction literature. The thermal per-

formance of such details often remains unknown given the 

wide range of possible building materials (and their 

thermal properties). In this contribution, we present the 

results of a thermal bridge simulation of a set of such 

standard details. Thereby, we assessed vertical sections 

through typical constructions via 2D thermal bridge sim-

ulation, as well as 3D corner situations constituted by such 

2D sections. The aim was to address two research 

questions: i. How do typical details perform, given the 

large range of thermal properties of applied materials? ii. 

How does the performance of the 3D-thermal bridges 

compare to their constituent 2D-details, and is it possible 

to use 2D results to approximate the results of 3D thermal 

bridges? 

1. Introduction

The quality of building envelope has a significant 
impact on buildings' energy use, indoor conditions 
and hygiene, and overall durability. Overall build-
ing assessment routines regularly utilize a simpli-
fied, one-dimensional approach for the assessment 
of heat and mass flow through building envelope 
components such as EN ISO 6946 (ISO, 2007). In 
recent years, as a consequence of more stringent 
building regulations, the relative importance of 

thermal bridges within highly insulated envelopes 
has increased. The behaviour of thermal bridges 
regarding heat and mass flow cannot be captured 
via simplified (1D) models. Thermal bridges can 
increase heat losses and reduce indoor surface tem-
peratures. They can cause surface condensation, 
mould growth, water-induced degradation of build-
ing components. In the past decades, detailed 
numeric evaluation methods (Heindl et al., 1987; 
Heindl et al., n.d.; Mahdavi et al., 1992) and power-
ful computational assessment tools have been 
developed (Kornicki et al., 2012; Pont et al., 2016; 
Antherm, 2016). However, even with such tools, 
planners face a number of challenges, such as the 
lack of input data, handling problems with the 
model and simulation setup conventions (Ward and 
Sanders, 2007), and – more generally – lack of time, 
knowledge, and financial resources. In this context, 
we address two research questions: i. How well do 
typical details perform, given the large range of 
thermal properties of applied materials? ii. How 
does the performance of the 3D thermal bridges 
compare to their constituent 2D details? Is it possi-
ble to use 2D results to approximate the behaviour 
of 3D thermal bridges? To address these questions, 
we obtained a number of 2D construction details 
(vertical sections through building assemblies) from 
the pertinent literature and assessed those using a 
numeric simulation tool. Thereby, we varied the 
input data (thermal conductivity) based on material 
property catalogues to answer the first question. 
Subsequently, we converted the 2D details to 3D de-
tails, repeated the simulation, and compared the 2D 
and 3D results. 
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2. Methodology 

2.1 Material Properties, Boundary Condi-
tions and Scenarios 

The basic assessment of thermal bridges (steady 
state boundary conditions, focus on heat flow and 
temperature distribution) requires at least the ther-
mal conductivity (λ) of the materials and conditions 
of the adjacent spaces (surface resistance values, 
room temperatures). In the building planning pro-
cess, performance specialists are required to make 
assumptions regarding the physical properties of 
the used materials. Normative documents, such as 
the ÖNORM B 8110-7 (ASI, 2013), include design 
values, which are intended for use in different per-
formance-related inquiries, when detailed values 
are not available. However, the standard offers a 
multitude of generic materials and does not include 
a guideline as to which values should be used in 
which type of assessment. Thus, this decision needs 
to be made by the planners, and leaves a wide range 
of values open. 
A number of simulation scenarios were defined as 
per Table 1. Regarding boundary conditions, we 
assume temperatures of -10 °C (outdoor), 20 °C 
(conditioned indoor spaces), and 5 °C (unheated 
indoor spaces). Surface heat transfer resistance val-
ues are set to 0.04 m².K.W-1 (outdoor) and 
0.25 m².K.W-1 (indoor) (DIN, 2012). Table 2 provides 
an overview of standard-based minimum, 
maximum, and average λ values for different types 
of materials (such as insulation, concrete, bricks, 
etc.).  

Table 1 – Simulation scenarios 

Scenario Description 

S1 All conductivities set to minimum 

S2 All conductivities set to maximum 

S3 All conductivities set to average 

S4 As S3, but insulation materials set to min.   

S5 As S2, but insulation materials set to min.   

 
The construction joints are assessed as 2D thermal 
bridges. To generate 3D details we follow two 

approaches: For a number of details, we generate 
corner details based on the 2D sections (Details A to 
D, see section 2.2 below). Thereby, the sections are 
revolved by 90 degrees (Fig. 1). The other approach 
is a “layered” approach. Thereby, successive 2D 
sections with respective dimensions on the z-coor-
dinate are layered together resulting in the 3D rep-
resentation of the construction (Fig. 2). All scenarios 
are applied to both 2D and 3D details. 

Table 2 – Conductivity values, as stated in ÖNORM B 8110-7 for 
different building materials 
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1  Flexible insulation 0.031 0.066 0.049 

2  Rigid insulation 0.031 0.066 0.049 

3  Concrete (reinforced) 2.300 2.500 2.400 

4  Masonry (<30 cm) 0.230 0.577 0.404 

5  Masonry (≥30 cm) 0.089 0.130 0.110 

6  
Insulated wall ele-
ment 

0,230 0,577 0,404 

7  Plaster (inside) 0.180 0.570 0.375 

8  Plaster (outside) 0.120 1.050 0.585 

9  Screed 0.470 1.580 1.025 

10  Foil 0.130 0.400 0.265 

11  Water proofing 0.130 0.400 0.265 

12  Perimeter protection 0.100 0.500 0.300 

13  Soil / gravel 1.500 2.000 1.750 

14 
Natural stone 
element 

0.120 6.000 3.060 

15  Glass 1.000 1.000 1.000 

16 (Stainless) Steel 30.000 50.000 40.000 

17 Timber 0.110 0.240 0.175 

18 Vacuum 0.00001 0.00001 0.00001 
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Fig. 1 – Conversion from 2D model to (revolved) 3D corner detail 
model

Fig. 2 – Conversion from 2D model to layered 3D detail model 

2.2 Assessed Building Construction 
Joints 

Five construction joints were selected for this study, 
based on Beinhauer (2003), Antherm (2016), 
Baubook (2016), and previous research work related 
to vacuum glass (Proskurnina et al., 2016). These 
details are: 
- A: Connection of a slab and an external wall over 

a soil-adjacent basement (Fig. 3). 
- B: Connection of a slab in an external wall 

between two conditioned floors (Fig. 4). 
- C: Connection of a flat roof and an external wall 

(surrounding an Attica) (Fig. 5). 
- D: Lower corner of a bay construction (Fig. 6). 
- E: Vacuum glass, between two adiabatic bound-

ary planes (E1 without pillars, E2 with pillars; 
Fig 7.) 

The hatch patterns in the Figures indicate the mate-
rial assumed for the specific components in Details 
A to D (see Table 2). 

Fig. 3 – Detail A, Section 1:25 

Fig. 4 – Detail B, Section 1:25 

Fig. 5 – Detail C, Section 1:25 
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Fig. 6 – Detail D, Section 1:25 

Fig. 7 – Scheme and sections (Detail E1 and E2) 

Note that simulation models are distinguished via 
abbreviations. For instance, A_2D_S1 denotes the 
2D simulation model for detail A and scenario S1. 
Simulation Settings and Indicators 
The applied numeric simulation tool used was 
Antherm 8 (Antherm, 2016). The d geometry was 
drafted in a CAD tool (Draftsight, 2016) and 
exported to Antherm. The level of detail for the 
calculation in Antherm was set to 2 mm minimum 
cell size for Details A-D, and to 0.02 mm minimum 
cell size for Detail E.  
The following indicators were selected for assess-
ment purposes: 
Temperature and saturation relative humidity of 
the coldest point of the internal surface. 
Temperature factor𝒇𝒇𝑹𝑹𝑹𝑹𝑹𝑹 (Equation 1), that is the 
temperature difference between the lowest indoor 
surface temperature (𝜃𝜃𝑠𝑠𝑠𝑠) and outdoor temperature 
(𝜃𝜃𝑒𝑒) divided by the indoor (𝜃𝜃𝑠𝑠) outdoor temperature 
difference.  
𝑓𝑓𝑅𝑅𝑠𝑠𝑠𝑠 = 𝜃𝜃𝑠𝑠𝑠𝑠−𝜃𝜃𝑒𝑒

𝜃𝜃𝑠𝑠−𝜃𝜃𝑒𝑒
 [−]    (1)

Standards (DIN, 2014) state values for 𝑓𝑓𝑅𝑅𝑠𝑠𝑠𝑠 equal or 
lower to 0.57 (surface condensation), 0.70 (mould 
growth) and 0.88 (corrosion of metallic surfaces) as 
critical. 
Heat Flow 𝑸𝑸 denotes heat transfer from an indoor 
(warmer) space to outdoor environment. 
Thermal coupling coefficient L2D / L3D (Equation 2 
and 3). This is the quotient of the total heat flow 
𝑄𝑄 from the internal to the external environment of a 
detail and the temperature difference between 
inside and outside. 
𝐿𝐿2𝐷𝐷 = 𝑄𝑄

𝜃𝜃𝑠𝑠−𝜃𝜃𝑒𝑒
[𝑊𝑊.𝑚𝑚−1.𝐾𝐾−1] (2D-models) (2) 

𝐿𝐿3𝐷𝐷 = 𝑄𝑄
𝜃𝜃𝑠𝑠−𝜃𝜃𝑒𝑒

[𝑊𝑊.𝐾𝐾−1] (3D-models) (3) 
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Fig. 8 – Results overview (surface temperatures and fRsi values). Calculations are coded as {Detail_2D/3D-Simulation_Scenario} 
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3. Results and Discussion

3.1 Impact of Different Conductivity 
Assumptions 

Fig. 8 illustrates the minimum and maximum 
surface temperatures for all scenarios, together with 
the fRsi values. In general, a significant impact due to 
different material assumptions can be seen for 
details A-D, but not for detail E, whose composition 
did not involve variation in conductivity 
assumptions. For Detail A-D, S1 shows the best 
results (high surface temperatures, high fRsi value, 
and low heat flow), whereas S2 shows the poorest 
results. In case of 2D simulation, the S2 temperature 
results are between 1.77 (detail B) and 4.43 K (detail 
D) lower than the S1 results. In 3D simulations for
details A-D, the temperature difference ranges from 
2.28 (detail C) to 3.88 K. 
Regarding the fRsi values, S2 scenarios show in 2D 
evaluation values that are between 7 (detail C) and 
25 % (detail D) lower than S1 scenarios. This devia-
tion amounts to relative differences between 10 (de-
tail C) and 31 % (detail D) in 3D evaluation. Note 
that some of the details fulfill certain standard-
based requirements (such as the limit for surface 
condensation), if executed with highly insulating 
materials, but fail otherwise. For instance, detail A 
features an fRsi value higher than 0.71 (mold growth 
criteria) in 3D simulation in scenario S1, but fails in 
scenario S2 (fRsi of 0.61).  
Fig. 9 shows surface temperature distributions in 
A_3D_S1 and A_3D_S2. 

Fig. 9 – Surface temperature distribution: A_3D_S1 (left) and 
A_3D_S2 (right) 

From the viewpoint of thermal transmittance, the 
heat flow rates in S2 scenarios are 158–232 % (2D 
simulation), respectively 150–230 % (3D simulation) 

higher than in S1. Results of S3, S4, and S5 fall be-
tween S1 and S2. 

3.2 Comparison Between 2D and 3D 
Assessment 

Fig. 8 contrasts the results of 2D and 3D simulations 
against each other. The results for details A to D 
show a significant impact of the corner situation, 
resulting in colder surface temperatures and 
reduced fRsi values in the 3D-simulation. The 
temperature differences 2D and 3D simulation for 
these details range from 2.74 (detail B, Scenario 5) to 
5.58 K (detail D, Scenario 1).  
The 2D simulations of E1 (no pillars) and E2 (section 
with pillars) show significant differences, but do not 
allow to predict the overall result of the element. 
The 3D-simulation (see Fig. 10), which considers the 
small z-dimension of the pillars, shows a result 
closer to E1. The lowest surface temperature is close 
to 1 K lower than in the E1 simulation, but more 
than 14 K larger than in the E2 simulation. 

Fig. 10 – Surface temperatures for detail E (3D simulation) 

Temperature 
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4. Conclusion and Future Research 

We numerically analysed a number of thermal 
bridges to answer two research question, namely 
the impact of the thermal property assumptions on 
the performance of the details, and the potential of 
2D simulation for the estimation of 3D details' 
behaviour. 
Regarding material properties assumptions, the 
results suggest that: 
- Material properties can have a significant impact 

on the simulated thermal performance of the 
detail. 

- Construction details such as A-D, which can be 
found in the building construction literature, do 
not necessarily perform well, if the underlying 
material qualities are not sufficiently high. 
Numeric thermal bridge simulation can facilitate 
the definition of minimum material properties 
requirements for product selection. 

Regarding the utility of 2D simulation to infer the 
behaviour of 3D details, the results suggest that: 
- 2D simulation of 3D thermal bridges needs to be 

assessed carefully, given potentially large differ-
ences between 2D and 3D results. In critical 
cases, 3D simulation should be understood as a 
necessary requirement. 

- Needless to say, differences between 2D and 3D 
results depend on the nature of the details. In the 
present study, 3D thermal bridge simulations 
yielded, for the same boundary conditions, sur-
face temperatures up to 6 K below those in 2D 
analysis. Such differences need to be considered, 
given the increased condensation and mould 
growth risk due to lower surface temperatures, 
even at rather low indoor relative humidity. 

Future research efforts shall address a broader set of 
construction instances. Moreover, assumptions 
regarding the surface resistance values in corner sit-
uations (3D thermal bridges) should be further scru-
tinised. 
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Abstract 
Classrooms acoustics can affect students´ speech intelligi-

bility and learning performance depending on its back-

ground noise level and/or reverberation. Speech intelligi-

bility is usually assessed in real classrooms through a sub-

jective approach, by performing speech intelligibility tests, 

or through an objective approach, by evaluating speech 

transmission index (STI) from impulse response, speech 

and noise level measurements. An acoustic simulation 

technique makes it possible to assess acoustical conditions 

for speech reception in virtual environments, thus allow-

ing for predicting intelligibility before a classroom is built 

or renovated. However, in order to obtain reliable results, 

the simulation model needs to be calibrated and validated 

with in-situ measurements.  

The aim of this work is to compare tests performed in-situ 

on a group of people, with tests performed on the same 

people by reproducing the auralized test signal through 

headphones, in terms of intelligibility scores (IS), response 

times (RT), listening efficiency values (DE) and related STI 

values. Simulations have been carried out using the room 

acoustic software Odeon version 14.01. The investigation 

focused on a university classroom, which is part of the 

Classroom Spaces Living Lab of the Free University of 

Bozen-Bolzano, currently equipped with devices for 

monitoring energy and indoor comfort conditions, as well 

as detailed external weather conditions. By exploiting the 

bilingual context in South Tyrol, Diagnostic Rhyme Tests 

(DRT) in the Italian language were administered to both 

Italian and German native speaker students, the latter 

with an Italian level at least equal to B2, according to the 

common European framework of reference for languages. 

In this way, speech reception performance of the two 

groups has been investigated and compared. 

1. Introduction

The effect of adverse acoustical conditions in learn-
ing environments has been widely investigated in 
literature and turned out to be detrimental for stu-
dents´ performance (Shield and Dockrell, 2003; 
Klatte et al., 2010). 
Excessive reverberation and/or background noise 
lead to poor speech intelligibility, and affect nega-
tively students’ listening, learning and behaviour. 
Acoustical comfort in classrooms can be achieved 
when both teacher´s speech results highly intelligi-
ble and students’ effort is minimized. 
Speech intelligibility can be estimated in real class-
rooms through an objective approach, by evaluating 
the speech transmission index (STI) from measure-
ments of impulse response, and speech and noise 
level (IEC, 2011), or through a subjective approach, 
by performing on people speech intelligibility tests 
based on sentences, isolated words or non-sense 
items. 
In this latter case, the speech recognition accuracy is 
measured by the percentage of correctly understood 
items, defined as intelligibility score (IS). Beside IS, 
the effort paid by the listener in the recognition of 
the speech material needs to be considered, which 
can be tracked by the time required to the partici-
pant to give a response, defined as response time 
(RT). Intelligibility scores and response time have 
thus been combined into a joint metric called listen-
ing efficiency (DE), which describes both accuracy 
and effort put in the speech recognition process 
(Prodi et al., 2010). 
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Besides objective or subjective in-situ evaluations, 
the acoustic simulation technique makes it possible 
to assess acoustical conditions for speech reception 
in virtual environments, even before a classroom is 
built or renovated. Through computer simulation, 
subjective speech reception performance can be 
assessed by reproducing the auralized listening 
conditions through loudspeakers in an anechoic 
chamber or via headphones, after convolving the 
anechoic speech material with simulated binaural 
room impulse responses (BRIRs). Similarly, the 
objective evaluation metric STI can be derived from 
simulated impulse responses, noise and signals. 
Acoustic models are usually calibrated based on a 
comparison between measured and simulated 
room-acoustical parameters. However, there are 
many perceptual features of a sound field which 
may not be completely described by standard room 
acoustical parameters (Postma and Katz, 2016). This 
may result in significant differences in speech recep-
tion between real and auralized conditions.  
Several studies were intended to validate the assess-
ment of speech intelligibility based on auralized sig-
nals (Yang and Hodgson, 2007; Hodgson et al., 2008; 
Zhu et al., 2015). Objective metrics and IS obtained 
from the simulated sound field were compared with 
the ones obtained from in-situ measurements and 
direct listening. However, to the authors´ 
knowledge, no study has so far integrated RT and 
DE metrics in the validation procedure. 
The main objective of the present study is thus to 
investigate how accurately STI values can be pre-
dicted by acoustic simulation and how auralized lis-
tening conditions can lead to a reliable assessment 
of speech recognition performance, in terms of IS, 
RT and, as a consequence, DE values. 
By exploiting the multilingual context of South 
Tyrol, a region in northern Italy, listening tests in 
the Italian language have been proposed both to 
Italian and German native speaker students and 
academic staff. A comparison of effort and speech 
recognition performance between the two groups is 
thus provided. 

2. Methods

One existing university classroom, part of the Class-
room Spaces Living Lab of the Free University of 
Bolzano-Bozen, has been selected for in-situ and vir-
tual speech intelligibility tests. The room is cur-
rently equipped with devices for monitoring energy 
and comfort indoor conditions, as well as detailed 
external weather conditions. The classroom has a 
parallelepiped shape with dimensions of 7.29 m 
(width), 7.62 m (length) and 3.55 m (height), result-
ing in a volume of 197 m3.  
The façade of the room has a concrete painted wall 
with two large windows of approximately 6 m2 
each. Partitions with adjacent classrooms are made 
of a double layer of painted plasterboard on each 
side, with insulation in the cavity, whereas the par-
tition with the corridor is acoustically treated with a 
Topakustik® 6/2 type finishing. The ceiling is made 
of unpainted concrete and the floor is raised, with a 
linoleum finishing. Twenty-four not-upholstered 
wooden chairs are distributed in the seating area. 
Reverberation times measured in the fully occupied 
condition (25 persons) are shown in Fig. 1.  

Fig. 1 - Reverberation times T30 [s] measured in the fully occupied 
classroom compared with target values suggested by the DIN 
18041 standard (DIN, 2016) 

Values were obtained from impulse response meas-
urements and are the spatial average of 6 micro-
phone positions evenly distributed over the  
seating area. 
The mid-frequency reverberation time is equal to 
0.62 s, close to the target value suggested by the DIN 
18041 standard, Tsoll=0.56 s (DIN, 2016). 
In Fig. 1 measured reverberation times are com-
pared with the tolerance range derived, according 
to the standard, from the target value Tsoll. Measured 
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octave-band values above 500 Hz comply with the 
standard requirements. 

2.1 In-Situ Intelligibility Tests and 
Measurements 

This section describes speech intelligibility tests per-
formed in the university classroom and the objective 
characterization of listening conditions. This 
allowed the collection of reference values for the cal-
ibration of the corresponding virtual model and the 
validation of the auralized listening conditions. 

2.1.1 Participants, test material and 
procedures 

A Diagnostic Rhyme Test (DRT) in the Italian lan-
guage was used for this study (Bonaventura et al., 
1986). Test words were meaningful disyllabic 
words, with a phoneme distribution representative 
of the Italian language. The speech material, consist-
ing in the target words embedded in a carrier 
phrase, was read by an Italian native female speaker 
and recorded in a silent room. The material was split 
into 6 lists of 18 words and played back inside the 
classroom by a B&K type 4720 artificial mouth with 
a level of 63 dBA measured at 1 m in front of the 
loudspeaker. The signal source was located at 1.5 m 
above the floor at the teacher´s position and ori-
ented towards the seating area. The test setup is 
shown in Fig. 2. 
Listening tests were performed under three acoustic 
conditions, called, respectively, “actual ambient 
noise” (A), “stationary noise” (S), and “fluctuating 
noise” (F). 
In the first condition, no disturbing noise was 
added. The background noise consisted in the emis-
sion from the classroom projector and from the ven-
tilation system. The two masking signals were a 
speech-shaped stationary noise (S) and a fluctuating 
noise (F), created by processing a signal according 
to the ICRA instructions (Dreschler et al., 2001). 
During the test session, S and F were played back 
with a B&K type 4292-L omnidirectional source 
located on floor, exactly below the speech source, as 
to screen the direct noise path towards the listeners 
and thus guaranteeing a diffuse noise condition. 
Noise levels were varied as to obtain, at 1 m in front 
of the signal source, a null signal to noise ratio 

(SNR) for the stationary noise and a SNR equal to 1 
dBA for the fluctuating noise. 

 

Fig. 2 – Test and measurement setup during in-situ speech 
intelligibility tests 

The tests were administered to 26 normal-hearing 
young adults, half of them Italian native speakers, 
and, the other half, German native speakers with an 
Italian level at least equal to B2, according to the 
Common European Framework of Reference for 
Languages. Participants were selected from 
students and academic staff on the basis of their self-
declared language skills. 
The tests were administered to the two sample 
groups in two subsequent one-hour sessions. In 
each session, the subjects sat around two receiver 
positions, R1 and R2, as illustrated in Fig. 2, located, 
respectively, at 3.9 m and 7.6 m from the classroom 
front-end wall. After a training session, the 
participants completed three tests, each under a 
different noise (A, S, F). The subjects were then 
asked to listen again to the three listening conditions 
and to rate on three Visual Analogue Scales the 
effort paid in speech comprehension. The 
participants were then invited to change their 
sitting positions: the testers sitting on the back of the 
classroom were asked to move frontward, and vice 

Signal and noise sources 
Illuminance and microclimatic sensors 
Tester 
Microphone and head and torso simulator 
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versa. With this new arrangement, the three 
listening tests and related effort evaluations were 
repeated, under the same noise conditions but with 
a different exposure order (S, F, A) and with 
different word lists. In this way, each participant 
experienced each of the three noise conditions at 
each receiver position. The two-phase experiment 
was then repeated for the second sample group. 
The tests were administered through Intelligo, a sys-
tem that manages the synchronous audio playback 
and response collection, also enabling automatic 
recording of response times (Prodi et al., 2012). The 
participants, after hearing a carrier phrase followed 
by a target word, had to select the word they had 
heard on a mobile phone touchscreen by choosing 
between three options, two-word alternatives or the 
“none of the above” option, as shown in Fig. 3. 
Following the tests, German native speakers were 
asked to fill out a brief questionnaire aimed at a 
deeper understanding of their language back-
ground. The answers regarding their age of acquisi-
tion of the German and Italian languages, their lan-
guage use at home, with friends and at university, 
their country of origin, their language proficiency 
certifications and their parents´ mother tongues 
were collected. The questionnaire confirmed that all 
German native speakers had been exposed to the 
German language from birth and started the study 
of the Italian language at primary school (around 6 
years of age). 

2.1.2 Objective measurements 
At the end of each one-hour experiment, the objec-
tive description of the test acoustic conditions was 
performed. With participants sitting quietly, 
monaural and binaural impulse responses were 
measured, and signal and noise levels collected at 
the two receiver positions by means of two B&K 
type 4128-c head and torso simulators and two 
omnidirectional microphones located on the top of 
each manikin. Speech level measurement was 
carried out recording a continuous speech sample. 
Indoor microclimatic parameters – i.e. air tempera-
ture, relative humidity, air velocity – were 
monitored during the test sessions and used as 
input data for the subsequent acoustic model. A 
DeltaOHM Thermal Microclimatic logger type HD 
32.1 was positioned as shown in Fig. 2, as to collect 

a mean value inside the space area. Even if a denser 
measurement grid would be required, a rough 
estimation of thermal comfort conditions can be 
performed by calculating Fanger’s comfort indices 
PMV (Predicted Mean Vote) and PPD (Percentage of 
People Dissatisfied). The average PMV value 
calculated for the test period is equal to 0.0 (PPD = 5 
%), considering people in sedentary activity (1.2 
met) while wearing 0.8 clo. This confirms that 
testers were in thermo-neutral conditions and that 
during the tests the classroom could be included in 
the I Category of comfort according to UNI EN 
15251 prescriptions (CEN, 2008). 
In addition, illuminance level measurements were 
conducted at the same monitoring position by the 
use of a LI-210 Photometric Sensor (LI-COR), in or-
der to obtain a rough estimation of the horizontal 
illuminance level on the task area (i.e. the surface at 
the desks´ height). An average illuminance level of 
522 ± 60 lx was measured. 

Fig 3 – Example of Intelligo test screen 

2.2 Acoustic Simulation and Intelligibility 
Tests 

A classroom model was created and calibrated 
based on measured room-acoustical parameters. 
Auralized speech intelligibility tests were then cre-
ated and reproduced via headphones, in such a way 
to virtually replicate the listening conditions experi-
enced in the real room as accurately as possible. 

2.2.1 Room modelling and model 
calibration 

The space was modelled using the room acoustics 
software Odeon version 14.01 (Odeon A/S, 2016). 
The software employs a hybrid approach that com-
bines, below a selected reflection transition order, a 
mixture of the image source method and ray-tracing 
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and, above this transition order, a special ray tracing 
process that generates secondary sources radiating 
energy locally from the surfaces (ray-radiosity). 
A geometric model, made of 261 surfaces, was cre-
ated in SketchUp and imported in Odeon. Desks 
and unoccupied chairs were simulated as sus-
pended planes. Occupied chairs were modelled as 
parallelepipeds with sides of 0.6 m (depth), 0.5 m 
(width) and 0.4 m (height), corresponding to the 
seat and parallelepipeds with sides of 0.2 m (depth), 
0.5 m (width) and 0.4 m (height) as the seatback.  
For room-acoustical parameter predictions, the vir-
tual source was defined as to represent the directiv-
ity pattern of the speech source used in real class-
room measurements. The Tlknorm source available 
in Odeon was used, having the directivity of a 
human talker, but it was shaped with a typical 
female spectrum according to IEC 60268-16 (IEC, 
2011). 
Concerning the noise source, it was modelled as an 
omnidirectional source (Omni), as to replicate the 
dodecahedral source employed in real classroom 
measurements.  
Two receiver points were set corresponding to R1 
and R2 receiver positions. Simulations were per-
formed with a transition order of 2, 2000 early rays 
and 16000 late rays. Air temperature and relative 
humidity were set according to average values 
measured during the tests (T=23 °C, RH=23 %). 
Mid-frequency scattering coefficients were assigned 
to surfaces, taking into account only scattering due 

to surface roughness, being diffraction phenomena 
handled directly by Odeon. A scattering coefficient 
of 0.50 was applied for occupied chairs and of 0.70 
for radiators. A coefficient of 0.05 was assigned to 
all other surfaces. 
The initial absorption coefficients were assigned to 
surfaces based on Odeon´s material library and on 
data available from literature. These values were 
then adjusted to calibrate T30 values. The 
calibration procedure was performed with slight 
adjustments in order to keep physically realistic 
values for material properties. The calibrated 
octave-bands absorption coefficients are shown in 
Table 1. 

2.2.2 Participants, test material and 
procedures 

Auralized listening conditions were created by con-
volving anechoic signals with the binaural impulse 
responses (BRIRs) calculated in Odeon. The BRIRs 
were calculated by introducing in Odeon the signal 
and noise sources with a white spectrum, in order 
not to include twice the overall frequency response 
after convolution with anechoic signals.  
The virtual listener was defined by the head-related 
transfer function (HRTF), previously measured for 
the B&K type 4128-c manikin. The generic head-
phone equalisation filter
Subject_021Res10deg_diffuse.wav was employed as to 
compensate for a non-linear frequency response of 
the headphones. 

Table 1 – Octave-band absorption coefficients of the main linings in the classroom 

Material 125 250 500 1000 2000 4000 

Painted concrete wall 0.02 0.02 0.03 0.04 0.05 0.05 

2 · 13 mm plasterboard on steel frame, mineral wool in cavity, surface painted 0.12 0.08 0.06 0.04 0.04 0.05 

Rough concrete ceiling 0.02 0.03 0.03 0.03 0.04 0.07 

Desks and furniture 0.04 0.05 0.05 0.05 0.03 0.01 

Perforated wood panel, Topakustik 6/2 0.30 0.32 0.42 0.66 0.70 0.45 

Audience on wooden chairs 0.22 0.25 0.56 0.69 0.81 0.78 

The auralization procedure involved creating sepa-
rate BRIRs at each receiver position (R1 and R2), for 
both speech and noise sources. The BRIRs were then 
convolved through AudioMulch software with the 

anechoic speech and noise signals to recreate a sub-
set of the listening conditions proposed during the 
in-situ experiment. Specifically, the two conditions 
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(position R1 and R2) with the stationary masker (S) 
were selected. 
Listening tests with auralized material were pro-
posed in a quiet environment, by reproducing sig-
nals over Audio Technica type ATH-m50x head-
phones. 
In order to calibrate the reproduction level of the 
signals and measure the STI of the virtual condi-
tions, auralized speech and noise signals were 
measured with headphones placed on the head and 
torso simulator. 
The test in virtual conditions was proposed to 21 
listeners who took part in the in-situ experiment.  
Details are given in Table 2. 
Following a training session, participants com-
pleted two tests respectively at the R1 and R2 virtual 
receiver positions, under stationary noise (S). Tests 
were administered again through the Intelligo sys-
tem and self-evaluation of effort was performed 
through visual analogue scales after each test com-
pletion. 

Table 2 – Participants to the auralized speech intelligibility test 

Italian native speakers Age 

Female (n=5) 23.4 (± 0.8) 

Male (n=5) 25.4 (± 1.6) 

All (n=10) 24.4 (± 1.6) 

German native speakers Age 

Female (n=6) 23.0 (± 2.5) 

Male (n=5) 29.4 (± 9.7) 

All (n=11) 25.9 (± 7.5) 

3. Results

3.1 Room Acoustical Parameters 

Measured and simulated T30 and C50 values are 
provided in Fig. 4 and 5, as mean values over the 
two receiver positions. Differences are related to the 
just noticeable differences (JND) indicated in EN 
ISO 3381-1 standard, assuming for C50 the same 
threshold as for C80 (CEN, 2009). 

As a consequence of the model tuning, good agree-
ment is found between simulated and in-situ meas-
ured T30 values. T30 differences are within the one-
JND threshold, except for 8000 Hz where the differ-
ence reaches 2 JNDs (10 %). 
Simulated C50 values are within the one-JND 
threshold from measured ones, except for 1k, 2k and 
8k octave-bands where C50 differences are, respec-
tively, equal to 1.28 dB, 1.45 dB and -2.55 dB. 

3.2 Speech and Noise Levels 

Fig. 6 presents a comparison between simulated and 
measured speech and noise levels, as mean values 
between the two R1 and R2 receiver positions. 
Simulated values were derived from recordings of 
speech and noise signals reproduced over head-
phones on a head and torso simulator. 
Differences are generally above the JND threshold. 
Signal prediction is up to 5 dB above measurement 
at 8k, while noise prediction is up to 5 dB above 
measurements at 125 Hz. 

3.3 STI 

STI values were derived from in-situ measured im-
pulse responses and signal and noise levels, accord-
ing to IEC 60268-16 standard (IEC, 2011). Similarly, 
STI values related to auralized sound fields were 
calculated from simulated BRIRs and from record-
ings of speech and noise signals reproduced over 
headphones on a head and torso simulator. Final 
STIs were obtained as average values between the 
two ears. Female STI values are considered. As illus-
trated in Table 3, good agreement is found between 
simulated and measured STI values. 

Fig. 4 – Comparison between mean measured (± 1 JND) and sim-
ulated T30 
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Fig. 5 – Comparison between mean measured (± 1 JND) and sim-
ulated C50 

a)

b)

Fig. 6 - Comparison between mean measured (± 1 JND) and sim-
ulated signal (a) and noise (b) levels 

Table 3 – Comparison between STI values obtained from in-situ 
measurements and from auralization 

STI female In-situ Auralized 

R1 0.55 0.54 

R2 0.46 0.46 

3.4 Intelligibility scores 

Single IS values were calculated as follows: 
𝐼𝐼𝐼𝐼 = ( 𝑟𝑟𝑟𝑟𝑟𝑟 𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑒𝑒 + 1) ∙ 0.5   (1) 
where the raw score is equal to “+1” for correct 
answers, “-1” for incorrect answers and “-0.5” for 
the “none of the above” option (Prodi et al., 2010). 

Pooled IS values were averaged, for each acoustical 
condition, separately for the Italian (n=10) and Ger-
man (n=11) native speakers and for in-situ and 
auralized tests. Results are analyzed by comparing 
IS, along with their standard deviations, with STI 
values, as shown in Fig. 7. 
Even though a statistical analysis of data has not 
been yet performed, some tendencies can be out-
lined and preliminarily discussed, relying on mean 
values and standard deviations. 
Differences between measured and simulated lis-
tening conditions are always within the standard 
deviations, suggesting that the real and auralized 
conditions cannot be discriminated by the IS metric. 
As expected, IS at position R1, closer to the speech 
source, are higher than IS at the rearward position 
R2. In addition, data show a tendency towards 
higher IS for the Italian group compared to the Ger-
man one, at both listening positions. 

Fig. 7 – Comparison of intelligibility scores (IS) and speech trans-
mission index (STI) from in-situ and auralized tests, for Italian (IT) 
and German (GERM) native speakers 

3.5 Response Time 

RT values from in-situ and auralized tests are pre-
sented in Fig. 8, by distinguishing the two sample 
groups (IT and GERM) and the two listening condi-
tions (position R1 and R2). 
Differences between in-situ and auralized tests are 
lower than individual standard deviations. A ten-
dency can be observed towards shorter RTs for the 
Italian group compared to the German one and for 
position R1, closer to the sound source, compared to 
position R2. 
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Fig. 8 - Comparison of response times (RT) from in-situ and aural-
ized tests, for Italian (IT) and German (GERM) native speakers 

3.6 Listening Efficiency 

DE values were calculated as the ratio of IS and RT 
values. Values from in-situ and auralized tests for 
the two sample groups are provided in Fig. 9.  
By comparing differences between real and simu-
lated conditions with their standard deviations, it 
could be concluded that no differences are found in 
the DE metric. Differences between Italian and Ger-
man native speakers are, in this case, larger than 
standard deviations, suggesting a difference be-
tween the two groups, with a higher efficiency for 
Italians. 
In accordance with IS and RT results, a higher lis-
tening efficiency is reached at position R1. 

Fig. 9 – Comparison of listening efficiency values (DE) from real 
and auralized tests, for Italian (IT) and German (GERM) native 
speakers 

3.7 Self-Evaluated Effort 

Data collected from subjective effort assessments 
were normalized on a 0-10 scale and averaged for 
the two sample groups and for in-situ and auralized 
tests, as shown in Fig. 10. 
Differences between real and simulated conditions 
are lower than standard deviations for individual 
results, suggesting a lack of differences. However, it 

should be noticed that the more scattered nature of 
data makes it difficult to recognize differences 
clearly also between IT and GERM groups. The only 
clear tendency is towards higher effort paid by lis-
teners at the furthest position. 

Fig. 10 – Comparison of subjective effort assessments from in-situ 
and auralized tests, for Italian (IT) and German (GERM) native 
speakers 

4. Conclusion

The present study investigates the effectiveness of a 
calibrated acoustical model in providing valid 
auralized sound fields for speech-intelligibility 
evaluation. Listening tests at two positions inside a 
real and an auralized university classroom were 
proposed both to Italian and German native speak-
ers, in the presence of a masking stationary noise. 
Descriptive statistics results suggest good agree-
ment between STI, IS, RT, and DE values and thus 
an overall consistency of the two procedures.  
Moreover, the GERM group showed a tendency to 
achieve lower IS, longer RT, and lower DE values 
compared to their Italian peers. To assess the signif-
icance of the trends outlined by data a detailed sta-
tistical analysis is under course for both IS, RT, and 
DE and the perceived subjective effort. 
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Abstract 
In this contribution, we describe ongoing research efforts 

to assess the performance of a number of buildings by the 

Austrian architect Konrad Frey, a pioneer of energy-

efficient architecture. A number of his buildings, planned 

in the 1970s, adapted the principles of modern solar 

houses. These key projects are the subject of an ongoing 

nationally funded research project. Thereby, we deploy 

building simulation to assess the energy performance of 

one of his buildings (Kindergarten Pachern, located in 

Hart, close to Graz, Styria, completed in 1997). Moreover, 

the object was subjected to detailed performance 

monitoring. The building implements two design 

strategies: On the one hand, its envelope design is opti-

mized for solar gains, on the other, the building is 

embedded in the local landscape’s morphology, utilizing 

the benefits of reduced transmission losses via ground-

adjacent building components. The building contains 

standard facilities for kindergarten usage (three group 

rooms, a gym, a kitchen, and sanitary facilities). The inten-

sive monitoring phase started in summer 2016. The 

monitored data is expected to support the documentation 

of the building's actual performance. Moreover, a simula-

tion model of the current state of the building will be cali-

brated via the collected data. Based on this calibrated 

model, previous states of the building (subtracting later 

adaptions) can be simulated. We thus can virtually recon-

struct the building's originally intended state and assess 

its performance. 

1. The Architect's Work

Konrad Frey was born in 1934 and is considered one 
of the pioneers in solar architecture in Austria and 
central Europe. Considered a key representative of 
the avangardistic Graz School of architecture 
(alongside with Günter Domenig, Helmut Richter, 
and others), Frey’s work encompasses a wide range 
of different buildings and structures, spanning from 
social housing to private residences, schools, and 
office buildings. Konrad Frey’s approaches to 
energy-efficient buildings date back to his study 
years in Graz and to his first office, which was created 
in London in the early 1970s (with Florian Beigel). His 
pioneering work regarding the integration of passive 
(and active) solar components is represented by his 
contribution to the “Sonnenhaus Österreich” (1976), 
and the planning of the Haus Fischer (see Fig. 1 and 
2) in Grundlsee, Styria. However, Frey later admitted
that he was disappointed by the output of the solar 
collector units in Haus Fischer, and conceptually 
changed his design approach. 

Fig. 1 – External view Haus Fischer Grundlsee – Austria 
(Nextroom, 2016) 

mailto:mahnameh.taheri@tuwien.ac.at
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Fig. 2 – Internal view of Haus Fischer, Grundlsee, Austria 
(Nextroom, 2016) 

For the well-known Haus Zankel (Fig. 3), built from 
1976 to 1985 in Geneve, Switzerland, he suggested 
to understand the building as a solar collector itself, 
rather than applying solar collector units to the 
façade. Haus Zankel provided an opportunity to 
test a number of concepts02653891 
 regarding solar house design thanks to Frey’s very 
ambitious and adventurous client. 
The related experiences resulted in multiple publi-
cations. For instance, one of the first handbooks for 
energy-efficient building designs published in Aus-
tria was co-authored by Konrad Frey (Wagner and 
Böck, 2013). 

Fig. 3 – External view of Haus Zankl, Geneve, Switzerland 
(Wagner and Böck, 2013) 

2. The Case Study Building

The Kindergarten Pachern in Graz, Styria was 
opened in 1997 and can be considered the rigorous 
further development of Frey’s architectural ap-
proach to energy-efficient building design. The 
south-oriented parts (Fig. 4) of the complex’s enve-
lope allow both daylight and shortwave radiation to 
penetrate the building. Industrial rolling doors 
(Fig. 5) offer the opportunity to open a large part of 
the south façade in the summer season, creating 
thus a seamless transition from inside to outside. 

Fig. 4 – External view of the Kindergarten Pachern Hart near Graz, Austria 
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Fig. 5 – South facing wall with the large garage-type rolling door 
(pictures by the authors) 

The building design makes clever use of its location, 
as major parts of the building’s envelope are embed-
ded in the slope of the topography. The building 
appears well integrated in the surroundings. More-
over, the roof area can be used as playground, 
including a slide from the upper level to the ground 
level (Fig. 6). 

 

Fig. 6 – Plan of the building site (Google maps 2016, modified) 

The interior layout includes three large group 
rooms (Fig. 7) and a gym on the south side. Sanitary 
rooms, cloak room, a kitchen, and an office are 
mainly illuminated by skyligths and a small ligth 
shaft. 

 

Fig. 7 – Internal view of a group room at the Kindergarten Pachern Hart near Graz, Austria  
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3. Performance Monitoring

A detailed monitoring of the indoor conditions 
started at the beginning of summer 2016. The data 
acquisition focuses on air temperature, humidity, 
and carbon dioxide concentration in the three group 
rooms, the gym, and the corridor. To capture occu-
pancy patterns, two motion detection sensors were 
installed in each group room. The state of windows 
and doors were recorded with contact sensors 
(Fig. 9). 
All sensors are standard wireless energy independ-
ent sensors equipped with EnOcean transmitters. 
An Arduino YUN based data logger recorded the 
collected sensor data locally and forwarded it via 
UMTS-Modem to our central monitoring data 
repository (Schuss et al., 2016, for more details on 
the general monitoring strategy and configuration). 
In addition, local external weather conditions were 
recorded with a wireless weather station directly 
from the flat roof (Fig. 8). Additional details on sen-
sors are given in Table 1. 

Table 1 – Deployed monitoring devices 

Device Range / Accuracy 

Davis Vantage 
Pro2 Wireless 
Weather station 

Temperature: -40 to +65 °C ± 0.5 °C 
Humidity: 0 to 100 % ± 3 % 
Solar radiation: 0 to 1800 W ± 5 % 
Wind speed: 1 to 67 m/s ± 1 m/s or 
± 5 % 
Wind direction: 0 to 360° ± 4° 

Pressac 
CO2, Tempera-
ture and Hu-
midity Sensor 

Temperature: 0 to 51 °C ± 0.5 °C 
Humidity: 0 to 100 % ± 5 % 
CO2: 0 to 2550 ppm ± 125 ppm 

Thermokon 
SR-MDS Solar 

Occupancy / Motion: 0 / 1 
Light level: 0 to 510 lx 

Thermokon 
SRW01 Window 
contact 

Status: 0/1 

Fig. 8 – Wireless local weather station 

Fig. 9 – Floor map with locations of the performance monitoring sensors installed at the Kindergarten Pachern Hart near Graz, Austria 
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4. Performance Simulation 

An initial thermal model of the building was devel-
oped based on construction plans and site visits. 
EnergyPlus (2016) was selected as simulation tool. 
Generated and calibration of simulation models are 
expected to help explore the influence of adaptions 
in the building and its usage on building's actual 
performance. 
Fig. 10 illustrates the complex geometry of the Ener-
gyPlus model (visualized by OpenStudio plugin for 
SketchUp). The energy model of the building 
involves five monitored zones, including three 
group rooms, a gym, and the corridor (Table 2. 
Thus, performance indicators such as mean air tem-
perature in each zone can be calculated. Moreover, 

four non-monitored zones are also included in the 
EnergyPlus model. 

Table 2 – Studied thermal zones 

Zone Area [m2] Volume [m3] 

Group room 1  77.5 124.4 

Group room 2  76.2 220.7 

Gym 96.7 280.5 

Group room 3  81.4 223.6 

Corridor  170.4 460.0 

 

 

 

Fig. 10 – EnergyPlus model geometry for the kindergarten building 

4.1 Thermal Properties of the 
Construction 

Besides the geometrical modelling, the thermal 
properties of the constitutive materials were set 
according to the real existing setup. Table 3 
summarizes information on the thickness and the 
estimated U-Value of the different opaque elements. 
Layer structure and solar transmittance of the 
transparent building elements are listed in Table 3. 
 
 

4.2 Operation Schedules 

In the initial model, occupancy schedules were 
defined for the rooms considering the working 
hours of the kindergarten and each group room. 
Moreover, lighting was modelled in the initial 
model based the installed power and the daily occu-
pied hours. 
In order to define the schedules in the calibrated 
models, sensor data (occupancy, windows) was 
used to generate more accurate operation schedules. 
The observed data was integrated via csv-files and 
assigned to the related variables such as state of 

Classroom 1

Classroom 2

Gym

Classroom 3

Corridor
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windows (open/closed), occupancy (absence/pre-
sence), and lights (on/off). 

Table 3 –Opaque building elements 

Building element 
Thickness 
[m] 

U-Value 
[W m-2 K-1] 

Outside wall – Type 1 0.37 0.493 

Outside wall – Type 2 0.47 0.164 

Outside wall – Type 3 0.38 0.460 

Inside wall – Type 1 0.14 0.224 

Inside wall – Type 2 0.30 4.226 

Floor – Type 1 0.56 0.317 

Floor – Type 2 0.47 0.313 

Green roof – Type 1  0.76 0.211 

Green roof – Type 2 0.48 0.218 

Flat roof 0.46 0.227 

Outside door 0.10 0.497 

Inside door 0.02 3.864 

Table 4 – Transparent building elements 

Building 
element 

Layers 
Solar 
transmittance [-] 

Window type 1  
Clear glass  
Air 
Clear glass  

0.781 

Window type 2 
Coated glass 
Air 
Coated glass 

0.165 

4.3 Local Weather Data 

For the initial model we obtained hourly weather 
data from the EnergyPlus weather file database for 
the closest city to the case study, namely the city of 
Graz, Austria. For more accurate simulations, we 
generated a local weather file based on the meas-
ured values from our locally installed weather sta-
tion. An exported data set for an entire year together 
with our measured data from the weather station 
was used to create an hourly data import file for Me-
teonorm (2016) and to process the generation of an 
EPW-file for EnergyPlus. 
 
 

4.4 Simulation Results 

Fig.s 11 to 14 illustrate the simulated indoor air 
temperatures (in the group rooms 1 to 3 as well as 
in the gym) based on the previously mentioned tree 
models together with the corresponding monitored 
values for the later part of August 2016. 
For a comparison between the simulated and meas-
ured room air temperatures in August 2016, values 
for the following statistics were calculated (Table 5): 
Mean Bias Error (MBE), Root Mean Square Error 
(RMSE), and the Coefficient of Variation of the Root 
Mean Square Error (CV(RMSE)). 
The initial model simulation results (with general 
operational schedules based on working hours, 
maximum internal gains, and the Graz weather file) 
showed significant deviations from the monitored 
results and displayed a strong trend toward over-
heating. A second variation with a weather file 
based on the local measurements further increased 
this overestimation of indoor temperatures: The 
local data involved comparatively higher outdoor 
temperatures and radiation values. 
The third set of simulations used more realistic 
operation patterns (lower internal gains and differ-
ent ventilation rates) and resulted in a significantly 
higher agreement with the measured values. How-
ever, the group room 1 shows, even for the cali-
brated model, significantly higher temperatures as 
compared to the measurements. The inaccurate 
modelling of the surrounding trees and external 
canvas blind could explain this circumstance. Fur-
ther model improvements, especially for the 
autumn and winter period, are to be implemented 
in the near future. As in this case the building will 
not be operated in the free-running mode, addi-
tional sensors will be required for model calibration 
(e.g., surface temperature probes for radiators for 
the calculation of thermal energy magnitudes intro-
duced in the spaces). 
The resulting final calibrated model of the building 
will be used to generate different virtual variants of 
the building to account for the past adaptions. The 
results are expected to explain how the initial design 
concept and the related performance could have 
been influenced by such adaptations. For instance, a 
cross ventilation possibility was an important part 
of the original design. Adaptations during the 
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construction phase and the actual use patterns, 
however, significantly reduce the natural cooling 
possibility in summer. A virtual building setup and 
simulations using a calibrated model can document 
(possibly validate) this original design intention for 
the provision of thermal comfort via passive 
cooling.  

Table 5 – Simulation errors (room air temperature), expressed in 
terms of the statistics values (four rooms, three simulation 
models)

Model 
Group room 

1 2 3 4 

Initial model 
EPW Graz 

MBE [%] 8.1 1 -3.5 -2.5 

RMSE [K] 2.7 2.1 2.4 3.1 

CV(RMSE) [%] 11.4 8.9 9.5 12.1 

Initial model 
EPW Hart 

MBE [%] 16.0 8.6 4.3 5.3 

RMSE [K] 4.2 2.9 2.0 2.8 

CV(RMSE) [%] 18.0 11.7 8.1 10.9 

Calibrated model 

MBE [%] 8.5 1.8 0.17 -2.2 

RMSE [K] 2.7 1.8 1.6 2.3 

CV(RMSE) [%] 11.3 7.4 6.4 8.7 

Fig. 11 – Trend of measured and simulated room temperature in 
group room1 

Fig. 12 – Trend of measured and simulated room temperature in 
group room2 

Fig. 13 – Trend of measured and simulated room temperature in 
the gym 
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Fig. 14 – Trend of measured and simulated room temperature in 
group room3 

5. Conclusion 

The present paper illustrates the use of monitored 
data to generate a more accurate simulation model 
compared to standard design assumptions for oper-
ational schedules and external climate. The differ-
ences in the mean room temperature derived by 
simulation and measured values highlight the im-
portance of realistic operation schedules and inter-
nal gains. The calibrated models will be used to vir-
tually reconstruct the building in accordance with 
the architects original design intentions. The effec-
tiveness of the underlying design strategies in view 
of energy and environmental performance could 
thus be objectively examined. 
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Abstract 
Energy efficiency and Greenhouse Gases emission reduc-

tion are actual key issues in all the economic sectors and, 

in particular, in the building sector that is one of the most 

energy-consuming. This paper reports on the performance 

of sustainable materials produced from natural resources 

as hemp-concrete or from recycled-waste non-biodegrada-

ble materials including Recycled PolyEthylene Terephtha-

late (R-PET). Three façades employing three different ma-

terials (hemp-concrete, hemp-concrete with brick and R-

PET) were investigated in three cities in France (Nancy 

and Carpentras) and in Italy (Perugia) with different cli-

mates. The energy performance of each façade was as-

sessed in terms of cooling and heating demands, electrical 

consumptions and indoor thermal comfort including in-

door temperature and relative humidity. The effects of two 

ventilation modes were tested using a constant airflow 

rate or humidity sensitive flow rate.  

1. Introduction

Nowadays, the building sector is considered one of 
the most energy and resources consuming: build-
ings consume about 40 % of the world global ener-
gy, 25 % of the global water and 40 % of the global 
resources (United Nation Environment Program, 
2016). Within the global aim of energy and resources 
saving, recent studies investigated buildings consi-
dering them as a fundamental part of the environ-
ment (Rossi et al., 2015), and also characterized 
innovative construction materials in detail 
(D’Alessandro et al., 2014). In this regard, the 

building sector has recently undergone a notable 
evolution towards sustainable materials (Asdrubali 
et al., 2015), thus contributing to both improving 
and promoting energy efficiency and renewable 
energy in sustainable development contexts. Also, 
climate changes are increasing as a result of growing 
atmospheric concentrations of carbon dioxide and 
other Greenhouse Gases (GHGs); this sets several 
challenges to be faced in the building sector. There-
fore, it has become crucial to accelerate the shift 
from classical to environmentally friendly materi-
als, in order to contribute to the transition to equita-
ble, sustainable, post fossil-carbon societies. The use 
of bio-sourced materials as hemp-lime concrete or 
recycled-waste materials including Recycled Poly-
Ethylene Terephthalate (R-PET) as insulating panels 
seems to be a promoting solution. In that context, 
this paper aims at performing a numerical assess-
ment of the hygrothermal behaviours of three differ-
ent walls. The latter incorporates hemp-lime con-
crete as shown in Fig. 1 (Elfordy et al., 2008; Arnaud 
and Gourlay, 2012; Collet et al., 2013; Ingrao et al., 
2015) known as “hemp concrete” or “hempcrete”, 
(Pretot et al., 2014; Ingrao et al., 2015) or R-PET 
which is PET, a thermoplastic polyester widely used 
for bottles and containers of food or pharmaceutical 
products (Massey et al., 2008). It can also be intro-
duced in building applications in the form of insu-
lating panels, with significant environmental bene-
fits coming not only from the good thermal insula-
tion performance but also, from the avoided use of 
virgin PET in the panel production phase (Ingrao et 
al., 2014; 2016). 
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The numerical study employs the simulation tool 
SPARK in which heat and moisture transfer equa-
tions are implemented. The annual electrical energy 
consumption values are also calculated through the 
simulations. 

Fig. 1 – Hemp-lime concrete for building applications 

2. Mathematical Model

This section is devoted to present the equations that 
were developed to assess the heating and cooling 
loads, on both the room and the air level. 
The thermal performance of an envelope including 
the durability of the material highly depends on the 
moisture transport through the envelope. Thus, 
understanding the humidity transfers is crucial to 
improve performance and indoor thermal comfort 
especially when using a bio-sourced material like 
hemp-concrete (Lelievre et al., 2014; Tran Le et al., 
2010). Along the years, several investigators have 
developed models of moisture transport in 
buildings and, in particular, in single building 
materials, among others: Künzel (1995), Pedersen 
(1992), and Mendes (1997). 
Most of these models nearly have a similar physical 
basis: heat and mass equation, Philip and de Vries 
model (Philip and De Vries, 1957), and the laws of 
Fourier, Fick and Darcy. In contrast, the Umidus 
model (Mendes, 1997) which, as known, takes into 
account the liquid and vapour phase transfer is 
employed in this work. The wall thickness L is 
presented in Fig. 2 as well as the different transport 
phenomena, including mass and heat convections. 
The governing partial equations to model heat and 
mass transfer are given as follows: 

𝜕𝜕𝜃𝜃
𝜕𝜕𝜕𝜕

=
𝜕𝜕
𝜕𝜕𝑥𝑥

�𝐷𝐷𝑇𝑇
𝜕𝜕𝑇𝑇
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𝜕𝜕
𝜕𝜕𝑥𝑥

�𝐷𝐷𝜃𝜃
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥
� (1) 

With the boundary conditions at the external 
surface (x = 0) and the internal surface (x = L): 
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Fig. 2 - Heat and mass transfer through a material envelope 

The energy conservation equation with coupled 
temperature and moisture for porous media is 
considered, and the effect of the absorption or 
desorption heat is added. This equation is written as 
follows: 
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𝐶𝐶𝐶𝐶𝑚𝑚 =  𝐶𝐶𝐶𝐶0+𝐶𝐶𝐶𝐶𝑙𝑙
𝜌𝜌𝑙𝑙
𝜌𝜌𝜃𝜃

(5) 

where Cpm is the average specific heat which takes 
into account the dry material specific heat and the 
contribution of the specific heat of liquid phase. λ is 
the thermal conductivity depending on moisture 
content. For a better understanding, it is under-
scored that the used boundary conditions take into 

account radiation, convection, and phase change. 
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+ Φ𝑟𝑟𝑎𝑎𝑟𝑟,𝑒𝑒 

(6) 

−𝜆𝜆
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥
�
𝑥𝑥=𝐿𝐿,𝑠𝑠

− 𝐿𝐿𝑣𝑣𝜌𝜌𝑙𝑙 �𝐷𝐷𝑇𝑇,𝑣𝑣
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥

+ 𝐷𝐷𝜃𝜃,𝑣𝑣
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥
�
𝑥𝑥=𝐿𝐿,𝑠𝑠

=   ℎ𝑇𝑇,𝑠𝑠 �𝑇𝑇𝑠𝑠,𝑠𝑠 − 𝑇𝑇𝑎𝑎,𝑠𝑠�
+ 𝐿𝐿𝑣𝑣 ℎ𝑀𝑀,𝑠𝑠�𝜌𝜌𝑣𝑣𝑒𝑒,𝑠𝑠,𝑠𝑠 −  𝜌𝜌𝑣𝑣𝑒𝑒,𝑎𝑎,𝑠𝑠�
+ Φ𝑟𝑟𝑎𝑎𝑟𝑟,𝑠𝑠 

(7) 

Since the wall comprises several material layers, 
equations at the interface between layers are added. 
In this case study, the contact between layers is 
assumed perfect, moisture and thermal resistances 
at the interface are neglected, and the temperature 
and capillary pressure are considered continuous, 
according to Tran Le et al. (2009), Mendes and 
Philippi (2005).  

(𝑇𝑇)𝐴𝐴 = (𝑇𝑇)𝐵𝐵 

(𝜓𝜓)𝐴𝐴 = (𝜓𝜓)𝐵𝐵 

(8) 

where T is the temperature and ψ is the capillary 
pressure. 
According to Kelvin’s law: 

ф = exp(𝜓𝜓𝜓𝜓/𝑅𝑅𝑣𝑣𝑇𝑇) 
(9) 

Then, it can be deduced that: 

𝑅𝑅𝑣𝑣(𝑇𝑇)𝐴𝐴
𝜓𝜓 ln(ф)𝐴𝐴 =

𝑅𝑅𝑣𝑣(𝑇𝑇)𝐵𝐵
𝜓𝜓 ln(ф)𝐵𝐵 (10) 

where Rv is the constant of water vapour, ф is the 
relative humidity and g is the gravity acceleration. 
Because the temperatures for both materials are the 
same at the interface, the above equation can be 
written as:  

(ф)𝐴𝐴 = (ф)𝐵𝐵 (11) 
which means that relative humidity is the same at 
the interface for both materials, whilst moisture 
content is discontinuous because of the different 
pore structures of those materials. 

2.1 Air Model 

The air in the zone is assumed to be well mixed 
respecting the perfect gas law. The net heat 
transferred into the zone across its faces must equal 
the heat stored in the volume of air in the cell. This 
involves heat fluxes through the envelope 
(transmission, long and short-wave radiation 
input), additional thermal loads, air exchange due 
to natural convection or ‘Heating, Ventilating and 
Air Conditioning’ (HVAC). The energy equation 
can be written as: 

SourceTopBottomNorth

SouthEastWestpi
TIVc

Φ+Φ−Φ+Φ−

Φ+Φ−Φ=
∂
∂

+
τ

ρ )( (12) 

where I is the room’s thermal inertia. 
The humidity condition in the room is due to 
moisture transfer from interior surfaces, moisture 
production rate, and the gains or losses due to air 
infiltration, natural and mechanical ventilation, as 
well as sources or sinks due to the room occupancy. 
This yields the following mass balance equation for 
room air:  

mSourcemTopmBottommNorth

mSouthmEastmWest
i

QQQQ

QQQV

+−+

−+−=
∂
∂

τ
ρ (13) 

2.2 Radiation Exchange 

For the short-wave radiation transmitted through 
the walls, it can be considered that radiant energy 
enters the room by pane window. However, the 
mean radiant temperature method is used to 
calculate long-wave radiation exchange between 
walls. A linear equation expressing the radiative 
flow between a wall and all the other walls of the 
room is written as:  

( )mrLWrad TTSh −=Φint
, (14) 

The value of hr is expressed by: 

3
04 mr Th εσ= (15) 

where Tm is the mean radiant temperature of the 
walls and is given by: 

j

Sjj
m S

TS
T

Σ

Σ
=

(16) 



Chadi Maalouf, Carlo Ingrao, Flavio Scrucca, Tala Moussa, Caterina Tricase, Francesco Asdrubali 

396 

3. Study Conditions

The composition of the first façade includes an 
external hemp-concrete layer of 0.095 W.m-1.K-1 
thermal conductivity associated with 20 cm hollow 
brick (HCB façade). The second comprises a 36 cm 
hemp-concrete wall with indoor lime plaster (HC 
façade). The third façade is based on a thermal 
block, a thermal insulation layer realised with R-
PET mats of 0.036 W.m-1.K-1 thermal conductivity 
and a ventilated cavity associated with a cladding 
layer (PER façade). The characteristics of each 
façade are presented in Tables 1, 2, and 3. 
The energy performances of the façades were 
compared through annual energy analyses; each 
façade is coupled with a virtual office considering 
different climatic conditions in two cities in France 
(Nancy and Carpentras) and one in Italy (Perugia). 
Two types of ventilation are compared: the constant 
flow rate (36 m3/h) and the relative humidity 
sensitive rate (16 – 43 m3/h). 

With reference to the standard NF EN 12831, the air 
infiltration rate is estimated to 0.2 h-1. An additional 
night free cooling of 2 h-1 is considered in the 
summer season (from 3 am to 8 am) to optimise 
cooling energy consumption. Because of lack of data 
for the hollow bricks, moisture transfer was 
neglected in this layer (for both HCB and R-PET 
façades). Room temperature was kept constant from 
October to late March and was allowed to float 
between 19 °C and 26 °C for the remaining period. 
Simulations were run for a period of 24 months, the 
results of the first twelve months were neglected 
and used to initialize the calculation, then the final 
results were presented for the last twelve months 
from January to December. The time step was set to 
10 minutes. 
The cooling and heating energy demands as well as 
the electrical energy consumptions were calculated 
taking into account the heat and moisture within the 
façade (especially for the hemp-concrete material). 

Table 1 – Hemp-concrete brick façade (HCB) properties 

Façade (HCB) Layers 
(from 
inside to 
outside) 

Mass 
density 
(kg m-3) 

Thermal 
conductivity 
(W m-1 K-1) 

Specific heat 
(J kg-1 °C-1) 

Transmittance 
(W m-² K-1) 

A - 
Gypsum 
plaster 

900 0.25 850 

0.3 
B - 
Optibric 
PV3+ 
Imeris 

700 0.187 850 

C - 
Sprayed 
hemp 
concrete 

420 0.095 1000 

D - Lime 
sand 
plaster 
(2cm) 

1650 0.4 830 
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Table 2 – Hemp-concrete façade (HC) properties 

Façade (HC) Layers 
(from 
inside to 
outside) 

Mass 
density 
(kg m-3) 

Thermal 
conductivity 
(W m-1 K-1) 

Specific heat 
(J kg-1 °C-1) 

Transmittance 
(W m-² K-1) 

B - Hemp-
lime 
plaster 

930 0.2 1000 

0.26 
A - Lime 
sand 
plaster 

1650 0.4 830 

C - 
Sprayed 
hemp-
concrete 

420 0.095 1000 

Table 3 - R-PET façade properties 

Façade (R-PET) Layers 
(from 
inside to 
outside) 

Mass 
density 
(kg m-3) 

Thermal 
conductivity 
(W m-1 K-1) 

Specific heat 
(J kg-1 °C-1) 

Transmittance 
(W m-² K-1) 

Lime sand 
plaster 
(1.5 cm) 

1650 0.4 830 

0.22 
Thermal 
block (25 
cm) 

531 0.18 900 

Thermal 
insulation 
(10 cm) 

30 0.0365 240 

Ventilated 
cavity 
Cladding (4 
cm) 

750 0.3 

Fig. 3 - Indoor relative humidity variation during one week of December in Nancy using a constant flow rate ventilation mode 
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Fig. 4 - Indoor temperature variation of the PI controller during one week in Nancy using a constant flow rate ventilation mode 

4. Results

4.1 Constant Air Flow Rate Case 

Detailed analyses of the indoor air conditions in 
Nancy city, during the winter and in Carpentras 
city, during the summer, were developed and are 
discussed in this section on the constant air flow 
rate. For a better understanding, it needs to be 
clarified that Perugia’s air conditions are not 
presented since the variations are close to 
Carpentras. 
For Nancy, the indoor relative humidity profiles are 
depicted for a period of one week in the winter 
season (mid-December) and for the three façades. In 
Fig. 3 one can see that during occupancy hours, the 
indoor relative humidity varies between 27 % and 
49 %. The relative humidity for HC and R-PET 
façades are close since the lime hemp and lime 
mortar plasters have close buffering moisture 
values higher than gypsum. In vacancy hours, the 
relative humidity increases since the indoor 
temperature setpoint decreases from 20 °C to 17 °C 
as depicted in Fig. 4. For the three cases, indoor 
relative humidity profiles are close and less affected 
by the façade material because of the air ventilation 
rate. 

4.2 Heating and Cooling Energy 
Consumption 

The yearly heating and cooling needs for each 
façade are calculated and presented in Fig. 5 and 6, 
or the constant flow rate ventilation mode and for 

relative humidity sensitive air flow rate, respec-
tively. Based upon the findings one can see that, for 
Nancy city, (located in the North of France with 
semi-continental weather) the main energy demand 
comes from the heating phase, whereas for 
Carpentras and Perugia cities, the cooling energy 
demand is higher than the heating one, mainly 
because of their locations in the related regions. In 
addition, it can be noticed that the heating energy 
demands decrease sharply in the case of humidity 
sensitive flow rate ventilation with a slight increase 
in the cooling energy demands, independently of 
the considered façades. For Nancy, the heating 
demand decreases by about 28 %, whereas for 
Carpentras it decreases by 56 %, and for Perugia by 
61 %. 
Concerning the cooling demand, we can see an 
average increase by about 10 % in Nancy, 8.5 % in 
Carpentras, and 7.5 % in Perugia. These growths are 
similar for the three façades except for the HCB in 
Carpentras where the cooling need increase reaches 
18.5 % due to the indoor high relative humidity. 
In the light of this, it appears that cooling is not 
needed for Nancy and, so, other passive means are 
recommendable like day window opening for 
natural ventilation in summer. 
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Fig. 5 - Annual heating and cooling energy consumption for the 
three studied building façades for the constant flow rate 
ventilation case in the cities of Nancy, Carpentras, and Perugia 

Fig.6 - Heating and cooling needs for the three façades using 
relative humidity sensitive ventilation 

Table 4 - Total electrical energy consumption (kWh.y-1) for the 
three building façades considered (constant air ventilation rate) 

HC HCB R-PET 

Nancy, Fr 373.8 386.3 372.8 

Carpentras, Fr 254.6 258.3 250.2 

Perugia, It 286.9 293.2 284.5 

Table 5 - Total electrical energy consumption (kWh.y-1) for the 
three building façades considered (humidity sensitive flow rate 
ventilation) 

HC HCB R-PET 

Nancy, Fr 281.0 285.0 276.3 

Carpentras, Fr 234.8 252.3 229 

Perugia, It 253.5 256.0 248.3 

4.3 Electrical energy consumption 

The annual electrical energy consumption for the 
aforementioned cities using the two air ventilation 
systems are shown in Table 4 and 5. There is 
evidence that the lowest values of overall electricity 

consumption were recorded in Carpentras, thanks 
to the three façades’ thermal behaviour with the best 
performance in winter, and rather acceptable in 
summer (compared to the other two cities). 
Additionally, it can be clearly seen that the use of a 
humidity sensitive air ventilation rate decreases the 
annual energy consumption by about 24 % for 
Nancy, 7 % for Carpentras, and 11.6 % for Perugia 
with a hemp-concrete façade. The same 
observations are applied for the other façades. 
Moreover, the usage of R-PET mats allows for very 
good thermal behaviours of the related façade, 
which makes the latter the less electricity 
demanding one, with the lowest consumption rate 
recorded in Carpentras when using the humidity 
sensitive flow rate ventilation. 

5. Conclusion

In this paper, a numerical study of the hygrothermal 
behaviour of three different walls was performed 
via the simulation tool SPARK. Three façades 
including hemp-concrete (HC), hemp-concrete with 
a brick layer (HCB), and Recycled PolyEthylene 
Terephthalate (R-PET) were tested for three cities 
(Nancy, Carpentras in France, and Perugia in Italy) 
with constant and relative humidity sensitive air 
flow rates. For each case, heating and cooling 
demands were computed and used to calculate the 
annual electrical energy consumption. Our results 
suggest that relative humidity sensitive ventilation 
reduces electrical energy consumption when 
compared to the constant air flow rate. For Nancy 
city, electrical consumption is reduced by about 
24 % whereas for Carpentras and Perugia cities, the 
reduction is by about 7 % and 11.6 %, respectively. 
Besides, the thermal behaviour of the HC façade is 
close to that of the R-PET one in cold climates and 
its energy performance slightly decreases when 
summers get warmer as in Carpentras and Perugia, 
because of the low thermal inertia of the hemp-
concrete. 
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Nomenclature 

Symbols 

w Moisture content by mass kg/kg 
C Specific heat J.kg-1.K-1 
C0 Specific heat of dry material J.kg-1.K-1 
Cl Specific heat of water J.kg-1.K-1 

DT 
Mass transport coefficient 
associated to a temperature 
gradient  

m2.s-1.K-1 

DT,v 
Vapor transport coefficient 
associated to a temperature 
gradient 

m2.s-1.K-1 

Dθ 
Mass transport coefficient 
associated to a moisture 
content gradient 

m2.s-1 

Dθv 
Vapor transport coefficient 
associated to a moisture 
content gradient 

m2.s-1 

hM 
Mass transfer convection 
coefficient 

kg.m-2 .s-1 

hT 
Heat transfer convection 
coefficient 

W.K-1.m-2 

I  Room’s thermal inertia  
Lv Heat of vaporization  J.kg-1 
Rv Constant of water vapor  J .kg-1.K-1 
T Temperature K 
Ta Indoor air temperature K 

Tm 
Mean radiant temperature of 
the walls 

K 

T0 Operative temperature K 
τ Time s 
θ Moisture content m3 .m-3 
λ Thermal conductivity W.m-1.K-1 
ρ0 Mass density of dry material kg.m-3 
ρl Mass density of water kg.m-3 
ρv Mass density of vapor water kg.m-3 
ρi Air density kg.m-3 
φ  Relative humidity % 
φ Time shift h 
Φ Heat flux  W 
Qm Air flow rate kg.s-1 

Φsource Heat source power  W 

ψ Capillary pressure Pa 
ε Wall emissivity (long wave)  

0σ  Stephan-Boltzmann constant W.m-2.T-4 
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Abstract 
The energy efficiency of existing buildings is one of the 

challenges launched by the EPBD recast. The RWTH 

Aachen University accepted this challenge and started the 

project EnEff: Campus - Roadmap aiming at reducing the 

specific primary energy consumption of the university 

campus building stock (about 300 buildings) by 50 % until 

2025. For the estimation of refurbishments for this kind of 

big data, data mining techniques can be used like the 

CART method (Classification and Regression Tree). In this 

investigation, the method applied on the RWTH Aachen 

buildings stock and the estimated results will be compared 

to results from a simple data mining technique, called 

visual method. The comparison is performed by using 

low-order dynamic building model (LOM) performance 

simulation through the Modelica AixLib. The determined 

results of the recommendation of the CART method will 

be discussed and evaluated in this paper. 

1. Introduction

This paper deals with work within the project 
“EnEff: Campus - RoadMap RWTH Aachen” (EnEff: 
Campus). The central aim of the project is to 
develop a road map for the RWTH Aachen Univer-
sity which leads to a cost-effective reduction of the 
specific primary energy consumption at RWTH 
Aachen University by 50 % until 2025, based on the 
energy consumption of 2013/14. The RWTH Aachen 
building stock counts about 300 buildings which 
differ for instance in the following characteristics: 
usage type, year of construction, and building 
structure typology. To reach the central aim of the 

project, a city district performance simulation is 
applied and a systematic approach has to be fol-
lowed, by using LOM and distribution network 
energy performance models. The city district perfor-
mance simulation needs the LOM to calculate the 
heating performance and demand in satisfying 
computation time. The parametrization of the LOM 
is set up by archetype buildings. Lauster’s investi-
gations show that the used LOM leads to high 
accuracy compared to detailed simulation models 
(Lauster et al., 2014b). Concerning the usage of sta-
tistical data for enriching LOM parameters, Schiefel-
bein describes the generation of archetype buildings 
by only five input parameters: “building type, year 
of construction, floor height, number of floors, net 
floor area” (Schiefelbein et al., 2015a). As the accu-
racy of statistical data depends on the dataset, the 
parametrized LOM characterized by the five input 
parameters were investigated with respect to a sim-
ilar building stock as the one of the RWTH Aachen 
Campus. The results achieved a corresponding com-
pliance for the thermal city district simulation with 
respect to measurements (Lauster et al., 2014a). All 
things considered, Lauster showed that the LOM is 
suitable for city district simulation due to the accu-
rate estimation of the heating load and energy 
demands (Lauster et al., 2014a). 
This paper shows the possibility to identify the 
buildings, offering an efficient recommendation of 
measures for energetic retrofitting. 

mailto:fliegner@e3d.rwth-aachen.de
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2. Data Mining Methods 

The aim of the investigation is to apply data mining 
methods for the determination of efficient energetic 
retrofit measures on a city district scale. Data min-
ing methods enable the examination of a large num-
ber of parameters, for instance those, which influ-
ence the energetic behaviour of a building stock, like 
building construction parameters, such as U-Val-
ues, transmission heat loss coefficient, average effi-
ciency ratio of the energy supply, and ventilation 
rate. In this investigation, two different approaches 
will be compared. The first one is a visual method, 
which determines boundary sets in diagrams for fil-
tering data, and the second one is the usage of the 
CART algorithm. The different approaches are com-
pared by LOM building performance simulation. 
Therefore, the dataset is set up with the “Tool for 
Energy Analysis and Simulation for Efficient Retro-
fit”, in short: TEASER (TEASER, 2016). This tool 
enriches a data set based on statistical approaches if 
information is scarce. Successively, the data set is 
applied to the recommended analysis. 

2.1 Visual Method 

There are simple methods to determine energetic 
building retrofit measures with a potential of energy 
savings, however, they do not always provide high 
savings. One of these simple processes to determine 
buildings is to set up diagrams of the building stock, 
as shown in Fig. 1 and 2. The visual information can 
be used for setting filters and estimating retrofit 
measures. 
 

 

Fig. 1 – Qualitative overview of buildings with a huge net leased 
area and a high specific energy demand for heating 

Fig. 1 is a typical illustration which helps to char-
acterize a building stock. It is possible to extract 
huge buildings with a high-energy demand in the 

upper right part of the diagram, as highlighted by 
the frame. Nevertheless, there is no information 
about the distribution of the energy losses. There-
fore, Fig. 2 illustrates a method to highlight 
buildings. On the abscissa in the diagram represents 
the average U-value [W/(m²K)] and on the ordinate 
the transmission heat loss coefficient [W/K] is plot-
ted. The highlighted frame represents the buildings 
which have a high U-value and, due to the high HT-
value of the façade, high-energy losses are caused 
by transmission. 
 

 

Fig. 2 – Qualitative overview of buildings with a high total facade 
U-Value and a big transmission heat loss coefficient HT 

These visual illustrations and analyses point out 
buildings, which could have a potential for retrofit-
ting. Nevertheless, it has to be mentioned, that these 
are processes accounted by only four to five param-
eters, they hence represent a very simple way of fil-
tering. On city district level, it is common that the 
energetic behaviour is influenced by more than 
these parameters. Thus, the data mining method 
will be applied to the building stock of the RWTH 
Aachen Campus. 

2.2 Decision Tree with CART Algorithm 

Data mining aims to determine models for decision 
making. In the energy context, the models used in 
this investigation represent two different types and 
depend on the scope: classification on the one hand 
and regression models on the other hand. The first 
kind of models try to assign a class for each obser-
vation (each line in a data set), considering infor-
mation derived from a data set with classes which 
are already known (called learning sample). The 
second kind of models predict the attributes of a 
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dataset which influence a given outcome stronger 
than other attributes. Common techniques of classi-
fication are decision trees. The algorithms which are 
frequently associated with decision trees are: ID3, 
C4.5, CART, CHAID, SLIQ, SPRINT. In this paper, 
a decision tree is chosen to show a group of rules of 
classification in a tree scheme and it is matched with 
the CART algorithm (Breiman et al., 1984). A regres-
sion tree is used to predict problems in case the 
response variable is numeric or continuous. This 
algorithm is adopted for a supervised multistage 
decision-making process to classify the observations 
in a finite number of classes. In the literature, this 
approach has already been tested to rank flats based 
on calculated normalized primary energy demands 
calculated with a quasi steady-state method 
(Capozzoli et al., 2016). 
The decision tree starts with the root node which 
contains the complete data set and is used as learn-
ing sample. Successively, the decision tree sub-
divides the data set using a binary split in homoge-
neous subsets, considering 2k-1 ways of creating a 
partition of k attribute values, and gives the origin 
to a new node. The last nodes in the tree are called 
leaves and each node is labelled with the attribute's 
name. The tree branches show the path which 
respects a series of rules and classifies the samples. 
With a rising number of rules, the tree appears more 
and more complex which should be avoided to 
maintain the usability. For this reason, a so-called 
pruning can be applied. The criterion used is called 
Gini Index, which evaluates the degree of impurity 
of each node. The data are split for each node that 
maximizes the decrease of impurity. 
Another element to characterize the tree is to evalu-
ate the statistical performance of the model if a new 
dataset is used. In this investigation, a k-fold cross-
validation is applied. This technique divides the 
dataset in equal k-parts and for each step; one part 
is used for the validation of the data set, while the 
other one is used for training the dataset. 
The models are developed with Rapid Miner 
7.3.001. 
 
 
 
 

2.3 TEASER and Low Order Building 
Model 

TEASER uses statistical approaches based on the 
IWU (Loga et al., 2005) building typology (Schiefel 
bein et al., 2015b). The minimum required input 
data consist of the following five parameters: year 
of construction/ year of retrofit, building height, net 
leased area, number of storeys, and usage type. 
These parameters are the basis to estimate envelope 
areas for exterior walls, windows, rooftops, and 
basement. Furthermore, the constructions of enve-
lope structures are parameterized. This data enrich-
ment provides a full dataset for the “Multi-
zoneEquipped.mo” zone model of the Aixlib 
library. In this investigation, TEASER is applied to 
set up building models of the RWTH Aachen 
Campus building stock and is used to highlight the 
differences of recommended estimated retrofit 
measures.  
The mentioned LOM “MultizoneEquipped.mo” is 
an RC-Model based on the German Guideline VDI 
6007-1 (Lauster et al., 2014b). Lauster modified the 
guideline model by adding an extra resistance 
representing the thermal behaviour of window 
elements. To keep the information content low, a 
minimum number of zones should be the aim of low 
order modelling. Therefore, only a small number of 
zones represent the building in the thermal building 
performance model. 
The accuracy of the TEASER tool chain for enriching 
the data by the mentioned five parameters to set the 
lumped parameters was evaluated by Lauster 
(Lauster et al., 2014a), and assessed to be suitable for 
city district energy performance simulation. 

3. Data Set 

3.1 Origin of the Data Set  

The building stock of the RWTH Aachen University 
campus consists of about 300 buildings.  
For this investigation, some energy-related facts and 
specific particularities are of interest, for instance, 
the campus’ total energy demand for heating 
amounting to 126,000 MWh or the specific value of 
the energy consumption (EC) with respect to the net 
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leased area of about 236 kWh/m² (Facility Manage-
ment, 2014). The distribution of the parame-
tersrelevant for the description of heating energy 
losses is illustrated in Fig. 3 and 4. 

 

Fig. 3 – Distribution of the energy consumption of the RWTH 
Aachen University Campus, divided into efficiency classes 

Fig. 3 shows the distribution of the EC of the RWTH 
Aachen building stock (only 125 consumption 
values are available). The following Fig. 4 describes 
the distribution of the estimated energy demand 
(ED) by applying TEASER and LOM (299 data of ED 
are available); the estimated average of the yearly 
ED for heating is about 249 kWh/m² with respect to 
the net leased area. 
 

 

Fig. 4 – Distribution of the energy demand of the RWTH Aachen 
University Campus, estimated with TEASER and LOM 

Fig. 3 and 4 illustrate that about 60 – 80 % of the 
buildings have a high specific ED for heating. This 
could yield to the assumption that a lot of buildings 
should have a high potential for energetic retrofit-
ting. In the further reading, some characteristics of 
the data set are presented. 

3.2 Characteristics of the Data Set 

To show some important characteristics for the 
description of the energetic behaviour of the build-
ings, like U-values of the total vertical façade or the 
opaque facade following histograms are illustrated 
in Fig. 5 and 6. 
The distribution of the total mean U-value of the 
facades is shown in Fig. 5. The figure shows that 

there are about 35 % of buildings with a U-value 
above 2.1 W/(m² K) and approximately another 20 
% above 1.2 W/(m² K). Hence, the focus of the 
investigation is indispensable and the main goal is 
the determination of facade retrofit measures. 
 

 

Fig. 5 – Distribution of the total mean U-value of the building 
facades, based on data estimated with TEASER 

Fig. 6 shows the allocation of U-values from the 
opaque part of the facade. 
 

 

Fig. 6 – Distribution of the U-value of the opaque building 
facades, based on data estimated with TEASER 

Furthermore, Fig. 6 illustrates that the opaque U-
values are responsible for about 30 % above 
2.1 W/(m² K) and approximately 42 % under 
0.9 W/(m² K). This leads to the allocation of window 
U-values. As mentioned before, the data set which 
describes the campus was emulated by TEASER; 
therefore, only two categories of windows are 
available. The values are between 1.5 W/(m² K) and 
2.0 W/(m² K), and above 2.8 W/(m² K). 

3.3 Determination of Retrofit Measures 
by the Visual Method 

As mentioned in section 2, the filter settings for 
determining the buildings which have to be retrofit-
ted are indicated by the diagrams in Fig. 1 and 2. For 
this investigation two filters are set and applied on 
the data emulated with TEASER.  

4.0%

20.0%

28.8%

9.6%

16.0%

11.2%

5.6%

1.6% 0.8% 0.0%
2.4%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

C
um

ul
at

iv
e 

fr
eq

ue
nc

y 
[%

]

Fr
eq

ue
nc

y 
[%

]

specific energy consumption for heating [kWh/m²]
frequency [%]
Cumulative frequency [%]

10.4%
8.0%

12.7%

18.4%

12.7%
15.4%

4.7% 3.3% 3.3% 3.7%
1.3% 1.7% 1.7% 0.3% 0.7% 1.7%

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

C
um

ul
at

iv
e 

fr
eq

ue
nc

y 
[%

]

Fr
eq

ue
nc

y 
[%

]

specific energy demand for heating [kWh/m²]
frequency [%]
Cumulative frequency [%]

0%

31%

12%
9% 8%

5%

14%

21%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

5%

10%

15%

20%

25%

30%

35%

40%

C
um

ul
at

iv
e 

fr
eq

ue
nc

y 
[%

]

Fr
eq

ue
nc

y 
[%

]

Categories of mean facade(vertical) U-value [W/(m²K)] frequency [%]
Cumulative frequency [%]

0%

35%

7%

17%

4%
0%

4%

14%
18%

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

0%

5%

10%

15%

20%

25%

30%

35%

40%

C
um

ul
at

iv
e 

fr
eq

ue
nc

y 
[%

]

Fr
eq

ue
nc

y 
[%

]

Categories of opaque facade(vertical) U-value [W/(m²K)] frequency [%]
Cumulative frequency [%]



Case Study for Energy Efficiency Measures of Buildings on an Urban Scale 
 

407 

Fig. 1 shows the boundaries of the first visual 
method filter (VM filter setting 1): a high specific ED 
of 125 kWh/m² and a high total ED (considered by a 
high net leased area of 1600 m²). These boundaries 
result in a dataset of about 136 buildings. Moreover, 
retrofit measures would never be performed, unless 
they are absolutely necessary. Thus, it is indispen-
sable to consider the U-value, which is set to 
1.1 W/(m²K), as highlighted in Fig. 2. Based on to the 
U-value, the first retrofit recommendation is given 
and results in 70 buildings with a potential to 
retrofit the opaque facade. To determine buildings 
with high transmission heat losses, a high HT-value, 
here 4000 W/K, is considered and leads to a second 
visual filter (VM filter setting 2). This results in a 
potential data set of about 57 buildings. 

3.4 Pre-processing of the Data Set 

In this phase, different strategies are considered to 
prepare the data for an analysis. Firstly, outliers are 
detected and the values are normalized. Secondly, 
the variables which influence attributes are selected. 
Finally, a data transformation is carried out. 
To detect the outliers of the data set, a distance-
based outlier detection algorithm is applied. 
Thereby, the Euclidean distance is calculated 
between the data points, and the ones with the 
greatest distance from other data points are marked 
as outliers. 
In order to grant equal consideration of the attrib-
utes, it is necessary to normalize the data set. 
After the data analyses and the review of similar 
studies in literature (Capozzoli et al., 2016), the fol-
lowing attributes are selected: aspect ratio S/V, heat 
transfer surface on heated volume in [m-1]; U-value 
opaque, U-value of the vertical opaque envelope in 
[W/(m2 K)]; HT-value wall, the mean overall heat 
transfer coefficient by thermal transmission of the 
opaque components in [W/K]; U-value window, U-
value of the vertical opaque envelope in [W/(m2 K)]; 
HT-value window, the mean overall heat transfer 
coefficient by thermal transmission of the opaque 
components in [W/K]. 
The attributes are chosen based on the information 
gain they can give. For this reason, it is common that 
the attributes of the data set are independent and 
only the label attribute is clearly dependent of the 

other attributes. In this paper, Data Sets 1 and 3 are 
used with all the variables showed before with the 
exclusion of HT. Data Sets 2, 4, and 5 take all the pre-
viously shown variables into account. The latest 
data set is shown in section 6.4 to compare the 
results and to investigate how the information gain 
using HT variables can be used, despite the correla-
tion with the U-values. 
Data transformation introduces criteria to label each 
building according to the “high”, “medium” or 
“low” category. These labels are necessary, as the 
classification tree is based on a categorical response 
variable. Each “high” category starts from the 
median value to the maximum value of energy 
performance. The thresholds between the categories 
“high-medium” and “medium”-“low” of the ED 
data set are 241.05 kWh/m2 and 50.00 kWh/m2, 
respectively. The thresholds between the categories 
of the EC data set are similar with 177.84 kWh/m2 
and 74.00 kWh/m2, respectively. The threshold limit 
of the “low” category applying ED comes from the 
energy efficiency class of EnEv2014 (BMWi, 2014). 
The threshold limit of the “low” category applying 
EC is based on a similar percentage of buildings as 
in the “low” category applying ED. The percentage 
of buildings in the categories “high”, “medium”, 
“low” with the ED data set is 36 %, 54 % and 10 %. 
The categories with the EC data set have the follow-
ing percentages 41 %, 50 % and 9 %. 

4. Limitations 

In the following, some boundary conditions shall be 
mentioned. The applied low order models used for 
this investigation are supplied by the AixLib library 
version “The Modelica _Annex60_ library”. This 
library is currently still under development and, 
furthermore, TEASER enriches the parameter sets 
for LOM and uses statistical approaches. 

5. Decision Trees 

In this investigation, two different approaches are 
evaluated and a set of buildings of the RWTH 
Aachen building stock with opaque facades should 
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be retrofitted. Two different decision trees are eval-
uated with CART algorithms; the first one is deter-
mined with the input of the specific EC for heating 
with Data Set 1. It is illustrated in Fig. 7. 
 

 

Fig. 7 – Decision tree, based on EC with Data Set_1 

After the pre-processing of Data Set 1 with EC, the 
decision tree classifies 82 buildings. 

  

Fig. 8 – Decision tree, based on ED with Data Set 3. 

The decision tree of Data Set 3 (normalized data) 
with ED is shown in Fig. 8. It classifies 221 build-
ings, thus, more buildings than the first one. 

6. Supervised Classification Process 

6.1 Analysis of the Classification Tree 
Split Attributes 

The first attribute enables us to split the data in the 
Root Node, representing the one with the most 
influence on the energy consumption or demand. 
The decision tree based on EC has 5 leaf nodes and 
a tree size of 9. The main attribute is if the U-value 
of the opaque facade is bigger or equal than 0.56. 

Furthermore, in this decision tree, there aren't any 
attributes about transparent components. 
The decision tree, based on ED, has 6 leaf nodes and 
the size of 11. The main attribute of this decision tree 
is if the U-value of the opaque facade is smaller than 
0.7 (with normalized data). 

6.2 Classification Accuracy 

The training records which are correctly classified 
by the decision tree based on EC are about 66 % of 
all buildings. The accuracy of the same model is 
52.97 % with 5 k- folders of the cross validation.  
The training records of the decision tree based on 
ED are about 78 % of the whole considered build-
ings, and the model accuracy about 72.28 % with 10 
k-folders of the cross validation. The accuracy of the 
whole classification of about 70-80 % (Gao et al. 
2010; Yu et al., 2010) is considered acceptable. A 
lower number of buildings influences the model 
based on energy consumption negatively. The 
model of classification based on ED is recom-
mended to evaluate retrofitting measures for higher 
accuracy. 

6.3 Evaluation of Retrofit Actions 

The decision trees visualize the main attributes 
which classify buildings and influence the energy 
consumption or demand. In the upper part of the 
tree, close to the Root Node, there are attributes that 
classify most of the buildings. 
Each node could consider a retrofit action. In this 
study, for each building the following retrofit 
measures are considered: retrofitting of only trans-
parent components or retrofitting of only opaque 
components. The retrofit actions are applied only in 
leaf nodes. 
An attribute doesn’t necessarily give the possibility 
of a refurbishment, such as in the case of the S/V-
ratio (last node of the Fig. 7). The retrofit actions are 
applied on all the buildings with the characteristics 
indicated by the attributes in the leaf nodes, includ-
ing the buildings not classified by the decision tree. 
The excluded buildings from retrofit actions belong 
to the “low” categories (both with EC and ED). 
These are not considered, because priority is given 
to the buildings which are classified as “high” and 
“medium”. 
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6.4 Results 

With the visual approach and the CART approach, 
four different recommendations of a data set are 
evaluated. These contain the buildings with a high 
potential for retrofitting the opaque facade. With the 
visual method, the following filters are used: filter 
setting 1 with spec. energy demand > 125 kWh/m² 
AND net leased area > 1600 m² AND U-value > 1.1 
W/(m²K); filter setting 2 with spec. energy demand 
> 125 kWh/m² AND net leased area > 1600 m² AND 
U-value > 1.1 W/(m²K) AND HT-value > 4000 W/K. 
The visual method filter recommends about 70 
buildings, whereas the second filter selects about 57. 
The first CART method based on EC recommends 
73 buildings and the second, based on ED, recom-
mends 268 buildings. All the results of retrofit 
actions are analysed by applying a building perfor-
mance simulation using LOM. The results are illus-
trated in Fig. 9. They show that with the CART 
method, it is possible to save more energy while 
refurbishing more buildings. In order to investigate 
possible recommendations, an analysis is conducted 
with the Data Set 2 (with HT and U values). Fig. 9 
shows that both recommendations of the visual 
methods yield an energy saving percentage of about 
7 % and 8.25 %. This means that the influence of 13 
buildings which are retrofitted in addition to the 
second data set offer no great advantages. 
 

 

Fig. 9 – Comparison of different evaluated recommendations by 
the two different methods: visual method and CART method 

 
Data Sets 1 and 2 do not show large differences. It is 
possible to see that Data Set 3 has the most energy 
saving potential but also the highest number of 
buildings to refurbish. Data Sets 4 and 5 consider the 
same data set but with different retrofit actions. In 
Data Set 4, the buildings are refurbished following 

the attributes of the decision tree and, therefore, 
with actions on opaque and transparent 
components. In Data Set 5 all the buildings are 
object of only opaque retrofit actions. 
The estimated recommendation by applying Data 
Set 2 of the CART method results in energy savings 
of about 11.4 % and with Data Set 4 of about 31 %. 
However, Data Set 5 saves about 33 % with fewer 
buildings, as in the case of Data Set 4. This proves 
that also retrofit actions should be analysed. Con-
cerning Data Set 5, it has to be mentioned that more 
than half of the building stock is recommended to 
be retrofitted. This value seems to be high, but in 
contrast to a theoretical investigation of retrofitting 
all 299 campus buildings, the percentage of energy 
savings was calculated to be 36 %. 
Hence, the CART method identifies the main influ-
encing parameter, as it recommends 169 buildings 
to be optimized (57 % of the building stock) and 
offers a reduction of about 33 % energy savings, 
which is very close to the theoretical investigation. 
However, the accuracy of the decision tree of ED 
with Data Sets 4 and 5 is lower than the decision tree 
of ED with Data Set 3. 

7. Conclusion 

In this paper, two different data mining approaches, 
namely the visual method and the CART method 
are analysed and evaluated. The result of each data 
mining concept is a list of buildings. These buildings 
are recommended to be retrofitted concerning their 
opaque vertical facade. The first method depends on 
human interpretation and is subjective, whereas the 
latter method is based on a statistical data mining 
process, which is more objective. The main differ-
ences between the methods are the handling (time), 
reliability, and accuracy. Thus, for a quick recom-
mendation to estimate data sets, the visual method 
could be considered. But if the input data are relia-
ble and recommendations should be dependable, 
the CART method should be preferred. 
In further investigations, the estimated recommen-
dations of combined retrofit measures will be ana-
lysed and discussed. 
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Abstract 
Urban populations continue to increase in parallel with 

global temperatures. The result is an increasing number of 

people affected by increasingly severe urban heat condi-

tions. Understanding these effects and being able to accu-

rately account for the effects of the urban climate on 

building energy use is important for urban and architec-

tural design decision making. This paper presents part of 

an on-going research effort to evaluate the Weather Re-

search and Forecasting (WRF) model as a tool for impro-

ving prediction of boundary conditions in urban climates. 

WRF is a regional climate model that is capable of down-

scaling global weather data to a fine resolution and 

includes detailed urban canopy models. The use of a nu-

merical model in urban climate studies would allow for 

computational experiments involving changes to the ur-

ban fabric and future climate scenarios. In this study, 

Vienna, Austria, was used as a test case. The weather was 

simulated over five 48-hour periods, which were selected 

using cluster analysis to best represent typical weather 

conditions in Vienna. The model results were then com-

pared to data collected from a network of 170 weather sta-

tions throughout the region of interest. Additionally, the 

land-use classification and urban parameterization in the 

model domain were improved using high-resolution GIS 

data from the city of Vienna. Results show a great deal of 

variation in the accuracy of the model under different 

weather conditions. Although individual problems can be 

identified during specific intervals, there is no obvious 

trend or bias to the variation across all time periods. The 

extent of the variation indicates the model results are not 

suitable for use as boundary conditions for building per-

formance models throughout an entire year. 

1. Introduction

In recent years, cities have been increasingly 
considered to be both contributors and stakeholders 
in the global climate change discussion, yet scienti-
fic precedents for the study of the climate impact of 
cities stretch back over two centuries (Hebbert and 
Jankovic, 2013). The commonly understood concept 
of the urban heat island, for instance, finds its roots 
in the work of Luke Howard in London (1833) and 
James Gordon's temperature survey of the Salt River 
Valley (1921). In our current context of mass urbani-
zation and global warming, urban planners and ar-
chitectural designers could benefit from improved 
urban climate representtations. An accurate urban 
climate model would allow for quantitative decision 
support in both the response of buildings to altered 
boundary conditions and the response of the local 
climate to changes in urban development. 
The misrepresentation of external boundary condi-
tions in building simulation can result in fairly large 
errors. A study in Bahrain showed that using out-
dated weather files can underestimate annual elec-
tricity consumption by 14.5 % and cooling loads by 
up 8.9 % (Radhi, 2009). Weather data for the typical 
meteorological year (TMY) are frequently used in 
building simulation models and are often derived 
from airport weather stations (Barnaby and Craw-
ley, 2011). These locations do not represent the se-
mantic and geometric complexities of urban envi-
ronments or the resulting microclimate effects (Per-
nigotto et al., 2014). Bhandari et al. (2012) investi-
gated the use of synthesized location specific weath-
er files from third party providers and found that 
monthly building loads can vary up to ± 40 %. In 
another study, Chan (2011) examined the range of 
impact of climate change variation by morphing the 
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TMY based on the projections of a general circu-
lation model (GCM). This revealed the potential for 
a substantial increase in A/C energy demand rang-
ing from 3.7 to 24 % for residential buildings. 
Together, advances in numerical weather models, 
the increasing availability of highly accurate GIS 
data, and the proliferation of weather monitoring 
stations allow for new avenues for exploring the 
complexities of the urban climate. In this study, we 
investigated the performance of the WRF model 
over the city of Vienna, Austria, under various 
weather conditions with the aim of using the output 
to improve the boundary conditions of building en-
ergy models set in urban areas. The WRF model was 
chosen as it incorporates a detailed subgrid rep-
resentation of the urban morphology, called the 
building environment parameterization and build-
ing energy model (BEP+BEM). 

2. Methodology

2.1 Study Area 

This study was centered on the city of Vienna, Aus-
tria. In comparison to other Central European cities 
with intact historic centers, Vienna is morphologi-
cally rather typical. According to the Köppen cli-
mate classification, it lies at the edge of the oce-
anic/subtropical zone (Cfb) that covers most of 
Western Europe and shares characteristics with both 
the warm summer continental climate to the East 
(Dfb) and the humid subtropical conditions (Cfa) of 
some Northern Italian cities (Kottek et al., 2006). Its 
municipal boundaries inscribe an area of 414.87 km2 
and approximately 1.8 million residents (Lukacsy 
and Fendt, 2015). It lies at the eastern edge of the 
Alps with the western edge of the city rising into the 
Wienerwald, and the eastern edge stretching over 
the Danube River and into the Vienna Basin. Our 
area of interest contains the municipal boundary of 
Vienna as well as the surrounding suburban and 
rural areas (Fig. 1). 
The availability of both weather data records as well 
as high-resolution geospatial data informed our 
decision to select Vienna as our case study. 
Additionally, with the notable exception of Stuttgart 
(Fallmann et al., 2014), Berlin (Jänicke et al., 2016), 

and Madrid (Brousse et al., 2016) relatively few 
European cities have been examined in WRF 
modeling studies. 

Fig. 1 – Vienna, Austria. Region of interest (red). Municipal bound-
ary (black) 

2.2  Study Period 

Although numerical weather models can be excel-
lent tools for computational experiments and 
weather prediction, they are resource intensive. In 
this study, we hoped to examine the utility of WRF 
across different weather conditions. Rather than run 
simulations with season-long or year-long dura-
tions, we selected 5 representative periods each with 
a 48-hour duration. 
These representative dates were selected with a k-
means cluster analysis method and daily means for 
the Schwechat Airport provided by Austria’s Zen-
tralanstalt für Meteorologie und Geodynamik 
(ZAMG). This station is well calibrated and sited in 
an open area that allows for good mixing and less 
impact of extreme micro-climate effects, making it 
well suited for classifying regional weather types. 
Then, three uncorrelated climatic variables were 
selected to use as key indicators in clustering: tem-
perature, diurnal temperature range, and wind 
speed. There is no objective or automated method 
for selecting an optimal number of clusters with the 
k-means approach. For this study, we needed to 
achieve a balance between investigating the widest 
range of weather conditions and reducing the total 
number of simulations. In order to achieve this 
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balance, we chose to use 5 weather categories after 
an iterative testing process (Fig. 2). 
The final step was to select the most representative 
48-hour period within the cluster for simulation.  In 
order to guarantee that each period best represents 
the aspects of the category that distinguish it from 
the other four, we selected days from each category 
with values furthest from the mean of the other clus-
ters (Table 1). 

2.3 Land Cover and Urban Canopy 
Parameters 

2.3.1 WUDAPT Land Cover 
The WRF model requires a land cover map to 
describe the surface condition and calculate its 
interaction with the atmosphere. For this study we 
used the World Urban Database and Access Portal 
Tool (WUDAPT) to provide the land cover map. 
WUDAPT is a state-of-the-art web portal that pro-

duces land cover maps of cities using the Local Cli-
mate Zone (LCZ) concept developed by Stewart and 
Oke (2012). These maps are created for use in urban 
climate modeling. The method classifies Landsat 
satellite imagery with a Random Forest Classifica-
tion algorithm (Bechtel et al., 2105). Training areas, 
which best represent each LCZ, are selected by the 
user. Then the algorithm uses the distinct reflective 
signature in each spectral band to classify each 
100x100 m pixel within the region of interest (ROI). 

Table 1 – Representative dates and key climate indicators 

Dates Mean 
Temp. [°C] 

Diurnal 
Range [K] 

Mean Wind 
Speed [m/s] 

January 7-9 -1.62 5.13 1.64 
February 8-10 -0.32 4.31 5.00 
March 20-22 6.93 15.24 0.69 
April 21-23 15.00 12.30 2.49 

July 5-7 27.26 16.13 1.56             

Fig. 2 – Key indicator time series with clustering (top) and boxplot by cluster (bottom) 

2.3.2 Urban Canopy Parameters from GIS 
In addition to the land cover map, the sub-grid 
urban model in WRF, the BEP+BEM, requires a 
morphological description or urban canopy 
parameters (UCPs) for each urban class in the land 
cover map. Although there are typical ranges 

provided by Stewart and Oke (2012), in Vienna we 
could extract these values directly from a detailed 
database of geospatial data made available by the 
City of Vienna (“Open Government in Vienna,” 
2016). This database includes a high-resolution 
vector map of all the building and land cover 
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features within the city. It allows for the precise 
calculation of most of the required UCPs (e.g. 
height-to-width ratio, pervious fraction, average 
building height). 
In order to extract these values, an algorithm was 
created with the Quantum GIS software (Quantum 
GIS Development Team, 2016). It iterates over the 
region of interest on a 100x100 m grid and calculates 
the UCPs for each cell. Building height and land use 
type are included in the metadata of each polygon. 
With the use of the metadata and the polygon areas, 
it was straightforward to calculate the necessary 
area fractions (i.e. pervious, impervious, and urban 
fractions). The average building height was 
calculated by weighting the height values with the 
building footprint area. Likewise, the histogram of 
height distribution was calculated using the 
percentage of total building footprint area in 5 ft 
bins. The height-to-width ratio was computed with 
a 4-pass raster method (Fig. 3) adopted from Burian 
et al. (2003). 
This algorithm produced a gridded data set with 
unique UCP values for each cell. However, this level 
of detail could not be used directly with WRF, as the 
GIS data is only available within the municipal 
boundaries and did not cover the entire ROI. Thus, 
mean values were used for each LCZC. 

Fig. 3 – Example of the 4 pass height-to-width ratio results 

2.4 Model Setup 

The BEP+BEM (Martilli, 2002; Salamanca et al., 
2010), under the Bougeaut-Lacarrère at 1.5 degree 
turbulence scheme, was chosen for this study for its 

multilayer urban canopy representation. This sub-
grid urban model is currently the most detailed 
urban representation within the WRF model. The 
meteorological boundary conditions used for the 
simulations were derived from the NCEP Final 
Analysis (FNL from GFS) data at 1° resolution and 
taken every 6h for each of the two-day simulations. 
Three nested domains were used to downscale the 
results to an inner domain with a 500 m resolution 
(Fig. 4). 

Fig. 4 – WRF nest domain configuration 

2.5 Observational Data 

We used three different sources for weather data in 
this study: the Austrian ZAMG, the City of Vienna 
Department for Environmental Protection (MA22), 
and Wunderground’s Personal Weather Station 
Network (PWSN). The stations from ZAMG and the 
MA22 are installed and maintained by official 
organizations, however they provide sparse 
coverage (11 stations). On the other hand, the PWSN 
provides excellent coverage, however these stations 
are installed and maintained by amateur weather 
enthusiasts. At the beginning of the study period, 
January 2015, there were 310 active PSWN stations 
in our ROI.  Although this number has increased to 
873 at the time of writing, only those initial stations 
were included (Fig. 5). 
While the PWSN's crowdsourcing approach pro-
vides a weather station network with excellent spa-
tial coverage, it introduces several sources of uncer-
tainty. There is no guarantee that recommended 
standards for installation are followed. In fact, a 
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number of stations in a similar crowdsourced 
network in Berlin were setup indoors (Meier et al., 
2015). 
Furthermore, there is no standard for the type of 
hardware used. Of the stations that provide infor-
mation about their hardware type, the majority 
(78.8 %) are Netatmo stations. While the manufac-
turer claims acceptable sensor accuracy, these sta-
tions are not ventilated or shielded so they have to 
be set up where they are not in direct sunlight or 
they risk overheating. Rain and wind gauge 
accessories are optional and not included with 
many stations. 
In order to address the potential for increased meas-
urement errors as a result of using these unverified 
stations, we used several data quality control filters 
to remove erroneous data. These filters reduced the 
number of stations from 310 to 160. First, all data 
that greatly exceeded historic global extremes at the 
Earth's surface were removed. Such extreme values 
usually represent error codes. 

Fig. 5 – Weather station network 

Then, outliers were identified with a two-tailed 
median absolute deviation (double MAD) test to 
account for skewed distributions and to prevent the 
outliers from influencing the selection process. The 
outlying data were then removed and stations that 
had more than 25 % of their values flagged as 
outliers were entirely removed from the dataset. 
In the final step, the remaining PWSN stations were 
compared to nearby official stations. The compari-

son included two additional filters designed to tar-
get specific types of error. The first targeted weather 
stations that were installed indoors by comparing 
the average daily minimum temperature. The 
second filter targeted overheating due to lack of 
radiation shielding, ventilation or improper 
positioning. 

3. Results

3.1 Near-Surface Temperature 

The modelled temperatures at 2 meters were com-
pared against a network of official stations and the 
PWSN. In general, the deviations between the 
model and observations were large (Table 2). 
The model tended to overestimate near surface tem-
perature in the cold study periods and underesti-
mate during the warmer two periods. Also, the 
model tended to perform better during the day 
when it had both lower RMSE and less bias. How-
ever, at a closer examination of the diurnal variation 
there is no clear pattern between study periods that 
might allow for a consistent correction factor or 
transformation (Fig. 6a): (1) both in January and 
February, the modeled temperatures rose 
drastically on the second day; (2) despite that 
temporary deviation, February had the lowest 
overall RMSE; (3) in March temperatures were 
overestimated during the night, but daily 
temperatures showed good agreement; (4) April is 
the only period to underestimate the temperatures 
for the whole duration; (5) overall, July and April 
cases accurately represented the daily temperature 
ranges and fluctuation. 
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Table 2 – 2 m Temperature results [°C] 

3.2 Global Radiation 

Global shortwave radiation was overestimated by 
the model in nearly every study period. This is 
likely due to both the obstruction of weather station 
sensors by surrounding obstacles and cloud for-
mation inaccuracies in the model. The February 
study period had the most accurate modelled solar 
radiation and even underestimates the solar radia-
tion on the second day, which indicates that the 
shortwave radiation was not driving the extreme 
overestimation of temperature during the same 
period (Table 3). 

Table 3 – Global shortwave radiation results [W/m2] 

3.3 Wind Speed 

Wind speed measurements showed consistently 
large differences between official weather stations 
and the PWSN. This was likely due to the difficulty 
of properly positioning wind gauge instruments. 
Therefore, for wind measurements only the official 
stations were used in the analysis (Fig. 6b). 

Table 4 – Wind speed results [m/s] 

3.4 Comparison to Reference Station 

In an effort to give some context to the magnitude of 
these errors, the deviations of the model results 
from near surface temperature observations were 
compared to the deviation of the airport reference 
station from all other stations. In effect, we wanted 
to test how well the model performed relative to the 
naïve use of nearby airport weather station data in 
predicting urban conditions (Fig. 7). 
The median of the absolute model error was only 
lower in February and the spread of that error was 
only significantly smaller in July. Therefore, the 
model failed both in terms of accuracy and precision 
when compared to the airport reference station. 

RMSE MB Mean SD Min Max

Overall 3.04 0.62 10.06 10.48 -8.69 33.71

Day 2.65 -0.10 12.48 11.17 -7.54 33.71
Night 3.40 1.34 7.65 9.15 -8.69 32.23

January 3.62 1.87 0.24 3.91 -8.69 10.34
February 1.94 0.84 0.46 2.25 -5.67 5.19

March 3.76 2.66 9.49 3.48 0.46 16.03
April 2.82 -1.74 13.17 3.92 2.11 19.46

July 2.82 -0.31 26.91 4.39 15.02 33.71

RMSE MB Mean SD Min Max

Overall 87.75 26.88 175.53 274.35 0.00 947.25

January 57.27 14.36 38.12 82.46 0.00 311.11
February 43.88 2.12 38.10 73.94 0.00 420.89

March 90.38 35.38 202.76 266.78 0.00 722.62
April 98.07 26.82 258.62 303.51 0.00 867.09

July 123.31 54.47 340.05 358.25 0.00 947.25

RMSE MB Mean SD Min Max

Overall 2.54 0.42 3.76 2.95 0.00 14.17

Day 2.33 0.19 3.70 2.80 0.00 13.14
Night 2.73 0.65 3.82 3.10 0.05 14.17

January 2.25 0.51 3.15 2.04 0.11 12.72
February 3.69 1.16 7.82 2.16 2.83 14.17

March 1.46 0.41 1.57 0.95 0.01 5.17
April 2.67 0.33 4.05 2.50 0.12 11.86

July 2.07 -0.30 2.22 1.89 0.00 8.85



Investigating the Suitability of the WRF Model for Improving Prediction of Urban Climate Boundary Conditions 

417 

Fig. 6a, 6b – Model vs. Observations for 2 m Temperature (top) and Wind Speed (bottom) 

Fig. 7 – Distribution of deviation from 2 m temperature observations for airport reference station and WRF model
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4. Discussion

4.1 Suitability for Building Energy Model 
Boundary Condition 

Despite the use of a detailed description of the 
urban areas, core climatic variables, such as air tem-
perature, were inconsistently reproduced. In fact, as 
Jänicke et al. (2016) show in their study over the Ber-
lin-Brandenburg region, increasing complex multi-
layered UCMs might actually be a source of in-
creased error when compared to a simple slab 
model. 
With such a large degree of error and no consistency 
in the direction of bias that is both seasonally and 
diurnally stable, the present study cannot identify 
the WRF model as an appropriate tool for deriving 
urban boundary conditions for building energy 
modeling. Furthermore, the model more often pro-
vided worse estimates of the urban near surface 
temperature than the airport reference station. This 
suggests that morphing approaches that modify ref-
erence measurements or TMY records may be more 
suitable for urban studies. 

4.2 Sources of Error 

In order to better isolate the sources of modeling 
error, a correlation analysis was conducted between 
the overall RMSE per station and station properties 
that could be contributing to the observed error. 
Only the station elevation showed any significant 
correlation with the error with a correlation coeffi-
cient of 0.28. It is a weak relationship and may be 
related more to the land cover typology than eleva-
tion as in Vienna, the urban density decreases with 
elevation to the West and we have seen a higher rate 
of error associated with lower density LCZCs (e.g. 
LCZ 6 and 9) in another ongoing research effort. 
Due to the use of unofficial personal weather station 
data, it was also of interest to examine the stations 
that showed the best and worst agreement with 
model results. Interestingly, we saw no consistency 
between study periods or within types of stations 
(i.e. official vs. amateur). This indicates that any 
consistent measurement error that might exist is ob-
scured by the magnitude and spatial variation of the 
modeling error. 
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Abstract 
Complex fenestration systems influence indoor comfort 

conditions and energy consumption in a complex way. If 

all the involved aspects are not considered jointly since the 

design phase, buildings can show a deep gap between 

their planned and real performance, especially when 

dealing with low energy buildings (Vanhoutteghem et al., 

2015). This can be avoided by identifying the design 

configurations able to provide a trade-off between 

contrasting requisites: improving comfort conditions 

while minimizing energy use. This work analyzes and 

compares different design solutions for an open space 

office from a global performance perspective. Dependence 

on the building characteristics and operation strategy has 

been assessed by comparing two different windows sizes, 

three glazing systems, and three different approaches to 

control the shading devices, for a South oriented façade in 

the climate of Rome. The study has been conducted 

combining a RADIANCE/DAYSIM lighting simulation 

with EnergyPlus for the thermal comfort and energy ana-

lysis. A set of metrics, able to express both the time con-

stancy and the spatial uniformity of visual and thermal 

comfort conditions, has been evaluated together with the 

energy demand for heating, cooling, and lighting. The 

results show how a global approach allows obtaining a 

more comprehensive building performance evaluation 

and, consequently, identifying design solutions capable of 

enhancing both energy efficiency and occupant comfort. 

1. Introduction

Fenestrations with shading devices, or Complex 
Fenestration Systems (CFSs), due to their thermal 
and optical complexity can influence indoor visual 
and thermal conditions, daylight availability and 
energy consumption in a complicated way. Failure 

to consider since the early design phase all the con-
current performance aspects, including comfort 
conditions, which affect occupants’ interactions 
with the building, is one of the causes for the gap 
between planned and real performance, especially 
in low energy buildings. 
Even if it is possible to identify different approaches 
for describing thermal and visual comfort con-
ditions and energy use, a common thread can be 
unveiled in the recent scientific literature: the need 
to define an optimal trade-off between energy 
efficiency and indoor well-being. All the studies 
clearly underline the importance of considering 
both energy and comfort performance, when 
designing a building or a façade component. 
The evaluation of the global building performance 
has been conducted by analyzing energy consump-
tion and indoor comfort conditions in Ferrara et al. 
(2015), Liu et al. (2015), Mainini et al. (2015), Roetzel 
et al. (2014), Yao (2014a), David et al. (2011). 
In Zhang et al. (2017), a Pareto front representation 
on a 3D space allows to recognize the non-domi-
nated solution in terms of thermal, visual comfort, 
and energy consumption for heating and lighting. 
Vanhoutteghem et al. (2015) used a contour plot 
representation of the space heating demand impos-
ing three fixed parameters (U-value, windows 
orientation and room width-to-depth ratio), and 
plotting the results for different g-values and glaz-
ing-to-floor ratio. Thermal and visual comfort are 
evaluated defining specific boundaries for over-
heating occurrences and daylighting availability. 
Regardless of the indices used for evaluating the 
building performance, or the software employed for 
calculating them, there is the need of synthesizing 
hourly profiles calculated for some specific points in 
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the building, and derive zonal and long-term met-
rics. In Atzeri et al. (2016a), a set of zonal and long-
term metrics has been proposed with this aim. Time 
constancy or spatial uniformity of the considered 
comfort aspects are at the base of their definition.  
In this work, daylight, visual and thermal comfort 
and global energy consumption for heating cooling 
and lighting performance have been analysed for a 
set of 18 open space office building modules in the 
climate of Rome. 
They have been derived from the same reference 
module, modifying glazing systems, windows size, 
and control strategies for the shading devices, ac-
cording to a full factorial plan. The metrics and re-
presentations introduced by Atzeri et al. (2016b) 
have been used to contrast the performances of dif-
ferent CFSs and their operation strategy. 

2. Simulation Method and Metrics 
Calculation 

In order to calculate energy and comfort perfor-
mance of the analyzed building configurations, dif-
ferent simulation codes have been combined. The 
building model has been developed through Rhi-
noceros, a commercial 3D computer graphics and 
computer-aided design (CAD) application software. 
Grasshopper, a graphical algorithm editor tightly 
integrated with Rhinoceros 3D modelling tools, has 
been used for the parametric definition of the differ-
ent configurations. Daylight, glare, and electric 
lighting annual profiles have been calculated in a 
RADIANCE/DAYSIM based lighting simulation 
software (Roudsari et al., 2013) and then they have 
been post-processed through MatLab to obtain 
artificial lighting and roller shades operation sched-
ules useful for energy and thermal comfort simu-
lations with EnergyPlus and to calculate day-
lighting, visual, and thermal comfort metrics. In-
door visual comfort conditions have been assessed 
by means of the enhanced Daylight Glare Proba-
bility simplified (eDGPs) index, calculated on an 
annual basis according to Wienold (2009): 

𝑒𝑒𝑒𝑒𝑒𝑒𝑃𝑃𝑠𝑠 = 𝑐𝑐1 ∙ 𝐸𝐸𝑣𝑣 + 𝑐𝑐2 ∙ 𝑙𝑙𝑙𝑙𝑙𝑙10 �1 + ∑ �𝐿𝐿𝑠𝑠,𝑖𝑖
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Thermal comfort conditions have been assessed by 
means of the Predicted Mean Vote according to EN 
ISO 7730:2005 but using a modified Mean Radiant 
Temperature (MRT) that takes into account the 
direct and diffuse solar radiation passing through 
the transparent surfaces and striking the occupants, 
according to La Gennusa et al. (2005; 2007): 

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖4 = ∑ 𝐹𝐹𝑠𝑠→𝑗𝑗𝐼𝐼𝑑𝑑,𝑗𝑗
𝑖𝑖𝑛𝑛𝑛𝑛

𝑖𝑖=1 + 𝛼𝛼𝑖𝑖𝑖𝑖𝑖𝑖,𝑏𝑏

𝜀𝜀𝜀𝜀
𝑓𝑓𝑝𝑝𝐼𝐼𝑏𝑏𝑛𝑛𝑖𝑖𝑛𝑛     (2) 

For all the RADIANCE based simulations, the am-
bient bounce (-ab) parameter has been set to 5, in 
order to be able to consider even the inter-reflection 
influence deeper in the room.  
The natural light distribution has been obtained on 
a grid of 81 points located 0.8 m above the floor and 
excluding a peripheral band 0.5 m deep along the 
walls, even if the results are averaged for being rep-
resented for 9 positions to be consistent with the 
comfort analysis. Thermal and visual comfort indi-
ces have been calculated on a grid of 9 points. Ther-
mal comfort points are 0.6 m above the floor, corre-
sponding to the height of a sitting person’s stomach. 
Instead, 1.2 m has been chosen for visual comfort 
analysis, as the reference height for the line of sight 
for a sitting person in studies dealing with visual 
comfort, suggested by several regulations.  
The annual energy demand for heating, cooling, and 
lighting have been calculated by means of Ener-
gyPlus and expressed in terms of primary energy 
per unit of surface. The simulation has been per-
formed with an hourly time step. 
All the other simulation settings (observers’ view 
direction, HVAC, and artificial lighting system 
characteristics) have already been described in more 
detail in Atzeri et al. (2016b). 

3. Model Setup 

Being used especially during daytime, offices are 
characterized by an even more urgent necessity of 
balancing thermal and visual comfort requisites, in 
order to be able, for example, to maximize as much 
as possible solar gains and daylight contributions, 
avoiding high cooling demand, glare, and thermal 
discomfort. These aspects make them an ideal target 
for this study.  
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An open space office located in Rome, Italy (Lat. N 
42° 54’ 39’’ HDD18: 1420 K d - CDD18: 827 K d) has 
been chosen for the analysis. Hourly weather data 
for one year have been used as climatic inputs (US 
DOE, 2009). 
The workspace floor area is 100 m2 and the internal 
height is 3 m. The opaque envelope is made of an 
internal clay block layer, 0.2 cm thick, and an exter-
nal insulation layer, 0.12 m thick, with a thermal 
transmittance of 0.26 W m−2 K−1 complying with the 
requisites of the national legislation for the consid-
ered climatic conditions. The entire envelope dis-
perses to the outdoor environment, except the floor, 
which is in contact with a conditioned space, and is 
considered adiabatic. To model the interaction be-
tween light and the room surfaces, walls and ceiling, 
have been assumed with a reflectance of 70 %, the 
floor 30 % and the ground 20 %. Different design 
configurations have been analysed, combining two 
values for the window dimensions and three 
glazing types. Roller shades have been chosen due 
to their widespread availability, especially in build-
ings belonging to the tertiary sector. Table 1 shows 
the configuration parameters used, together with 
the labelling key to represent the different cases in 
the following. 
The optical and solar properties of the roller shades, 
characterized by a nominal solar and visual trans-
mittance of 0.05, were determined through angular 
measurements, and calibrated using a validated 
model (Atzeri et al., 2016b). 

Table 1 – Design configuration parameters 

Parameters Values Labels  
Window Wall 
Ratio (WWR) 

45 % 
75 % 

S1 
S2 

Glazing Systems 
(GS) 

1) Ugl = 1.1 W m−2 K−1; 
τvis = 0.77; SHGC = 0.62;  

HH 

2) Ugl = 1.1 W m−2 K−1; 
τvis = 0.72; SHGC = 0.36;  

HL 

3) Ugl = 1.1 W m−2 K−1; 
τvis = 0.33; SHGC = 0.33;  

LL 

3.1 Roller Shades Control Strategies 

Several researchers underlined that shading devices 
can lead to a reduction of the building cooling 
energy needs together with an increase of the indoor 
environmental quality, related to thermal and visual 
comfort. Regardless of the physical properties that 

characterize the fabric material, the possibility to 
change progressively the shades position can facili-
tate the balance between solar and glare protection, 
daylight availability and external view. Even if 
shades can be operated directly by the occupants, 
different studies underlined that the manual opera-
tion tends to show some hysteresis. Once com-
pletely closed, the shades tend to remain in this state 
for a long period (Konstantoglou and Tsangrassou-
lis, 2016). The possibility to control them automa-
tically is essential, in particular to avoid the gap be-
tween the planned and the real performance of 
buildings. Different configurations and control ap-
proaches have been proposed and analysed in lite-
rature. Kapsis et al. (2010) proposed a motorized 
roller shade that opens from top to bottom. In this 
way, the roller shade covers the bottom part of the 
window, while allowing daylight to enter from the 
top part of the window, thus ensuring uniform light 
distribution. Two algorithms, aiming at maximizing 
solar heat gains while reducing heat losses during 
the heating season, have been suggested by Bastien 
and Athienitis (2012). One, called global solar control, 
operates the shades based on the global horizontal 
radiation level, independently of the shades orien-
tation. The other, defined as individual solar control, 
allows controlling shades with different orienta-
tions using their respective incident solar radiation 
level. Both the controls consider only an open-
closed shades position. An open-closed operation is 
also described in Shen and Tzempelikos (2012), 
where the shades are automatically closed when 
incident beam radiation on the facade is higher than 
20 W m-2 and outside work hours. The same authors 
(Shen and Tzempelikos, 2014) defined a control 
based on the effective daylight transmitted into the 
space, used also in Konstantzos et al. (2015). The 
effective daylight control has been compared to a 
work plane protection control, where the shading 
position is a function of the solar profile angle and 
the distance between the occupant and the window, 
and to a fully closed state of the shades. Also, in 
Singh et al. (2015) an open-closed control mode has 
been used, closing the shade when the glare thresh-
old is exceeded. Xiong and Tzempelikos (2016) con-
sidered 11 possible shades positions, choosing the 
more convenient as the highest that is able to max-
imize daylight while maintaining visual comfort. 
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Three visual comfort criteria have been used, 
respectively based on DGP, vertical illuminance (Ev) 
and effective illuminance. If all shading positions 
fail to pass the criterion, the shades are left closed.  
In this study, three different approaches to control 
the roller shades have been considered: 
1. Open-closed operation (CTRL1 in the following) 
The shades state is determined according to the illu-
minance level measured on the workplane position 
closest to the transparent surface: 500 lx is the open-
ing threshold and represents the desired work plane 
illuminance; 2000 lx is considered the limit value to 
avoid visual discomfort (Nabil and Mardaljevic, 
2006). The shades state depends also on their state in 
the previous time step: if the shades were already 
closed and in the current the workplane illuminance 
is still larger than 500 lx, the shades will be kept 
closed.  
The two next controls are based on the certainty that 
to ensure a comfortable visual environment it is not 
necessary for shades to operate in an open/closed 
mode. On the contrary, they can move to intermedi-
ate positions that depend on solar position, sky con-
ditions, and solar penetration depth relative to the 
occupant position. 
2. Solar adaptive operation (CTRL2) 
The shade height (hsh) with respect to the work 
plane height is calculated as: 

ℎ𝑠𝑠ℎ = 𝑒𝑒 ∙ tan(Ω)    (3) 

where D is the distance of the working plane from 
the facade, and Ω is the solar profile angle (function 
of solar altitude α and surface solar azimuth γ).  
This control method (Tzempelikos and Shen, 2013) 
allows preventing direct sunlight from falling on the 
work plane area but can cause glare and overheat-
ing problems especially in summer. Moreover, 
when French windows are considered, this control 
does not allow closing completely the shades, due 
to the reference height used in the equation. At the 
same time, it is very simple to implement, because a 
pre-calculated schedule can be applied according to 
the specific building location. 

3. Effective daylight operation (CTRL3) 
The effective illuminance Eff (Shen and Tzem-
pelikos, 2014) represents the overall illuminance 
transmitted through the window, measured on the 
same plane, considering both the shaded (Esh) and 
unshaded (Eg) parts of the window: 

𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 =
∑ �𝐸𝐸𝑔𝑔𝑖𝑖×𝐴𝐴𝑔𝑔𝑖𝑖+𝐸𝐸𝑠𝑠ℎ𝑖𝑖×𝐴𝐴𝑠𝑠ℎ𝑖𝑖�𝑖𝑖

∑ �𝐴𝐴𝑔𝑔𝑖𝑖+𝐴𝐴𝑠𝑠ℎ𝑖𝑖�𝑖𝑖
    (4) 

Once fixed a reference value for the work plane illu-
minance, it is possible to determine a limit value for 
Eff that represents a threshold, called Eesp, analyzing 
the correlation between the two quantities in the 
case of CTRL2. Using this threshold, a new equation 
to calculate the shades height can be defined: 

ℎ𝑠𝑠ℎ = �𝐸𝐸𝑒𝑒𝑠𝑠𝑒𝑒−𝐸𝐸𝑠𝑠ℎ�∙𝐻𝐻
𝐸𝐸𝑔𝑔−𝐸𝐸𝑠𝑠ℎ

    (5) 

Where H represents the total window height. Then, 
the final shades height can be iteratively chosen as 
the smaller value between those calculated using 
Equations (1) and (3): 

ℎ𝑠𝑠ℎ = min �𝑒𝑒 ∙ tanΩ, �𝐸𝐸𝑒𝑒𝑠𝑠𝑒𝑒−𝐸𝐸𝑠𝑠ℎ�∙𝐻𝐻
𝐸𝐸𝑔𝑔−𝐸𝐸𝑠𝑠ℎ

�  (6) 

All the three controls close the shades completely 
during the unoccupied hours. 

4. Results and Discussion 

Results will be represented and discussed by means 
of the zonal and long-term performance metrics as 
described in Atzeri et al. (2016b), namely 
availability, spatial availability, usability, time, and 
through the energy demand for heating, cooling, 
and lighting. Since the performance depends on the 
shade operation, Fig. 1 compares the shades posi-
tion obtained by applying the three different con-
trols previously described. For space reasons, only 
the small windows equipped with HH glazing sys-
tems have been considered. The yellow color ramp 
allows recognizing the shades opening percentage 
from 0 (black) to 100 % (white). 
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a) 

b) 

c) 

Fig. 1 – Temporal plot for the shades’ opening percentage according to CTRL1 (a), 2 (b) and 3 (c) for the small window S1, with HH glazing 
system 

Fig. 2 allows the comparison of the shades operation 
according to the three control strategies for all the 
glazing systems. The yellow columns represent the 
number of hours during which shades are open, the 
black ones the number of hours with closed shades, 
and the grey ones the number of hours when shades 
are in an intermediate position (only for CTRL2 
and 3). With the exception of CTRL2, which con-
siders only the sun position to manage the shades, 
the shades position frequency changes with the 
control strategy and with the type of glazing.  
Tables 2 and 3 point out for how long, considering 
CTRL2 and CTRL3, the roller shades remain at a 
certain distance from the windowsill. The duration 
is expressed as time percentage compared to the 
annual occupation hours. In particular, looking at 
Table 3 it can be noticed that, since the reference 
height of the working plane is 0.8 m, with CTRL2 
the shades cannot assume a distance from the 
windowsill lower than 0.8 m. 

Fig. 2 – Shades opening state during occupancy period according 
to the control strategy for the different glazing systems 

On the contrary, when the CTRL3 equation is used, 
the shades can overcome this limit to reduce exces-
sive workplane illuminance and with some impact 
on possible overheating and discomfort conditions, 
as underlined in the following.
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Table 2 – Shades position in small windows S1: percentage of 
occupancy period for different heights from windowsill 

 Height 
(m) 

CTRL2 CTRL3 
HH HL LL HH HL LL 

1.5 60 60 60 18 22 55 
1.4 2 2 2 4 3 2 
1.3 2 2 2 3 4 2 
1.2 2 2 2 4 6 3 
1.1 2 2 2 6 7 3 
1 3 3 3 7 6 2 

0.9 3 3 3 7 6 4 
0.8 4 4 4 7 6 5 
0.7 6 6 6 7 7 7 
0.6 3 3 3 8 7 3 
0.5 3 3 3 6 6 3 
0.4 1 1 1 4 5 1 
0.3 2 2 2 5 5 2 
0.2 1 1 1 5 4 1 
0.1 0 0 0 3 2 0 
0 6 6 6 6 6 6 

Table 3 – Shades position in large windows S2: percentage of 
occupancy period for different heights from windowsill 

Height 
(m) 

CTRL2 CTRL3 
HH HL LL HH HL LL 

2.5 60 60 60 10 13 46 
2.4 2 2 2 2 1 2 
2.3 2 2 2 2 1 2 
2.2 2 2 2 1 3 3 
2.1 2 2 2 2 2 3 
2 3 3 3 3 3 2 

1.9 3 3 3 4 3 4 
1.8 4 4 4 4 3 4 
1.7 6 6 6 4 4 5 
1.6 3 3 3 3 4 4 
1.5 3 3 3 5 5 4 
1.4 1 1 1 4 5 3 
1.3 2 2 2 6 6 4 
1.2 1 1 1 6 5 3 
1.1 0 0 0 4 4 1 
1 1 1 1 5 4 2 

0.9 1 1 1 5 5 2 
0.8 4 4 4 9 9 6 
0.7 0 0 0 5 4 1 
0.6 0 0 0 4 3 0 
0.5 0 0 0 2 2 0 
0.4 0 0 0 2 2 0 
0.3 0 0 0 3 3 0 
0.2 0 0 0 3 3 0 
0.1 0 0 0 3 1 0 
0 0 0 0 0 0 0 

4.1 Daylighting Performance 

Table 4 shows the spatial distribution of Daylight 
Autonomy, DA500 through the office, for all the 
design configurations and the three shading con-
trols proposed.  

Starting with S1 cases, with CTRL1, DA500 is insuffi-
cient regardless of the position analyzed, and, com-
paring the three glazings, only LL guarantees a 
slight sufficient DA in the first row close to the win-
dows. 
As expected, with CTRL2, DA values and distribu-
tion improve for all the glazings. HH and HL have 
the best performance in all the positions and with 
HH the highest DA is obtained in the third row. 
With LL the DA distribution is similar to the one ob-
tained with CTRL1, even if in this case useful values 
can be reached at least in the row close to the win-
dow.  
With CTRL3, again HH and HL guarantee the best 
performance, even if the DA distribution is less 
homogeneous. With glazing LL, DA is acceptable 
only in the first row and useless in the second and 
third rows. Compared to CTRL2, the values of DA 
in the first row are almost the same, in the second 
almost half, and, in the third row, the situation is as 
negative as with CTRL1.  
Cases with windows S2 have the same trend as cases 
S1, but the large windows allow higher DA in the 
second rows in almost all the cases and controls.  
Table 5 shows the spatial Daylight Autonomy, sDA, 
for the three controls, the three glazings and the two 
window areas: with CTRL1, glazings HH and HL 
have sDA null, while glazing LL guarantees an sDA 
of 33 % that coincides with the first row from the 
window. With CTRL2, glazings HH and HL per-
form in the same way and guarantees 67 % sDA, that 
means the acceptable DA in the first two rows, while 
glazing LL guarantees adequate DA only in the first 
row. Finally, with CTRL3, adequate DA is guaran-
teed only in the first row with all the three glazings. 
The situation is very similar with large windows 
even though with CTRL2 100 % sDA is reached 
using HH and HL glazings. Concluding CTRL2 
allows obtaining the best performance in terms of 
daylight availability, regardless of the window di-
mensions and with all the glazing types.  
Concerning the usability of the space, in terms of the 
fraction of space with a sufficient daylighting level, 
e.g. 500 lx, in the same moment, Fig. 3 shows the 
percentage of the occupancy time for different val-
ues of Daylight Usability. The control that guaran-
tees the higher DU is CTRL2 with HH and HL glaz-
ing: with small windows, DU is 90 % for the 22 % of 
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the time with HH and 13 % of the time with HL glaz-
ing, and it is about 50 % for large windows, with both 
HH and HL glazing. Nevertheless CTRL3 always 
perform better than CTRL1. These quantities repre-
sented by a red solid line in the figure, are the time 
Daylight Usability (tDU), summarized in Table 5. 
The threshold of 90 % of Daylight usability is never 
reached by the other cases with both S1 and S2.  

4.2 Visual Comfort 

The VCA distribution (Table 4), underlines that for 
almost all the glazing systems, regardless the con-
trol approach, the window dimension and the occu-
pant’s position, are able to ensure a comfortable 
environment from a visual point of view.  
The only design configurations that are not able to 
fulfil the required environmental conditions, are 
those coupling CTRL2 with HH and HL glazing sys-
tems, for the left and central points on the first row. 
Particularly critical are the values related to the larger 
windows, where the DGP lies above 0.35 for more or 
less half of the occupancy time. sVCA values in Table 
5, confirm what has been previously pointed out. 
When applying CTRL2 to HH or HL glazing sys-
tems, the fraction of space in the room in visual com-
fort conditions for at least 90 % of the reference pe-
riod lies always under the threshold selected. The 
most critical condition is associated to the largest 
windows equipped with HH glazing; where DGP is 
lower than 0.35 only for 66 % of the room.  
When VCU is considered (Fig. 3), HH and HL glaz-
ings coupled with CTRL2 show a reduced fraction 
of space simultaneously in visual comfort with re-
spect to CTRL1 and 2. 

4.3 Thermal Comfort 

Thermal comfort availability is very high (higher 
than 90 %) in all the points in the space for almost 
all the cases (Table 4). In particular, CTRL1 ensure a 
good homogeneity with HH and HL glazings, while 
with LL, TCA falls between 80 % and 90 % in the 
row close to the windows and in the middle point in 
particular. The performance with CTRL3 is similar: 
TCA is very homogeneous in the space and only the 
position in the middle of the first row has a TCA 
between 80 % and 90 %. CTRL2 assures higher TCA 

than the other controls in the rows far from win-
dows, while in the points closer to the windows 
TCA is particularly low (57 %) in the point in the 
middle of the first row, close to the window. Conse-
quently, it is possible to see that Spatial Thermal 
Comfort Availability, sTCA, is 100 % with CTRL1 
and glazing HH and LL, with both large and small 
windows, and with CTRL3 is 100 % with HH and 
HL but only for small windows. With glazing HH 
and HL, CTRL1 and CTRL3 are the best controls for 
small windows, while CTRL1 is the best for large 
windows. With glazing LL the three controls perform 
in the same way guaranteeing 89 % of sTCA in cases 
with small windows and 67 % with large windows. 
Concerning the contemporaneity of the comfort 
achievement over the space, Table 5 reports time 
Thermal Comfort Usability: CTRL1 guarantees 90 % 
of usability for about the 90 % of the time with HH 
and HL glazings, with both large and small windows, 
while the percentage decreases with LL glazing (87 % 
with small windows and 76% with large windows). 
CTRL2 gives the worst results in terms of time 
usability especially with HH glazing, while CTRL3 
gives intermediate results: with small windows the 
performance is better than with large windows and 
HL glazing performs better than HH and LL glazings.  

4.4 Energy Consumption 

A previous work (Atzeri et al., 2014) underlined 
how the use of shading devices can affect the energy 
performance in different ways, depending on their 
optical properties and position, on windows orien-
tation and size. In this study, the analysis has been 
concentrated mainly on the effect of different shades 
controls, pointing out their possible influence in 
terms of energy consumption. The primary energy 
demand for heating, cooling, and artificial lighting 
is plotted in Fig. 4 for all the cases investigated. 
Generally, CTRL2 and CTRL3 give the best results 
in terms of artificial light demand, reducing consid-
erably energy consumption compared to CTRL1. 
When the shades position mainly depends on the 
glazing system properties, as it happens for CTRL1, 
LL glazing systems perform better. Their lower vis-
ual transmittance allows shades to stay open for 
longer period than with other glazing, maximizing 
the use of natural light. On the contrary, when 
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CTRL2 and CTRL3 are considered, the best perfor-
mance derives from HH and HL. These glazing sys-
tems are characterized by a very similar trend across 
the different design configurations, due to their 
close visual transmittance. On the contrary, when 
cooling consumption is considered, different con-
trol systems can produce different trends. It hap-
pens especially using CTRL2. It determines a longer 
shades opening period along the year and, when it 
is applied to the larger windows, it does not allow 
the shades to be less than 0.80 m from the bottom 
edge of the windows, thus increasing solar gains. 
The same behavior can be pointed out considering 
CTRL3 results, but in this case, the difference 
between HH and HL glazing systems is less evident. 

HH and HL, except for CTRL2 applied to large win-
dows for the reason described above, perform better 
than LL for the cooling aspects.  
Actually, when a control system based on illumi-
nance values, is applied, glazing systems allow a 
bigger amount of natural light entering the confined 
environment, together with the solar radiation. It 
can be particularly critic when a climatic location, as 
Rome, where cooling demands represent the main 
source of energy consumption, is considered. 
Concerning the total energy demand, HL glazing 
systems, coupled with CTRL3, provide the best per-
formance, reducing simultaneously both artificial 
lighting and cooling demand. 
 

Table 4 – DA500, VCA35 e TCA10 for small and large windows. Tables represents the room plan, the thick border the walls, and the missing 
border the window position 

  CTRL 1  CTRL 2  CTRL 3  
  HH  HL  LL  HH  HL  LL  HH  HL  LL  

D
A

 
S 

S1
 0 0 0  0 0 0  0 0 0  25 31 26  16 24 18  0 0 0  0 0 0  0 0 0  0 0 0 

 

1 1 2  2 3 3  3 4 3  62 67 66  63 66 64  10 14 11  38 47 40  42 48 39  4 8 6 
16 17 17  19 20 20  53 58 56  84 86 85  83 85 84  70 75 73  83 86 85  82 85 84  70 75 73 

                                    

S 
S2

 0 0 0  0 0 0  0 0 0  54 55 52  52 53 51  0 1 1  0 0 0  0 0 0  0 0 0 
2 5 3  3 5 3  12 17 13  72 76 74  72 74 71  31 39 31  37 47 38  36 44 35  14 22 13 

14 16 15  15 17 16  51 56 54  88 88 88  87 88 87  74 78 77  87 88 86  86 88 87  74 78 77 
                                      

V
C

A
 

S 
S1

 100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100 

 

100 100 100  99 100 100  99 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100 
99 99 100  99 99 100  97 98 100  74 76 94  78 82 96  99 99 100  98 99 100  98 99 100  99 99 100 

                                    

S 
S2

 100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100 
100 100 100  100 100 100  99 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100  100 100 100 
99 99 100  99 99 100  98 98 100  48 50 77  53 55 82  99 99 100  99 100 100  99 100 100  99 99 100 

                                      

TC
A

 
S 

S1
 91 92 91  91 92 91  92 92 92  95 93 95  93 93 93  93 93 93  92 92 92  92 92 92  93 93 93 

 

91 91 91  92 91 92  92 92 92  93 93 93  93 93 93  93 93 93  92 92 92  92 92 92  93 93 93 
91 91 91  91 91 91  92 88 92  89 76 89  92 88 92  93 89 93  92 90 92  92 91 92  93 89 93 

                                    

S 
S2

 91 92 92  92 92 92  92 92 92  95 93 94  94 94 94  94 93 93  92 92 92  92 92 92  93 93 93 
92 92 92  92 92 92  92 92 92  92 92 92  93 93 93  93 93 93  92 92 92  92 92 92  93 93 93 
91 90 91  92 91 92  88 78 87  73 57 73  87 73 86  87 73 87  89 87 89  91 89 91  89 81 89 

Table 5 - Spatial Availability and Time Usability for small and large windows 

 Spatial Availability Time Usability 
 CTRL1 CTRL2 CTRL3 CTRL1 CTRL2 CTRL3 

  HH HL LL HH HL LL HH HL LL HH HL LL HH HL LL HH HL LL 

D
 S S1 0 0 33 67 67 33 33 33 33 0 0 0 23 17 0 0 0 0 

S S2 0 0 33 100 100 33 33 33 33 0 0 0 53 49 0 0 0 0 

V
C

 S S1 100 100 100 78 78 100 100 100 100 99 99 97 72 77 99 98 98 99 

S S2 100 100 100 67 67 100 100 100 100 99 99 98 46 51 99 99 99 99 

TC
 S S1 100 100 89 67 89 89 100 100 89 90 90 87 75 86 87 89 90 88 

S S2 100 100 67 67 67 67 67 89 67 89 90 76 56 71 71 85 87 79 
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Fig. 3 – Daylight Usability, Visual Comfort Usability, and Thermal Comfort Usability for small and large windows 

 

Fig. 4 – Primary Energy demand for artificial lighting, heating and cooling 
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5. Conclusion 

In this paper, the integrated performance of differ-
ent CFSs coupled with three control approaches for 
shading devices is presented. The first is character-
ized by a standard open-closed operation, while the 
others are able to assume intermediate positions 
according to solar position and effective daylight. 
The building’s global performance has been 
assessed, considering thermal and visual comfort 
conditions and daylighting availability besides 
overall energy demand. Results have been 
expressed in terms of availability, spatial availabil-
ity, usability, time usability (Atzeri et al., 2016b), 
and energy demand for heating, cooling, and 
lighting. 
Outcomes underline that advanced controls for 
shades operation, not working with an on-off mode, 
are able to ensure a suitable indoor environment 
and to reduce energy consumption. However, per-
formance obtained with advanced controls is more 
affected by the type of glazing system adopted 
which determines different amounts of energy de-
mand. Furthermore, it has been demonstrated that 
CTRL3 guarantees a more homogeneous distribu-
tion of the natural light, even in a deep space as the 
one used in this study.  
Concerning CTRL2, as already underlined in Tzem-
pelikos and Shen (2013), the results confirm that, 
although this operation mode is very simple to ap-
ply, it is not able to ensure the same comfort perfor-
mance, in terms of visual and thermal quality, nor 
the same energy demand, as CTRL1 and CTRL3. 
Beyond the previous advantages, the possibility to 
locate the shades on intermediate positions can help 
the occupants to maintain a closer connection to the 
outdoor environment, improving their perception 
of the confined space. 
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Abstract 
The recent progress in numerical weather prediction mod-

elling, and in particular the possibility to reach increas-

ingly finer spatial resolutions, allowed researchers to re-

produce building-atmosphere interactions in a more accu-

rate and realistic way, especially in urban areas. 

The present work aims at evaluating the impact of high-

resolution gridded datasets of urban morphology param-

eters on the results of numerical simulations of atmos-

pheric processes performed with the WRF/Urban suite in 

the city of Bolzano (Italy), and to analyze how they affect 

near-ground temperature fields. 

A sensitivity test was carried out, combining the WRF 

model with the Building Effect Parameterization (BEP) 

scheme to simulate two typical clear-sky summer days, 

respectively with and without the input gridded data of 

urban morphology. The structure and the morphology of 

the city of Bolzano were carefully reproduced through 

several fine-scale morphometric parameters from surface 

and terrain models (0.5 m resolution). 

The results highlight that urban morphological parame-

ters display a high spatial variability, moderately affecting 

the distribution of the temperature field near the ground. 

High-resolution meteorological fields inside urban areas 

can be valuable information for building energy simula-

tions. Accordingly, a scheme of model chain coupling 

WRF and TRNSYS codes is proposed, in order to enhance 

the future assessment of urbanization effects and in the 

same way to provide more realistic and accurate building 

energy simulations. 

1. Introduction

In densely urbanised areas, buildings are among the 
most important factors controlling energy, mass and 

momentum exchanges between the earth surface 
and the atmosphere. This interaction has close influ-
ence on the Urban Heat Island (UHI) phenomenon, 
which consists in a significant increase of air tem-
perature in the city center compared to the sur-
rounding areas. Nowadays, recent progress in 
numerical weather prediction modelling, along 
with increasing availability of high-power compu-
tational resources, allow for reaching much higher 
spatial resolutions, even in operational model runs 
for routine weather forecasting. Accordingly, a 
more detailed parameterisation of these processes 
can be included, reproducing building-atmosphere 
interactions in a more precise and realistic way, 
especially in urban areas. Numerical models involve 
different spatial scales. In particular, two main mod-
els can be distinguished: mesoscale models (repre-
senting the atmospheric structures and working at 
horizontal resolutions of 1–10 km) and microscale 
models (e. g. Computational Fluid-Dynamics (CFD) 
models, Building Energy Simulations, working at 
much finer resolutions). Focusing on urban areas, 
microscale models require detailed information 
about buildings structure, while meso-scale models 
need a parameterization of averaged urban 
morphology features. In this context, mesoscale 
meteorological models, estimating the mean 
thermal and dynamical effects of the cities on the 
atmosphere have been increasingly applied to 
urban areas (Salamanca et al., 2011). Indeed, 
implementing urban schemes with detailed urban 
morphological parameters can provide better tools 
for evaluating the urban morphology impacts on the 
urban microclimate and the surrounding buildings. 
For this reason, the National Urban Database and 
Access Portal Tool (NUDAPT) was designed to 
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provide gridded datasets of urban canopy 
parameters for 44 US cities. Many recent studies 
highlighted the importance of using fine-resolution 
input datasets of urban morphology parameters to 
keep pace with the increasingly high resolution of 
operational model runs, in order to improve the 
accuracy of the results (Solazzo et al., 2010; 
Salamanca et al., 2011; Giovannini et al, 2014). The 
Weather Research and Forecasting (WRF) model 
can be coupled either with a single-layer urban 
canopy model (Kusaka et al., 2001) or with a multi-
layer canopy model (Martilli et al., 2002), providing 
a valuable approach to represent the heterogeneities 
of urban morphology, considering three different 
urban surfaces (walls, roofs, and roads) and 
infinitely long street canyons (cf. Giovannini et al., 
2013). Moreover, the BEP scheme can be coupled 
with a simple Building Energy Model (BEP+BEM), 
which provides a multilayer urban 
parameterization that takes into account the 
exchanges of energy between building and 
atmosphere (Salamanca and Martilli, 2010). The 
embedded building energy module estimates the 
heat diffusion through building envelopes and the 
radiation exchange between indoor surfaces, the 
heat generation of occupants and equipment, the 
energy consumption of air conditioning systems 
and natural ventilation. 
The present work adopts the most advanced urban 
parameterization scheme coupled with the WRF 
model, i.e. the Building Effect Parameterization 
(BEP) (Martilli et al., 2002), in order to evaluate cli-
matic conditions in the city of Bolzano. The city is 
located in the northeastern Italian Alps, in a basin 
where three valleys join (Fig. 1). Climatic conditions 
in the city are tightly connected with the complex 
topography of the surrounding area that influences 
in particular the flow field, mainly characterized by 
daily-periodic up- and down-valley winds from 
tributary valleys, especially in the warm season. 
Many studies investigated the interaction between 

urban area and these phenomena, emphasizing the 
important influence of local winds on the urban 
environment (Kuttler et al., 1996; Piringer and Bau-
mann, 1999; Giovannini et al., 2011). 
The objective of the present work is to develop a 
complete dataset of fine-scale urban canopy param-
eters (UCPs) in Bolzano, in order to assess their im-
pact in WRF-urban canopy models. This methodol-
ogy, besides providing an accurate description of 
the temperature field in the urban area, can be used 
also to evaluate the effects of particular urban heat 
island mitigation strategies, or to assess the energy 
consumption in buildings.  
This work is organized as follows. The datasets and 
the methodologies used to obtain urban canopy 
parameters are described in detail in section 2. Sec-
tion 3 describes the results of sensitivity tests per-
formed by means of the WRF/urban scheme. 
Finally, section 4 presents some conclusions and the 
proposal of a model chain including the mesoscale 
model (nested WRF-urban from 10.8 to 0.4 km reso-
lution) and the well-known building energy simula-
tion code TRNSYS. 

2. Input Datasets and Modelling Setup

2.1 Input Datasets – UCPs 

As reported in the study of Giovannini et al. (2014), 
high-resolution meteorological simulations in com-
plex terrain require a high-resolution topography 
dataset. For this reason, here the topographical data 
obtained from the Viewfinder Panoramas (original 
horizontal spatial resolution ∼30 m) were used. Fig. 
1 (right) shows the topography of the inner domain, 
highlighting the urban area of Bolzano. The dataset 
Corine was used for the land cover parameters, 
reclassifying the 44 Corine categories into the 20 (+3 
special classes for urban land use) Modis categories, 
in order to fit the WRF look-up tables.
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Fig. 1 – The four nested domains used for the numerical simulations (left). The zoomed-in area (right) represents the inner domain and the black 
line contours the urban area of the city of Bolzano 

The land cover dataset is shown in Fig. 2. As the goal 
of this research concerns the urban environment, 
detailed maps of urban morphology were 
developed. Using digital surface and terrain models 
(0.5 m resolution) from the GeoCatalogo of the Au-
tonomous Province of Bolzano (http://geocatalogo. 
retecivica.bz.it/geokatalog), fine resolution maps of 
urban morphology parameters were calculated by 
means of the QGIS + Urban Multi-scale Environ-
mental Predictor (UMEP) and Matlab© software. 
Collected data and maps were processed in order to 
obtain gridded urban canopy parameters (UCPs) 
with a horizontal spatial resolution of 100 m, 
directly used as input for the BEP scheme. The 
structure of the city of Bolzano was carefully 
reproduced using a set of seven morphometric 
parameters: the average and standard deviation 
height of the buildings named respectively hm and 
hs, the building plan area fraction λp =Ap/Atot (where 
Ap is the plan area of buildings and Atot is the total 
area of the cell) and plan-area-weighted mean 
building height haw =(Ap*hm)/Ap; the building 
envelope area to plan area ratio λb =(Ap +Aw)/Atot 
(where Aw is the wall surface area); the frontal area 
index λf =Aproj/Atot (where Aproj is the total area of 
buildings projected into the plane normal to the 
approaching wind direction at 0°-45°-90°-135°), the 
urban fraction λu (percentage of the cell covered by 
urban land use). Finally, the distribution of building 
heights hi (that corresponds to the plan area fraction 
of the buildings every five meters in each 

computational cell) at 5 m vertical intervals was 
calculated on fifteen vertical urban levels. The 
methodology used to calculate the main urban 
morphological parameters is reported in Burian et 
al. (2008). Fig. 3 shows respectively the distribution 
of λp (a), λb (b), hm (c) and λu (d), on a 100 m grid 
resolution. The same parameters have been used as 
input for the BEP scheme in the WRF model, aver-
aging those previously calculated in order to adapt 
them to the 400 m WRF resolution. Results are 
shown in Fig. 4. Fig. 3 and 4a, 4b, and 4c highlight, 
as expected, that the highest values of these urban 
morphology parameters are mainly located in the 
central part of the city, which is characterized by a 
typical South Tyrolean architectural design, 
consisting of 4-5-storey historic buildings flanking 
narrow (often arcaded) street canyons. In particular, 
the highest values of λp and λb occur in this area, 
which underlines the high density of the urban area. 
Furthermore, high values occur also in the southern 
area of the city, which is the industrial and 
commercial areas, and in the northwestern part of 
the residential area, where high residential build-
ings are present (Fig. 4c). Finally, in order to check 
the consistency of the gridded morphology data, 
they were overlaid on Google Earth maps.
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Fig. 2 – Modis land use categories in the inner model domain. Cat-
egories 31-33 indicate urban land use, namely 31: Low intensity 
residential, 32: High intensity residential, 33: Industrial or commer-
cial 

2.2 WRF Numerical Simulation 

In order to assess the impact of the urban canopy 
parameters on the WRF simulation output, the non-
hydrostatic version of the WRF model (version 3.8) 
coupled with Building Effect Parameterization BEP 
scheme (Martilli et al., 2002) was used (Skamarock 
et al., 2016). The 54-h WRF-urban simulations 
started at 1800 UTC (LST=UTC+1 h) 19 July 2015 and 
ended at 0000 UTC 21 July 2015. Simulations were 
carried out using four two-way nested domains 
(nesting ratio=3) with the grid resolution for the 
inner domain of 400m×400m (Fig. 1 and Tables 1 
and 2 show details about domains dimension and 
resolution). Initial and boundary conditions derive 
from the National Center for Environmental Predic-
tion (NCEP), where meteorological data have 1-deg 
grid resolution (about 120 km) and 6 h time resolu-
tion. 30 eta levels (terrain-following hydrostatic-
pressure vertical coordinate) are used in the vertical. 
The simulations were run with the Bougeault and 
Lacarrère (1989) scheme for the Planetary Boundary 
Layer (PBL) parameterization, while the Noah land 
surface model (Chen and Dudhia, 2001) for the land 
surface processes parameterization. 

Table 1 – Details of resolution of nested WRF domains 

3. Sensitivity Test

In order to analyze in detail the impacts of the grid-
ded datasets of the urban morphology parameters, 
sensitivity simulations were performed with and 
without these input data. The simulation consider-
ing urban morphology parameters is referred to as 
BEP_PAR, while the one using only standard input 
for the BEP scheme (i.e. without the gridded 
datasets of urban morphology) is referred to as 
BEP_NOPAR. In this case, since the grid data of 
urban morphology are absent, the three urban clas-
ses describe the urban settlements (Fig. 2), i.e. the 
ancient and high-intensity residential class (class 
number 31), the recent high- or low-intensity resi-
dential class (class number 32), and the industrial 
and commercial class (class number 33), from which 
the urban scheme looks up the morphology param-
eters. 
The simulation results show that the strongest tem-
perature differences between the two simulations 
occur in the central part of the city, where the influ-
ence of the morphology parameters on the perfor-
mance of the urban scheme is higher. At night tem-
peratures are slightly higher (∼ 0.5 - 1 °C) in 
BEP_PAR than in BEP_NOPAR, especially in the 
central part of the urban area, while in the central 
hours of the day the opposite occurs, mainly in the 
downtown area, which is characterized by densely 
packed buildings and narrow street canyons.  
These results (obtained from BEP_PAR) are in rea-
sonable agreement with observations performed in 
Trento (Giovannini et al., 2011), showing a quite 
strong nocturnal urban heat island (UHI), especially 
under low wind speed and clear sky conditions, 
whereas an urban cool island is likely to develop in 
the morning. 
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Fig. 3 – Urban morphology parameters calculated by means of MATLAB-QGIS software from digital surfaces and terrain model for the urban 
area of Bolzano (fine resolution-100 m). (a) Building plan area fraction λp, (b) building surface area to plan area ratio λb, (c) average building 
height hm, (d) urban fraction λu.

Focusing on Fig. 5a, referring to nighttime (2315 
UTC), the highest differences occur in the central 
part of the urban area, in accordance with the aver-
age values of the UCPs used in BEP_PAR, which, 
unlike the default urban classes, well capture the 
detail of the denser morphology and greater height 
of the buildings in that area. On the contrary, nega-
tive differences occur during daytime (Fig. 5b), 
especially in the morning, due to the density of 
urbanization which prevents solar radiation to pen-
etrate inside narrow street canyons. However, this 

difference decreases until the central hours of the 
day, when the temperature differences between the 
two schemes are less than 0.5 °C. Summing up, as 
can be seen in Fig. 5a and 5b, areas with low positive 
and negative differences are present throughout the 
urban area, depending closely on the local values of 
the gridded morphology parameters. The maximum 
differences between the two simulations (i.e. 
BEP_PAR-BEP_NOPAR) are more than 1 °C, both 
during the day and the night, when negative and 
positive differences occur respectively.  
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Fig. 4 – Urban morphology parameters averaging the finer-resolution previously calculated in Fig.3 and used in the BEP scheme. (a) Building 
plan area fraction λp, (b) building surface area to plan area ratio λb, (c) average building height hm, (d) urban fraction λu. Detailed explanations of 
the parameters are given in section 2.1. Height contours are in above sea level (ASL) 

4. Discussion and Conclusion

The WRF/BEP coupled model was applied, with and 
without urban morphology parameters, to simulate 
the atmospheric processes in the city of Bolzano 
during the hottest days in the summer 2015. A sen-
sitivity test was performed to assess the impact of 
the gridded datasets of the urban morphology in the 
BEP scheme. The results show that the detailed 
urban parameters influence significantly the spatial 
and temporal variability of the urban temperatures 
throughout the day. In particular, the BEP_PAR 

simulation shows higher temperature than 
BEP_NOPAR in the historical city center already in 
the first nocturnal hours. On the contrary, the tem-
perature in the downtown area tends to remain 
lower in BEP_PAR than in BEP_NOPAR throughout 
the morning (~1 °C), due to a cool island effect. 
Further analyses are ongoing in order to investigate 
the model sensitivity with respect to fluxes and 
other micrometeorological variables. Based on the 
results of this paper, on the ongoing research activ-
ities, and on the continuous improvement of numer-
ical capabilities at all scales, modelling building ele-
ments in more detail seems the further effort in 
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order to represent in a more accurate way the inter-
action between buildings and the urban atmos-
phere. To this regard there are some issues to over-
come. On one hand the resolution typically used in 
mesoscale model simulations is not enough to pro-
vide details about the single building in the urban 
context. On the other hand, building energy simula-
tions (BES) often focus on the single building with-
out considering the urban context and the surround-
ing building effect on radiative and convective sur-
face exchanges on the external envelope. Further-
more, providing proper initial conditions for these 
models remains a difficult task, as they are usually 
derived from observations (mostly taken within 
rural environment) limited to a single-point, which 
negatively affect model reliability. These criticalities 
pose a challenge when it comes to coupling these 
models with mesoscale models, especially when the 
impact of urbanization effects (UHI) on building 
energy performance is investigated. 
In this context, WRF/Urban output can provide 
information that are not typically available from 
conventional climate data, e.g. Typical Meteorolog-
ical Year, leading to a more robust source (spatially 
averaged) for initial conditions as compared to local 
observations. The possible advantages arising from 
the use of WRF/Urban output in building energy 
simulation may be shortly recalled in the following 
list: 
1) Better knowledge of micrometeorological condi-
tions representative of specific urban areas free from 
potential bias due to instrument location;  
2) a more precise evaluation of temperatures on 
impervious urban surfaces, upper soil layers and 
overlying urban canopy layers; 
3) a better prediction of future scenarios by 
assessing the feedback between buildings and the 
surrounding microclimate, which are directly 
affected by climate change mitigation strategies (e.g. 
green roofs, trees and vegetation). 
A challenging opportunity that may be pursued in 
future developments of this research is the coupling 
of WRF/Urban with models dynamically reproduc-
ing building energetics (e.g. TRNSYS). 

Table 2 Main features of the simulations in this paper  

 

 

Fig. 5 – Temperature differences at 2 m AGL in the urban area of 
Bolzano at (a) 2315-nighttime, (b) 1200–daytime UTC respectively 
19 and 20 July 2015 
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Abstract 

Thermal bridges play a significant role in the heat loss of 

nearly Zero Energy Buildings (nZEB). In the case of exist-

ing buildings, the underestimation of thermal bridges can 

lead to errors of about 20 % in the assessment of their 

energy requirements. 

Nowadays, proper simulation tools for evaluating the 

building energy performance in dynamic conditions are 

increasingly needed. Their outputs are important inputs 

for life cycle costs (LCC) and life cycle assessment (LCA) 

as well as for energy audits. A weak point is that the tools 

which are currently well established on the market, do not 

consider the contribution given by thermal bridges to the 

overall building energy balance as they rely on a one-

dimensional approach to recreate heat flows. 

Several scientific studies deal with different methods that 

can be applied to evaluate the dynamic behaviour of ther-

mal bridges, but they disregard the wall capacity to accu-

mulate/release heat loads and the role played by internal 

temperatures.  

This work analyses some numerical methods proposed by 

different authors based on the discretization of thermal 

bridges and their characterization in dynamic regime. 

A calculation procedure is evaluated to underline its 

potential as a rapid dynamic calculation algorithm to be 

integrated in the current software for dynamic analyses. 

The surface temperatures and the heat fluxes are taken 

into account. 

In the present work, the method of the equivalent thermal 

wall has been implemented to get the input parameters 

required to dynamically assess the thermal bridges energy 

contribution. Afterwards a finite volume analysis is devel-

oped to compare the outputs coming from different meth-

ods in terms of crossing fluxes, surface temperatures and 

thermal storage capacities. 

A low percentage error is found between the equivalent 

thermal wall and the real one in terms of surface tempera-

tures. This achievement allows to carry out proper super-

ficial condensation assessments. 

Anyway the above-exposed procedure is quite complex 

and time-consuming. The algorithm is then expected to be 

refined in the future by simplifying the necessary opera-

tions for the evaluation of thermal bridges. 

1. Introduction

The Directive 2010/31/EC of the European Parlia-
ment and of the Council of 19 May 2010, on the 
energy performance of buildings (EPBD Recast) has 
established a common framework of measures for 
the promotion of energy efficiency within the Union 
in order to ensure the objectives of the "climate-
energy package 20/20/20." 
Buildings account for about 40 % of total energy 
consumption in the Union (Ascione et al., 2012) it is 
necessary to reduce their greenhouse gas emissions 
by using energy from renewable sources and by 
reducing energy consumption in the buildings 
sector. 
Italy, under the existing rules, has issued a new 
Ministerial Decree on June 26, 2015 for the energy 
efficiency of buildings. The decree imposes more 
restrictive limits than before in order to achieve 
nearly Zero Energy Buildings (nZEB). 
Designers can use two main approaches for build-
ing energy calculation: a simplified approach and a 
dynamic simulation. 
The first is based on UNI EN ISO 13790:2004 
(Thermal performance of buildings - Calculation of 
energy use for space heating) developed according 
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to the European Energy Performance of Buildings 
Directive (EPBD- Directive 2002/91/EC). 
This standard proposes a quasi steady-state 
approach based on algebraic equations. Heating 
and cooling energy demands are calculated on the 
basis of a balance between the transmission and 
ventilation heat losses, and the internal and solar 
gains. 
The simplified calculation has several advantages 
over the dynamic approach because it is simpler and 
more intuitive, but it is considered insufficient to 
properly describe the dynamic behaviour of the 
building envelope and its system controls (Kim 
et al., 2013). 
The dynamic approach is preferable to design high-
efficiency buildings. It requires extensive inputs and 
the correlation between inputs and outputs is often 
not intuitive, but it has relevant advantages. 
Designers have a high level of modeling possibili-
ties for the integrated performance assessment. In 
addition, simulations in dynamic regime give more 
precise outcomes. 
Anyway it is necessary to underline the importance 
of the contribution of thermal bridges on energy 
demands, whatever simulation method is used. 
According to the International Standard EN ISO 
10211/2008, a thermal bridge is “a part of the build-
ing envelope where the otherwise uniform thermal 
resistance is significantly changed by full or partial 
penetration of the building envelope by materials 
with a different thermal conductivity, and/or a 
change in thickness of the fabric, and/or a difference 
between internal and external areas, such as occur 
at wall/floor/ceiling junctions”. Numerically, it is 
estimated that thermal bridges can increase the ther-
mal loads and needs of a building up to 20 % 
(Ascione et al., 2012). Other authors showed that, 
under certain conditions, neglecting thermal bridg-
es can lead to errors on energy needs calculation 
over 40 % (Kosny et al., 2002). 
A proper correction or elimination of thermal 
bridges is hardly achievable. In nZEB, where a great 
envelope thermal resistance is advisable, thermal 
bridges play a significant role. 
In the quasi steady-state approach, proposed by the 
recent Italian decree, the value H’T has been 
introduced. It represents the average value of the 
envelope’s thermal transmittance that is the sum of 

transparent and opaque surfaces’ thermal trans-
mittances, including thermal bridges (UNI EN ISO 
6946: 2008; UNI EN ISO 14683: 2008). Previous 
studies have demonstrated that in order to reach the 
actual targets established for H’T by the Italian law, 
the designer needs to plan a building envelope with 
very small thermal transmittance in order to balance 
the heat loss through thermal bridges. 
On the other hand, in the dynamic approach, the 
impact of thermal bridges has not been properly 
calculated yet. Dynamic simulation programs, as 
EnergyPlus™, adopt a zero-dimensional analysis 
that assumes a constant indoor air temperature. 
Many authors have published studies proposing 
several methods for the analysis of thermal bridges, 
according to both statistical and numerical ap-
proaches (Ascione et al., 2014; Seem et al., 1989; 
Renon, 2002). 
An option consists on using a specific software for 
the calculation of thermal bridges that considers 
them as a linear heat transfer resistance (i.e. THERM 
or KOBRA). 
Another possibility is to use numerical methods 
programs, but the computational effort increases 
(e.g., COSMOS, Fluent, Femlab). These programs 
can be used for calculating any type of thermal 
bridge without implementing them in the building. 
In this paper, a finite volume method is compared 
with the “equivalent wall method” developed by 
Kossecka and Kosny (Kossecka et al., 1997; Aguilar 
et al., 2014), for modelling the effects of thermal 
bridges on buildings. This method allows to include 
thermal bridges in dynamic simulation programs 
for the whole building energy assessment: once the 
equivalent wall has been calculated, it has to be 
included in place of the real wall. 

2. Equivalent Thermal Wall Concept 

The equivalent thermal wall concept allows to 
switch from a thermal bridge to a thermally similar 
wall made of three layers, obtained through the fol-
lowing steps: 
1) get the temperature distribution and wall heat 

fluxes from the solution of the steady-state heat 
conduction problem through Fourier equation; 
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2) calculate the dimensionless factor φ (through
the method of Kossecka and Kosny);

3) obtain the equivalent thermal properties (ther-
mal capacity C, thermal resistance R, density ρ,
thermal conductivity λ) with an iterative algo-
rithm.

2.1 Boundary Conditions 

This work considers a two-dimensional typical 
problem of thermal bridge. The heat transfer is 
based on the Laplace equation in (1). 
Usually, energy simulation software implement 
one-dimensional operations for the energy balance: 
starting from the Laplace equation in 2D, through 
the decomposition of the thermal bridge, the geo-
metric node of the structure is simplified into parts 
with the advantage of having a one-dimensional 
heat flow in each. 
The boundary conditions taken into account are 
convection and radiation; on the sides a tempera-
ture difference of 1 K is set (2), on the interfaces the 
elements have the same temperature and heat flux 
(3). 
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2.2 Approach and Finite Difference 
Method 

The study needs the use of a simple calculation soft-
ware (as a spreadsheet), in which the thermal bridge 
is discretized into elements in the steady-state heat 
conduction problem, or Computational Fluid 
Dynamics programs (CFD) where the analysis is 
launched in transient conditions.  
The technique of finite differences is considered for 
the conduction heat transfer in 2D: 
- each node represents the temperature of a point 

on the surface considered; 

- temperature at the node represents the average 
temperature of that region of the surface; 

- algebraic expressions are used to define the rela-
tionship between adjacent nodes on the surface; 

- by increasing the number of nodes on the surface 
it is possible to increase the spatial resolution of 
the solution and potentially increase the accu-
racy of the numerical solution, however this 
increases the number of calculations needed to 
obtain a solution to the problem. 

The diagram in Fig. 1 represents the differential 
temperature increase compared to the spatial coor-
dinates; it also expresses the first balancing law for 
volume control. 

Fig. 1 – Differential temperature increases 

2.3 Exemplary Case (Wall Corner) 

The thermal bridge analysed for the method valida-
tion is a corner originated by two multi-layer walls 
with a concrete pillar (typical mid XX century 
building, Fig. 2). The outside surfaces are in contact 
with the outdoor environment with a conventional 
temperature Te=1 °C, while internal surfaces face an 
indoor conventional temperature Ti = 0 °C. 
Materials and thermal properties of each compo-
nent of the thermal bridge are included in Table 1. 
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Fig. 2 – Layers of thermal bridge originated by two walls with pillar 

Table 1 – Building materials and thermal properties of the corner 

Material 
ρ 

[kg/m3] 
Cp 

[J/(kg K)] 
λ 

[W/(m K)] 

1 Solid brick 900 1000 0.512 

2 Air gap 1.2 1000 0.026 

3 Hollow brick 630 1000 0.212 

4 Concrete pillar 1090 1000 1.22 

5 Interior plaster 1150 1000 0.57 
6 Exterior plaster 1150 1000 0.57 

Concerning the corner section, it is very important 
to delete the node resulting from the intersection of 
the two walls to obtain a mono-directional heat 
flow, following few geometric guidelines. It is 
important to note that when isolines become per-
pendicular to the section, the thermal bridge influ-
ences the finish area. The study is carried out with a 
distance of up to 1m from the intersection of the two 
wall blocks. 
Therefore, the following lengths are defined and 
summarized (Fig. 3): L1/2: 1.0 m; N1/2: 0.2 m; W1/2: 
0.8 m (L1/2 – N1/2); A1/2: (0.2 m2). 

Fig. 3 – Decomposition of the thermal bridge in the equivalent ther-
mal wall with indexes 

2.4 Definition of Temperatures and 
Dimensionless Factors 

In accordance with the above considerations regard-
ing the discretization of the nodes by a finite differ-
ence method, an Excel matrix is developed (Fig. 4) 
in which each node is represented by a temperature 
value. 
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Fig. 4 – The thermal bridge model set out in Excel with highlighted 
board and interface cells 

All links of the mesh are 1 cm x 1 cm squares; the 
intersections of the plot lines are the nodes, the 
points where the temperatures are calculated. All 
nodes are interconnected by equations so that the 
result is a set of simultaneous equations equal to the 
number of nodes; the number of unknown factors is 
the same of the equations. When the number of 
nodes grows, the size and complexity of the system 
increases. 
Being the heat capacity C (4), after calculating the 
flow Q [W] in the external/internal interfaces as the 
sum of specific flows in each row or column of the 
spreadsheet, we proceed to the determination of 
dimensionless factors φii, φee, φie (5). 

C = ∫ρCpdV (4) 

φii = 1/C ∫ρCp(1-Tn
2)dV 

φee = 1/C ∫ρCpTn
2dV  (5) 

φie = 1/C ∫ρCpTn(1-Tn)dV 

The following condition must be satisfied: 

2φie + φii + φee = 1 (6) 

It is very important to define the geometry of the 
portion of the thermal bridge that will refer to the 
defined equivalent thermal wall. 

2.5 Algorithm Development 

From the heat capacity C, the dimensionless factors 
and the thermal transmittance U (7) it is possible to 
get thermal variables (Cm, Rm, ρm, λm) of the three 
layers of equivalent thermal wall, where m = 1, 2, 3. 
Some equations, expressed by Kossecka and Kosny 
(8) rule the method. The aim is to find the thermal 
resistance of the external layer R1 to which the heat 
capacity C2 of the intermediate level is close to zero 
but positive. A set of calculations has been 
improved to get to the solution faster (Table 2) 
assuming a fictitious α value (0.1-0.3). 

U = Q/(A∙ΔT) (7) 

)
2

(1 3

1
em

m
mieii RRC

RC
−+=+ ∑ϕϕ (8) 

23

2
1

1 ( )
3 2

m m
ie m i m m e

R R RC R R
R C

φ − −
−

= + +∑
(9) 

∑=
3

1
mRR (10) 

∑=
3

1
mCC  (11) 

Table 2 – Scheme for the calculation of the thermal properties 

RT 1/U 

j= 1 j= 1+j 

R1,min 0.01 R1,min 0.01 

R1,MAX 0.01 R1,MAX R1,j-1∙α 

R1,j (R1,min+R1,MAX)/2 R1,j (R1,min+R1,MAX)/2 

R2,j RT-Rs-R1,j-R3,j R2,j RT-Rs-R1,j-R3,j 

R3,j (R1,min+R1,MAX)/2 R3,j (R1,min+R1,MAX)/2 

Finally, the properties of the equivalent thermal 
wall are calculated (Tables 3 and 4). 
Note that a standard value is considered for the spe-
cific heat for the three layers Cp = 1000 J/(kg K) 
whereas, regarding the thickness e (m) of the layers, 
it is a third part of the equivalent wall thickness. 

Table 3 – Thermal variables of the three layers in the equivalent 
thermal wall 

Layer R Cm e ρm λm 
m (m2K/W) (kJ/(m2K)) (m) (kg/m3) (W/(mK)) 

Se 0.04 

1 0.165 68.456 0.11 622.33 0.667 

2 2.390 0.101 0.12 0.84 0.050 

3 0.165 418.013 0.11 3800.12 0.667 

Si 0.13 

Σ 2.8902 486.6 0.34 

Table 4 – Thermal transmittance and dimensionless factors for the 
equivalent thermal wall 

Q [W] U [W/m2K] φii φee φie 

0.346 0.3460 0.738 0.134 0.064 
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3. Results

With a Computational Fluid Dynamics program, 
two simulations are launched, with the same 
boundary conditions first through the thermal 
bridge, then in an equivalent thermal wall (the sec-
tion is specular) in dynamic conditions. The results 
are extracted and compared in some graphics. 

3.1 Method Validation 

The geometric model and mesh are defined using a 
CAD pre-processor (Fig. 5); the idea is to draw the 
thermal bridge by dividing it into mesh and having 
the *.msh file read by a CFD software to solve the 
heat transfer equations. 
The first simulation is a steady-state heat conduc-
tion analysis carried out to obtain the temperature 
field and the heat fluxes, in order to better compare 
the values of the flows and to determine the isolines 
where the flow is one-dimensional. 
After that the final simulation is in transient regime 
by applying a 20 K temperature difference between 
environments: inner temperature is fixed a constant; 
instead the external air temperature changes with a 
sinusoidal profile. The indoor temperature is a fixed 
constant Ti = 20 °C, the law for outside temperature 
is Te(t) = Fsin(ωt) where the amplitude F = 5 °C and 
the period T = 2π/f = 24 h. 
The results are repeated in the same way already 
after about 12 hours; thus, generally the simulations 
will run for a period of 2 days to make it independ-
ent from the initial conditions. 

3.2 Discussion 

Some Iso-Surfaces are created to determine the tem-
perature on time throughout the section thickness. 
The Iso-Surfaces considered are: y = 0.0 m; y = 0.4 m; 
y = 0.8 m; y = 0.9 m. 

Fig. 5 – Schematization of the thermal bridge with relative nomen-
clature 

The temperature profile of each Iso-Surface is traced 
by placing it in a defined point (Fig. 6), such as the 
simulation of the 24th hour of the second day). It can 
be noted that close to the thermal bridge (y = 0.9 m), 
the line has a different trend as influenced by the 
node (a). On the contrary, in the case of the 
equivalent wall, there are no differences in the 
temperature profiles based on their location because 
there is not a two-dimensional flow (b). Trying to 
overlap two graphs of the same Iso-Surface (y = 0.8 
m), the surface temperatures are exactly the same, 
as opposed to the internal temperatures that show a 
different behavior (c). 
Internal temperatures are different because the 
three equivalent layers are assumed constant but we 
need to consider the permeability factor; the 
hygrometric aspect is not to be considered for the 
variations of interstitial condensation. Simulations 
includes 24 consecutive analyzes, setting always the 
Time Step at 600 s, but changing the Number of time 
steps from 150 to 288 (simulations every hour from 
the 25th to the 48th); the temperature profiles on Iso-
Surface are extrapolated at various distances from 
the bottom left point, considered the origin of the 
Cartesian axes. 
When comparing the graphics of the middle Iso-
Surface (y = 0.9 m) (Fig. 7); note that the two graphs 
do not differ particularly, less than a small margin. 
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Fig. 6 – Temperature profile x-axis of thermal bridge (a), equivalent 

wall (b) and comparison (c) 

 

Fig. 7 – Trends of surface temperatures of the left and right bound-
ary conditions, of the thermal bridge and the equivalent wall 
respectively. 

When analyzing the heat flow trend in time (Fig. 8) 
the uncertainty on the total value is undefined, but 
there is a non-negligible error. 

 

Fig. 8 – Uncertainty on heat flow trend 

4. Conclusion 

This paper presents the decomposition methodol-
ogy of a thermal bridge that can be used to treat any 
type of thermal bridge which can be inserted into a 
dynamic modeling software for the calculation of 
the dispersions for transmission in dynamic regime. 
A good accuracy regarding the surface tempera-
tures has been proved, therefore the method can be 
used effectively for energy assessments. This allows 
to evaluate the incidence of the thermal bridges, in 
winter and in summer, on a low-energy building 
and then to analyse their impact in terms of ener-
getic consumption. Obviously, this method can be 
used only if there is a software development: it 
should be possible to automatically insert the 
geometries of thermal bridges to make their 
discretization faster. 

Nomenclature  

Symbols 

A Reference area for 1m depth (m2) 
C Heat capacity (m2 kg/W) 
Cp Specific heat (J/(kg K)) 
e Thickness of layer (m) 
L Length of wall (m) 
N Distance between the point where 

the vectors of the heat flux are not 
perfectly perpendicular to the 
first/second wall and the thermal 
bridge node (m) 

Q Heat flow (W) 
R Thermal resistance (m2 K/W) 

260
265
270
275
280
285
290
295

0

0,
02

0,
04

0,
06

0,
08 0,

1

0,
12

0,
14

0,
16

0,
18 0,

2

0,
22

0,
24

0,
26

0,
28 0,

3

0,
32

0,
34

Temp profile in x Thermal bridge

y=0.0 y=0.4 y=0.8 y=0.9

260
265
270
275
280
285
290
295

0

0,
02

0,
04

0,
06

0,
08 0,

1

0,
12

0,
14

0,
16

0,
18 0,

2

0,
22

0,
24

0,
26

0,
28 0,

3

0,
32

0,
34

Temp profile in x Equivalent Wall

y=0.8 y=0.9

260
265
270
275
280
285
290
295

0

0,
02

0,
04

0,
06

0,
08 0,

1

0,
12

0,
14

0,
16

0,
18 0,

2

0,
22

0,
24

0,
26

0,
28 0,

3

0,
32

0,
34

Compare Temp profile in x (y=0,8m)

Thermal Bridge Equiv.Wall

250

260

270

280

290

300

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Temp profile (t) in y=0,9m

TB 0m TB 0.34m EW 0m EW 0.34m

-40

-20

0

20

40

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Flux (t) in y=0,9m

TB bc RIGHT TB bc LEFT

EW bc RIGHT EW bc LEFT



Alessandra Romagnoli, Costanzo Di Perna, Davide Barbaresi, Elisa Di Giuseppe 

448 

T Temperature (°C or K) 
Tn Temperature in a node (K) 
t Time (s) 
U Thermal transmittance (W/(m2 K)) 
V Volume (m3) 
W Length of first/second wall affected 

by a mono-directional flow (m) 
α Fictitious value 
λ Thermal conductivity (W/(m K)) 
ρ Density (kg m3) 
φ Dimensionless factor 

Subscripts/Superscripts 

bc Boundary condition 
e External 
EW Equivalent wall 
i Internal 
m m-th layer 
TB Thermal bridge 
W Wall 
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Abstract 
In this paper, the energy performance of a façade open 

loop Building Integrated Photovoltaic/Thermal (BIPV/T) 

system with air as working thermal fluid is investigated. 

For this aim a new dynamic simulation model based on a 

detailed transient finite difference thermal network is 

developed. For a complete building energy performance 

analysis, such model was implemented in a suitable 

computer tool written in MatLab (called DETECt 2.3, 

suitably modified). The presented simulation model 

includes a parametric analysis tool useful to minimize the 

building energy demand. 

In order to show the potential of the developed code, a 

comprehensive case study related to a multi-floor office 

building located in several climate zones is developed. In 

particular, with the aim to identify the design and 

operating parameters minimizing the overall energy 

consumptions, while guaranteeing the comfort of 

occupants, a suitable optimization procedure is carried 

out. Results show that through the produced electricity 

and thermal energy it is possible to balance the overall 

building energy demand approaching the NZEB goal. 

1. Introduction

BIPV/T systems represent an innovative and 
effective measure for achieving net-zero energy 
buildings. Using this innovative technology, elec-
tricity and useful heat are simultaneously produced 
by solar energy. Therefore, the reduced building 
energy consumption is obtained by also boosting 
the share of renewables, as required for reaching the 
nearly-zero energy building target (Yang and 
Athienitis, 2016). 
In order to carry out feasibility analysis as well as 
for the best design of such BIPV/T system, the use of 

suitable energy performance simulation tool is 
recommended. Different numerical approaches can 
be followed and are commonly used by researchers. 
Specifically, the performance of the BIPV/T system 
are analysed through the use or development of one 
or two dimensional thermal network models (based 
on finite-difference schemes), through the modified 
Hottel-Whillier model or computational fluid 
dynamics (CFD) techniques (Yang and Athienitis, 
2016). The active and passive energy performance of 
BIPV/T systems can also be assessed by using 
commercial software such as TRNSYS, EES, etc. 
(Lamnatou et al., 2015). Yet, in terms of energy, 
thermal, optical simulations, the available literature 
highlights the need of more studies focusing on the 
building and on the building/system configuration 
(Lamnatou et al., 2015). In addition, for suitable 
consideration of critical design and operating 
details, often neglected in commercial tools, novel 
mathematical models are being developed (Rounis 
et al., 2016). In this context, with the aim at 
investigating the BIPV/T performance, by taking 
into account both passive and active effects, this 
paper presents a new in-house developed 
simulation model for the dynamic analysis of 
BIPV/T systems. In particular, it refers to opaque 
photovoltaic panels integrated in the building skin 
façade or roof with air as working thermal fluid 
(Fig. 1). 
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Fig. 1 – Modelled façade BIPV/T system 

The developed model is implemented in a suitable 
computer tool, suitably modified for the simulation 
of BIPV/T system. The model is written in MatLab, 
called DETECt 2.3, validated through a recognised 
code-to-code procedure (Buonomano et al., 2016), 
and allows performing complete building energy 
performance analyses (Buonomano and Palombo, 
2014). Particular attention is paid to:  
- assessing the system energy fluxes, 

temperatures and airflow distribution into the 
BIPV/T system (air gap included); 

- obtaining dynamic energy performance results 
also referred to the BIPV/T system active effects 
(e.g., space heating through the air heated by the 
BIPV/T system, increased electricity production 
efficiency by the outdoor air flow, increased 
coefficient of performance of heat pumps) and 
passive ones (winter free heating and summer 
overheating through BIPV/T wall heat transfer); 

- achieving optimal design and operating 
parameters for minimizing the building energy 
demand (by simultaneously guaranteeing the 
hygrothermal comfort). Such outcomes can be 
easily calculated through a single simulation run 
(through a suitable optimization tool imple-
mented in the presented computer code); 

- assessing economic and environmental impact 
performance indexes of the system as a function 
of climate, building envelope features and use. 

The developed model is particularly suitable for the 
simulation of the thermal behaviour of multi-zone 
and multi-floor buildings, with facades/roofs 
partially or totally integrated with PV/T. Helpful 
results for the process of BIPV/T systems design and 
feasibility analysis in case of new or retrofitted 
buildings can be also obtained (Buonomano et al., 

2016). Furthermore, for comparison purposes, addi-
tional dynamic simulation models related to 
conventional building-plant systems are also 
implemented in the code.  
In order to show the capability of the code and the 
potential of BIPV/T systems, four different case 
studies were developed. They refer to a multi-floor 
office building located in four different weather 
zones: Freiburg (South-Germany); Bolzano (North-
Italy); Naples (South-Italy); Almeria (South-Spain). 

2. Simulation Model

In this section, the developed dynamic simulation 
model for the performance analysis of the above-
mentioned innovative BIPV/T system is described. 
The model, written in MatLab, is embedded in a 
new release, appropriately modified, of DETECt 2.3, 
a tool for the whole building energy, economic and 
environmental performance analysis (Buonomano 
and Palombo, 2014). Dynamic building-plant 
system performance results can be assessed starting 
by building envelope features, design and operating 
BIPV/T parameters, hourly climate data. 
The mathematical model of BIPV/T system is based 
on a finite volume approach. A set of explicit equa-
tions is obtained for each node of the adopted thermal 
resistance capacitance (RC) network, including con-
ductive, radiative, and convective heat transfer 
occurring within and through the BIPV/T system. A 
sketch of the considered BIPV/T system thermal 
network adopted to model the system behaviour is 
shown in Fig. 2. Here, 2-D transient heat transfer is 
simultaneously taken into account in: PV panels; air 
flow gap between PV panels and the back plates; back 
wall integrated with the BIPV/T. 1-D transient heat 
transfer is taken into account between the BIPV/T 
system and the outdoor and the indoor environment. 
In the following, the description of the mathematical 
models relative to the BIPV/T system, including the 
integrating wall, is reported; all model details related 
to the heat transfer phenomena taking place within 
the building interior zone are reported in Buono-
mano and Palombo (2014). In order to calculate the 
gradient of the air temperature within the BIPV/T 
cavity, each element of the system (i.e. PV, air gap 
channel, back plate) is subdivided, along the vertical 

Troom air

Tenv

inf/vent

Tinlet air

Toutdoor air
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direction, in N equal control volumes (e.g., strips). 
The same assumption is considered for the perimeter 
wall integrating with the PV/T. However, different 
from the PV and back plate, for the wall integrating 
the PV/T, N capacitive nodes are modelled according 
to the occurring thermal mass. Note that building 
indoor / outdoor air temperature gradients are 
neglected. 
 

 
Fig. 2 – BIPV/T system RC thermal network 

In order to solve the modelled thermal network for 
the BIPV/T system and to calculate each nodal 
temperature, an explicit finite difference method is 
used. In each time step interval [(t + 1) -t] and for each 
i-th PV node, the discretised differential equation 
describing the energy rate of change is: 
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where T is the temperature of the i-th PV node; Qsol,PV 
is the incident solar radiation on PV; ,m PVR are the 

thermal resistances between the i-th node of the PV 
panel and other neighbours components (Fig. 2). 

cond
m,PVR , conv

m,PVR  and rad
m,PVR  are, respectively, 

conductive, convective and radiative thermal 
resistances. Note that, in Equation (1) the 
temperature of i-th PV panel layer is the unknown 
variable. 
The differential equation describing the energy rate 
of change of each control volume linked to the i-th 
air temperature node is: 
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According to previous studies, in the developed 
model an exponential profile is taken into account 
for simulating the air temperature in the ventilated 
gap of the BIPV/T system (Pantic et al., 2014): 
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The heat transfer coefficient inside the cavity, ,c cavityh  

is approximated by an experimental linear 
correlation, which is a function of the air velocity 
(Chen et al., 2010). The following correlation, 
recommended for design purposes, is: 

3 94 5 45= ⋅ +, . .aic cavity rh v  (4) 

In each t-th time step and for each i-th back plate 
layer node, the same approach used for PV layers is 
used. Thus, the discretised differential equation 
describing the energy rate change for each 
temperature node of the back plate is: 
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where cond
m,bckR , conv

m,bckR  and rad
m,bckR  are respectively a 

conductive, convective and radiative thermal 
resistance due to the interaction between the system 
back-plate and others building elements. Note that 
in Fig. 2, the back-plate nodes are linked to the wall 
capacitive nodes that are subsequently linked to the 
indoor air temperature node Tin. 
The discretised differential equation for each i-th 
façade layer describing the energy rate of change of 
each façade temperature node (wall in Fig. 2) is: 
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where T is the temperature of the i-th façade node 
and Qsol,PV is the solar radiation incident on the 
building façade. 
Within the thermal zone, the calculation of the 
indoor air temperature Tin, as well as of the interior 
wall comprising the thermal zone is carried out by 
following the mathematical approach embedded in 
DETECt (Buonomano and Palombo, 2014). In 
particular, the discretized differential equation on 
the indoor air node is: 
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where Cin is the thermal capacitance of the zone 
indoor air, whose temperature, Tin, is assumed as 
homogeneous in the space. The heat exchange 
between the 2×N internal surfaces nodes of the wall 
integrating the PV/T (wll) and the indoor air one is 
proportional to the internal convective resistances, 

,
conv
n PVTwllR , calculated as a function of the surfaces 

condition (e.g., ascendant or descendant flow, wall 
inclination); similarly the heat exchange between 
the P internal surfaces nodes of the interior building 
elements (walls, roof, and floor (wrf)) and the indoor 
air one is proportional to internal convective 
resistances, ,

conv
p wrfR . In addition, with the exception of 

the radiative thermal load, all the sensible heat gains 
are networked to the indoor air node only (as purely 
convective). They are: Qg is the internal gains due 
the occupants, lighting and electrical appliances; Qv 
is the ventilation thermal load (including both the 
infiltration and ventilation terms); QHVAC is the 
sensible heat to be supplied to or to be removed 
from the building space by an ideal heating and 
cooling system (necessary to maintain the indoor air 
at the desired set point temperatures). Details about 
the assessment and handling of the solar radiation 
within the zone, and on calculation of the long-wave 
radiation exchange on the internal surfaces are 
available in (Buonomano and Palombo, 2014). The 
gross electricity power production is obtained by: 

el PV n nP Q Aη= ⋅ ⋅  (8) 

where ηPV is the PV efficiency, assumed linearly 
decreasing with the increasing operating tempera-
ture, taken from Pantic et al. (2010). Note that the 

solar radiation incident on the PV modules, operat-
ing at their maximum power point condition, is 
assumed as uniform. 
Finally, by the presented code it is possible to take 
into account the heat recovered through the PV/T 
channel on the heating energy consumptions. 
Specifically, such thermal energy can be directly 
supplied, as free heating, to the air thermal zone or 
supplied to the evaporator of a heat pump to 
increase its performances. To this aim, for the 
assessment of the coefficient of performance of air-
to-air, as well as air-to-water heat pump/chiller 
(COPHVAC,heat and COPHVAC,cool), it is possible to 
follow two methods within the code: i) a manu-
facturers data look up approach and ii) recom-
mended analytical equations. In both methods, 
COPs are calculated by means of the nominal values 
(given by constructors) and as a function of the 
occurring operating conditions and the part-load 
ratio fPLR. 

3. Case Studies 

The developed case studies refer to a ten-floor 
building (East–West oriented longitudinal axis) for 
open office spaces. In particular, the simulation is 
referred to a singular South facing perimeter 
thermal zone. On its South-façade a BIPV/T system 
and a window (4-6-4 air filled double-glazed 
system) of 10 m2 are modelled (Fig. 3). 
The thicknesses of building walls (U-value = 
1.30 W/(m2 K)) and floor/ceiling (U-value = 
1.10 W/(m2 K)) are 30 and 25 cm respectively. The 
wall layers include hollow bricks (λ = 0.33 W/(m K), 
ρ = 1600 kg/m3, c = 1200 J/(kg K)) and thermal 
insulation (λ = 0.05 W/(m K), ρ = 13.0 kg/m3, c = 
1100 J/(kg K)). The direct solar radiation transferred 
through the windows to the inside zone is assumed 
to be absorbed by the floor and the interior walls 
with absorption factor of 0.4 and 0.2, respectively. 
For such zone, a ventilation rate equal to 1 Vol/h and 
a crowding index of 0.12 person/m2 are taken into 
account. The interior thermal loads include people 
(95 W/p at 26 °C, varying with Tin), lighting, and 
equipment (9 W/m2). Interior walls are modelled as 
adiabatic. The simulation starts on 0:00 of January 1 
and ends at 24:00 of December 31. Both the 
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innovative and traditional simulated buildings are 
heated/cooled through a 10 kW air-to-air electric 
heat pump/chiller. The HVAC system is switched 
on from 08:00 to 20:00 (week days only). 

Fig. 3 – Perimeter zone of one sample building floor 

The heating and cooling set points are 20 and 26 °C. 
The simulations were carried out through DETECt 
2.3 and refer to 4 different weather zones, Table 1. 
Here, heating and cooling degree days (HDD and 
CDD), incident solar radiation (ISR) and the con-
sidered heating and cooling periods are also 
reported. 

Table 1 – Climatic zones, climatic indexes and system scheduling 

HDD 
Kd 

CDD 
Kd 

ISR 
kWh/m2y 

Heating Cooling 

Freiburg 3110 253 1114 No limitations 

Bolzano 2641 475 1251 10/15 - 4/15 6/01 - 9/30 

Naples 1479 727 1529 11/15 - 3/31 6/01 - 9/30 

Almeria 783 961 1724 12/01 - 3/31 6/01 - 9/30 

For the innovative system layout, the BIPV/T system 
outlet air is exploited in the winter to supply the 
evaporator of the adopted air-to-air heat pump for 
space heating. A minimum gap air flow rate of 
0.1 m3/s is obtained through a fan. If the natural 
convection allows higher flow rates the fan is 
switched off. In this case study, the potential direct 
free heating (for Tinlet > 20 °C) is neglected. The 
BIPV/T system air flow enhances the PV efficiency. 

4. Results and Discussion

In Fig. 4 for the weather zone of Naples, the time 

histories of the indoor air temperature at the 9th floor 
for both the innovative and traditional building 
layouts are reported for two sample winter and 
summer days (January 10–11 and June 29–30, 
respectively). Here, it possible to observe that 
during the hours in which the HVAC system is 
switched on, the setpoint temperatures are always 
reached. During night time, the passive effect of 
BIPV/T can be easily observed: the free floating 
indoor air temperature increases due to the heat 
gain due to the thermal inertia of the wall 
integrating the PV/T. In particular, during the 
winter season the resulting free floating 
temperatures approaches the setpoint better than 
the ones obtained in the traditional building, 
whereas the contrary occurs in the summer. 
The BIPV/T system passive effect can be also 
observed in Fig. 5. Here, for Naples, the calculated 
sensible thermal loads (QHVAC) profiles detected on 
the 9th building floor are depicted for the same time 
hours of Fig. 4, for both the innovative and 
traditional building configurations. During the 
heating season a reduction of the thermal loads vs. 
the traditional building (Fig. 4, top) is obtained 
through the BIPV/T system passive effects (space 
free heating). Note that in this case study the winter 
BIPV/T system active effect is the enhanced heat 
pump efficiency obtained by exploiting the heat 
extraction through the solar collectors. Conversely, 
during the summer HVAC running, an increase of 
cooling loads is obtained through the passive effect 
(space overheating) due to the BIPV/T system 
adoption (Fig. 4, bottom). 
For a winter sample day (January 10), in Fig. 6 the 
temperature profiles of the PV panels and of the 
related gap air are reported vs. the length of the 
BIPV/T system gap (building height) and of the time 
hours (Fig. 6). Note that, the gap air temperatures 
follow and approach the PV panels ones (ranging 
between 35 and 52 °C), which obviously depends on 
the solar irradiation incident on the solar collector 
surface. The maximum temperature increase detect-
ed between the outlet and inlet air is about 20 °C 
(therefore, the temperature gain achieved per 
building floor is about equal to 2 °C). Note that, such 
air temperature growth is due to the slow air 
velocity (minimum level set at 0.45 m/s). During 
summer an overheating of the gap air temperatures 
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can be observed (mostly in hot summer climates). In 
this case, an increase of the gap air fan speed is 
recommended. It is noteworthy to observe that the 
calculated nighttime temperature of the PV can be 
lower than that of the traditional building envelope 
and of the outdoor air. 

Fig. 4 – Indoor air temperatures in January 10 and 11 (up) and 
June 29 and 30 (down). Dashed lines: BIPV/T system layout. Solid 
lines: traditional building

This result is due to the long-wave infrared radia-
tive heat exchange between the building external 
surfaces and the sky. 
In Fig. 7 for the weather zone of Naples the tem-
perature profile of the BIPV/T panels, gap air, and 
outdoor air are reported as a function of the length 
of the BIPV/T system gap for a sample winter time 
instant (January 10 at 13:00). In this figure, it can be 
observed that the gap air temperature reaches the 
selected indoor air setpoint (20 °C) at a building 
height corresponding to the 4rd floor (12 m). Note 
that such occurrence is related to an inlet outdoor 
air temperature of 12 °C. By Fig. 6 and 7 it can be 
also observed that the PV panels are suitably cooled 
by the air flowing in the gap (an increased PV 
efficiency is achieved). Simultaneously, the outdoor 
air is gradually heated along the BIPV/T gap (the 
obtained thermal energy is usefully recovered). A 
decreasing difference trend of such temperatures 
can be observed in Fig. 7. 

In Fig. 8, for the weather zone of Naples, the calcu-
lated monthly heating and cooling demands, are 
shown for both the innovative and conventional 
building. It is possible to observe the month-by-
month effects of the BIPV/T system on the building 
energy requirement. 

Fig. 5 – Sensible thermal loads (QHVAC) in January 10 and 11 (up) 
and June 29 and 30 (down). Dashed lines: BIPV/T system layout. 
Solid lines: traditional building 

Fig. 6 – Temperatures of BIPV/T collectors (up) and gap air (down) 
in January 10 
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In Table 2 for all the investigated weather zones the 
yearly heating and cooling demands of the tradi-
tional and the innovative system are reported for 3 
sample floors and the whole building. 

 

Fig. 7 - Temperatures of the BIPV/T panel (red line), gap air (blue 
line) and outdoor air (green line) for January 10 at 13:00 

 

Fig. 8 – Monthly heating and cooling demands 

Table 2 – Reference and BIPV/T system: energy demand for 
heating (H) and cooling (C) expressed as [kWh/m2y] 

Reference  
system 

Freiburg Bolzano Naples Almeria 

Floor 1st H 58.6 47.1 11.8 0.3 
 C -5.6 -16.4 -29.0 -34.6 

Floor 5th H 58.6 47.1 11.8 0.3 
 C -5.6 -16.4 -29.1 -34.7 

Floor 10th H 58.7 47.1 11.8 0.3 
 C -5.6 -16.4 -29.1 -34.7 

Building H 21.1 17.0 4.2 0.11 
[MWh/y] C -2.0 -5.9 -10.5 -12.5 

BIPV/T  
system 

Freiburg Bolzano Naples Almeria 

Floor 1st H 53.5 43.3 10.2 0.2 
 C -5.9 -16.6 -28.8 -34.4 

Floor 5th H 53.0 42.8 9.8 0.2 
 C -6.2 -17.1 -29.6 -35.2 

Floor 10th H 52.5 42.2 9.5 0.2 
 C -6.5 -17.7 -30.5 -36.0 

Building H 19.1 15.4 3.5 0.07 
[MWh/y] C -2.2 -6.2 -10.7 -12.7 

The obtained results vary as a function of the build-
ing floor height, due to the different corresponding 
temperatures of the BIPV/T system wall. In general, 
the building heating energy savings are higher than 

the increase of the cooling demands. Obviously, 
heating and cooling demands are strongly depend-
ent on the weather conditions. In Table 3 the yearly 
electricity production calculated for all the weather 
zones is reported. Note that the production effi-
ciency is enhanced through the cooling air flowing 
in the BIPV/T system gap. Table 3 shows that higher 
productions are achieved at lower building floors 
(i.e. stronger heat extraction potential causes lower 
cooling air temperatures, Fig. 7). Of course, larger 
electricity productions are obtained where the ISR is 
higher. 

Table 3 – BIPV/T system: electricity production 

  Freiburg Bolzano Naples Almeria 
Floor 1st 

[kWh/y] 
29.0 34.7 37.5 41.1 

Floor 5th 28.8 34.5 37.2 40.8 
Floor 10th 28.6 34.3 37.0 40.5 
Building [MWh/y] 10.4 12.4 13.4 14.7 

In Table 4 the yearly final electricity uses calculated 
for all the investigated weather zones are reported. 
The calculated results include the PV production 
and the electricity consumption of the electric heat 
pump/chiller, gap air fan, lighting and machineries. 
Here, the influence of the building floors height 
results to be very weak. It is noteworthy to observe 
that, for all the case studies the adoption of the 
BIPV/T system allows to reach the nearly or net zero 
energy building target.  

Table 4 – Final electricity use expressed as [kWhe/(m2y)] 

 Freiburg Bolzano Naples Almeria 
Floor 1st Ref. 54.5 52.2 39.5 36.8 

 BIPV/T 26.3 18.3 2.4 -4.4 
Floor 5th Ref. 54.5 52.2 39.5 36.8 

 BIPV/T 26.4 18.4 2.8 -3.9 
Floor 10th Ref. 54.5 52.2 39.6 36.8 

 BIPV/T 26.4 18.6 3.1 -3.5 
Building Ref. 19.6 18.8 14.2 13.2 

[MWhe/y] BIPV/T 9.5 6.6 1.0 -1.4 
[y] SPB 8.2 6.8 6.3 6.0 

In fact, in addition to the building self-consumption 
fulfilment an electricity export can be achieved. The 
best results are obtained in Almeria, with an 
electricity export of 1.4 MWhe/y. By such results a 
swift and simplified economic feasibility analysis 
can be carried out by taking into account an 
incentive of 50 % on the system capital cost and an 
electricity purchase and feed-in tariff of 0.18 and 
0.08 €/kWhe, respectively. In particular, satisfactory 
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paybacks are achieved, Table 4. In Table 5 the yearly 
primary energy saving and avoided overall CO2 
emission for all the investigated weather zones are 
reported. An average primary energy factor of 0.46 
kWhe/kWhp and an average CO2 conversion factor 
of 0.423 kgCO2/kWhe are considered. Remarkable 
primary energy savings are obtained. Note that 
results lower than zero (Almeria) suggest energy 
exports (innovative building). Interesting results are 
also obtained in terms of avoided CO2, confirming 
(besides the economic convenience), the overall fea-
sibility of such technology. 

Table 5 – Primary energy savings expressed as [kWhp/m2y] and 
avoided CO2 emissions 

Freiburg Bolzano Naples Almeria 
Floor 1st Ref. 118.4 113.4 85.8 80.0 

BIPV/T 57.2 39.8 5.3 -9.5 
Floor 5th Ref. 118.5 113.5 85.9 80.0 

BIPV/T 57.3 40.1 6.1 -8.6 
Floor 10th Ref. 118.5 113.5 86.1 80.0 

BIPV/T 57.4 40.3 6.8 -7.6 
Building Ref. 42.6 40.9 30.9 28.8 
[MWhp/y] BIPV/T 20.6 14.4 2.2 -3.1 
[tCO2/y] ∆CO2 4.3 5.1 5.6 6.2 

5. Conclusion

In this paper, a new dynamic simulation model for 
the energy performance assessment of façade build-
ing integrated photovoltaic/thermal (BIPV/T) sys-
tems is presented. For a complete building energy 
performance analysis, such model was imple-
mented in a computer tool written in MatLab (called 
DETECt 2.3). The developed model takes into ac-
count both the active and passive BIPV/T system 
effects. The active effects pertain to the efficiency 
increase through the air flowing in the system gap 
of both the PV panels and the electric heat pump for 
space heating. 
In order to show the potentiality of the presented 
tool a suitable case study is developed. It refers to 
an office building located in four different weather 
zones. Here, a BIPV/T façade is suitably designed 
for electricity and thermal energy productions. 
Simulations show interesting benefits vs. traditional 
buildings in terms of energy efficiency, economic 
savings, system payback, and avoided CO2 emis-
sions. As evidenced by the results, useful design 

and operating data are achieved for reaching the 
nearly or net zero energy building goal for both new 
and renovated buildings. 

Nomenclature 

Symbols 

ṁ flow rate (kg/s) 
 Q thermal load (W) 
R thermal resistance (K/W) 
T temperature (K) 

Subscripts/Superscripts 

air air-gap air 
bck back-plate 
faç façade 
in indoor air 
out outdoor air 
PV photovoltaics panel 

References 

Buonomano, A., G. De Luca, U. Montanaro, A. 
Palombo. 2016. "Innovative technologies for 
NZEBs: An energy and economic analysis tool 
and a case study of a non-residential building for 
the Mediterranean climate". Energy and Buildings 
121: 318-343. doi: 10.1016/j.enbuild.2015.08.037. 

Buonomano, A., A. Palombo. 2014. "Building energy 
performance analysis by an in-house developed 
dynamic simulation code: An investigation for 
different case studies". Applied Energy 113: 788-
807. doi: 10.1016/j.apenergy.2013.08.004. 

Chen, Y., K. Galal, A.K. Athienitis. 2010. "Modeling, 
design and thermal performance of a BIPV/T 
system thermally coupled with a ventilated 
concrete slab in a low energy solar house: Part 2, 
ventilated concrete slab". Solar Energy 84(11): 
1908-1919. doi: 10.1016/j.solener.2010.06.012. 

Lamnatou, C., J.D. Mondol, D. Chemisana, C. 
Maurer. 2015. "Modelling and simulation of 
Building-Integrated solar thermal systems: Be-
haviour of the coupled building/system config-
uration". Renewable and Sustainable Energy Re-
views 48: 178-191. doi: 10.1016/j.rser.2015.03.075. 



Building Integrated Photovoltaic/Thermal (BIPV/T) System: A New Dynamic Simulation Model and a Case Study 

457 

Pantic, S., L. Candanedo, A.K. Athienitis. 2010. 
"Modeling of energy performance of a house 
with three configurations of building-integrated 
photovoltaic/thermal systems". Energy and 
Buildings 42(10): 1779-1789. doi: 10.1016/ 
j.enbuild.2010.05.014.

Rounis, E.D., A.K. Athienitis, T. Stathopoulos. 2016. 
"Multiple-inlet Building Integrated Photovol-
taic/Thermal system modelling under varying 
wind and temperature conditions". Solar Energy 
139: 157-170. doi: 10.1016/j.solener.2016.09.023. 

Yang, T., A.K. Athienitis. 2016. "A review of 
research and developments of building-inte-
grated photovoltaic/thermal (BIPV/T) systems". 
Renewable and Sustainable Energy Reviews 66: 886-
912. doi: 10.1016/j.rser.2016.07.011. 



 

 

 



459 

Buildings Integrated Phase Change Materials: Modelling and Validation 
of a Novel Tool for the Energy Performance Analysis 
Giovanni Avagliano – University of Naples Federico II – g.avagliano12@gmail.com 
Annamaria Buonomano – University of Naples Federico II – annamaria.buonomano@unina.it 
Maurizio Cellura – University of Palermo – maurizio.cellura@unipa.it 
Vasken Dermardiros – Concordia University – vdermardiros@gmail.com 
Francesco Guarino – University of Palermo – francesco.guarino@unipa.it 
Adolfo Palombo – University of Naples Federico II – adolfo.palombo@unina.it 

Abstract 

In this paper a novel dynamic energy performance simu-

lation model for the Phase Change Materials (PCM) anal-

ysis is presented. The model is implemented in a suitable 

computer code, written in MatLab and called DETECt, 

for complete building energy analyses. In the presented 

model, the “effective specific heat” method is implement-

ed. Here, the specific heat of each PCM layer changes as a 

function of the system phase and temperature in both 

melting and freezing processes. A model validation is 

carried out by comparing numerical results vs. measure-

ments obtained at Solar Laboratory of Concordia Univer-

sity (Montreal, Canada). The simulation model allows 

exploring the potential of PCMs to increase the thermal 

inertia of building envelopes and to assess the effects/ 

weight of several design parameters (e.g. PCMs melting 

temperature, etc.) on the building heating and cooling en-

ergy demand and on the related thermal comfort. In 

order to show the potentiality of the presented simula-

tion model, suitable case studies referred to residential 

and office buildings, to three different weather conditions 

and to two alternative PCM layouts in the building en-

velope, are developed.  

1. Introduction

Recently, the research of innovative solutions 
aimed at improving the energy efficiency and 
comfort of buildings, has become increasingly 
significant. Among the available techniques, the 
integration in the building envelope of Phase 
Change Materials (PCMs) can be considered 
(Kuznik et al., 2011). Basically, through such mate-

rials the thermal inertia of the building envelope 
can be increased by exploiting the latent heat 
stored in PCM during its melting process and by 
taking advantage of the latent heat of solid and 
liquid transformation. Thus, by the integration of 
PCM in the building envelope, the storage and 
release of thermal energy occurring during the 
phase change can effectively reduce heating/ 
cooling consumptions and increase thermal com-
fort (Dutil et al., 2014). In fact, the decrease and 
delay of the thermal loads implies a reduced 
fluctuation of the indoor air temperature with the 
enhancement of the building comfort (to avoid 
system overheating by dissipating or recovering 
the stored heat during late/night hours). Never-
theless, the proper exploitation of the latent heat 
stored in PCM is highly influenced by the building 
usage (Buonomano et al., 2016a). In addition, the 
use of PCMs in buildings also implies some criti-
cisms such as: still high initial costs and some 
design and operating difficulties due to the varia-
tion of specific heat, thermal conductivity, and 
density during the phase change process (Liu et al., 
2016). 
In order to assess the potentiality of the building 
integration of PCMs, a number of computer tools 
for energy performance analyses of PCMs have 
recently been developed (Dutil et al., 2014). 
However, the knowledge of the thermodynamics 
properties of PCMs and phenomena governing 
their variation is crucial to select the suitable 
materials for the specific building and to model the 
system for the energy performance assessment. In 
case of conduction dominated phase change, e.g., 
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microencapsulated PCMs (Kuznik et al., 2011), in 
literature the heat transfer phenomenon is 
modelled by means of both the apparent specific 
capacity and the enthalpy method, which can 
alternatively be used as a function of the available 
thermodynamics properties and the selected 
methodology (Al-Saadi and Zhai, 2015; Tittelein et 
al., 2015). Despite of their capability in predicting 
the thermal and energy behaviour of PCMs in 
buildings, different models based on these 
methods are available in literature (Kuznik et al., 
2011; Dutil et al., 2014). Nevertheless, for the PCM 
characterization (such as the assessment of PCMs 
specific heat, cp) the most widely adopted 
technique consists in the use of a Differential 
Scanning Calorimeter (DSC-method) (Dutil et al., 
2014; Tittelein et al., 2015), together with the T-
history method (Tittelein et al., 2015). Today, the 
measurement of the PCMs thermodynamics 
properties is an open problem for researchers and 
manufacturers due to several issues related, for 
example, to the mechanical confinement, chemical 
interaction, different enthalpy of melting and 
freezing, incomplete melting and freezing, 
nucleation process, measurement conditions (sam-
ple mass, heating and cooling rates), etc. vs. real 
ones (Kuznik et al., 2011). Therefore, review 
studies on this topic highlight the need of 
improved thermal characterization procedures 
(Dutil et al., 2014). Such procedures are also 
necessary for the proper design of effective PCMs 
for building applications, carried out through 
suitable building dynamic simulation modelling. 
In this framework, the authors carried out the char-
acterization of a commercially available PCM wall-
board by calculating the thermodynamic PCMs 
properties from available experimental data. The 
obtained set of measurements (collected in diverse 
conditions) was used in order to tune the cp 
profiles, variable as a function of the occurring 
temperature. Such novel profiles are implemented 
in a dynamic building energy performance simu-
lation tool written in MatLab (DETECt 2.2) (Buono-
mano and Palombo, 2014), for whole building 
energy performance analyses. Finally, in order to 
show the potential of such tool, the authors 
developed a case study on a building integrating 
PCMs, located in a different weather zone. 

2. Simulation Model

The simulation model used for the analysis of the 
PCM building integration is based on the finite dif-
ference method, assuming a one-dimensional 
thermal domain. By such model, called DETECt 2.2 
and validated through a code-to-code validation 
procedure (Buonomano, 2016), the assessment of 
temperatures and humidity dynamics, as well as of 
heating and cooling loads and demands, can be 
carried out (Buonomano and Palombo, 2014).  
The physical building model consists in a resistive-
capacitive (RC) thermal network obtained by dis-
tributed parameters (Tsilingiris, 2006). Fig. 1 shows 
a sketch of the modelled RC thermal network for 
one thermal zone.  

Fig. 1 – Simulation model: RC thermal network 

The following model simplifications are consid-
ered: i) the indoor air of each thermal zone is 
considered as uniform and modelled as a single 
indoor air temperature node; ii) the building 
envelope is subdivided into M multi-layer 
elements (a high order RC thermal network); iii) 
each m-th multi-layer building element of a single 
zone is subdivided in N sub-layers, where thermal 
masses and conductivities are uniformly 
discretised; iv) N+2 capacitive and surface nodes 
are considered for each m-th envelope component; 
v) each PCM node is characterized by a dynamic
variation of the heat capacity, dependent on: 
- the temperature of the considered element; 
- phase transition (melting/solidification). 
In each (-th time step and for each n-th capacitive 
node of the m-th element, the differential equation 
describing the energy rate of change of each tem-
perature node of the building envelope is:  

,
, = ∑

n+1
m, j m,nm n

m n eq
m, jj=n-1

T - TdT
C

dt R
(1) 
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where ,
eq
m jR  is the sum of the halves sub-layers

thermal resistances ,
cond
m jR  linking the n-th node to

their neighbours (Fig. 1). For non-capacitive outer 
(n = 0) and inner (n = N+1) surface boundary nodes, 
the heat transfer is calculated by: 

1
, ,

,
,1

0
+

= −

−
+ =∑ 

n
m j m n

m ncv
m jj n

T T
Q

R
(2) 

where cv
m, jR  is either a convective (external conv

m,0R  or 

internal conv
m,N+1R  non-capacitive nodes) or a conduc-

tive resistance ( cond
m,nR ), depending on the side layer 

of the considered node (Fig. 1). ,m nQ  is a forcing 

function including incident solar and long-wave 
radiation exchange acting on outer and inner sur-
faces of thermal zone (Buonomano, 2016). 
The differential equations on the thermal network 
nodes must be solved simultaneously with the sys-
tem of Equations (1) and (2). The sensible energy 
rate of change of indoor air masses can be 
calculated as:  

=

−
= + + ±∑   

,N +1

,
M

m N inin
in gain vent acconv

mm

T TdT
C Q Q Q

dt R1
 (3) 

where gainQ  is the internal load due to occupants, 

lights, and equipment; ventQ  is the ventilation 

thermal load; hcQ is the sensible heat to be supplied 

to or removed from the thermal zone by an ideal 
heating and cooling system. Additional details are 
reported in (Buonomano and Palombo, 2014).  
The modelling approach is suitable for the assess-
ment of the phenomenon of phase change, taken 
into account by using the effective heat capacity 
method (Tittelein et al., 2015). By such technique, a 
temperature dependent thermal capacitance cp is 
assumed, during both the melting and solidifica-
tion processes (i.e. to take into account the hystere-
sis phenomenon typical for paraffin materials). It is 
worth noting that the whole building model is 
partially implicit, and the effective heat capacity of 
each node (by varying the thermal capacitance in 
Equation (1) as a function of the time) is calculated 
at the previous time step (Kuznik et al., 2015; 
Buonomano et al., 2016b). In order to model the 
PCM building integration, the effective heat 
capacity curve of the PCM, together with the 

conductivity one, as suggested by literature 
(Kuznik et al., 2008), was first implemented in the 
model and then calibrated as a function of the 
available experimental data. Such inverse approach 
was adopted to enhance the reliability of PCM 
specific heat during phase change processes. 

3. Experimental analysis

The PCM behaviour in the indoor environment 
was assessed through experimentation (Guarino et 
al., 2015; Guarino et al., 2017). A small test room 
with a large window was fitted with PCM modules 
on the (opposing) back wall. The test room (Fig. 2) 
has interior dimensions: 2.80 m width × 1.30 m 
depth × 2.44 m height, with an overall conductance 
of 0.2 W/(m2 K). The window is double-glazed (2 m 
× 2 m, U = 1.7 W/(m2 K), visible transmittance of 
0.616, SHGC = 0.262) with 6 mm low-e glass and a 
12 mm gap filled with Argon.  
The PCM used in the experiment is a 
commercially-available PCM wallboard, described 
in Kuznik et al. (2008). It is a mixture of 40 % 
ethylene-based polymer and 60 % paraffin wax, 
with a density of 900 kg/m3. The panels (5.2 mm 
thick, 1000 mm wide and 1198 mm long) are 
encapsulated with 100 µm aluminum layer on both 
sides. The latent heat is 70 kJ/kg, with a melting 
point peaking at 21.7 °C. 20 PCM sheets were 
installed on the back wall of the test room.  

Fig. 2 – Schematic and front view of the test room 

They were divided in four groups, each with 5 
layers of PCM panels, for a total of roughly 100 kg.  
The experimental setup took place in the Solar 
Simulator Environmental Chamber facility at Con-
cordia University (Montreal, Canada). 
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Basically, it is featured by two solar simulators and 
a climatic chamber in which temperatures and 
relative humidity can be varied between -40 °C and 
+50 °C and 20 % and 95 %, respectively. The test 
room, placed inside the climatic chamber was 
subjected to radiation emitted by a full-scale solar 
simulator (Fig. 3a). In combination with glass 
filters, 6 metal halide lamps provide a spectral 
distribution close to natural sunlight, fulfilling the 
EN12975: 2006 and ISO 9806-1:1994 specifications.  

Fig. 3 – a) Solar simulator – b) Back wall PCM panels

Test room temperatures were monitored by using 
Type T thermocouples placed: in each PCM inter-
layer interface; on the back wall (at different 
heights and at 5 cm distance from the PCM panels, 
Fig. 3b); on the remaining room interior surfaces. 
Air temperature in the test room was monitored at 
4 different heights. 
The carried out tests can be summarized as 
follows: 
Test 1: Duration: 75 hours. Environmental chamber 
temperature: 16 °C. Test room heating obtained 
with a 350 W fan-coil for 21 hours (free-floating 
temperature for the remaining time);  
Test 2: Duration: 75 hours. Quasi-sinusoidal air 
temperature profile in the environmental chamber 
with a peak of 20 °C (every day) and a minimum of 
10 °C (first day) and 6° C (second and third day), 
the average solar radiation was 500 W/m2 (9:30 am 
- 1:00 pm for the first day and 9:30 am - 12:30 am 
for the second and the third day). 
For both tests the measured data were logged 
every 3 minutes, by averaging readings performed 
every 30 seconds). 

4. Model validation

The model validation was performed by simulat-
ing both the experimental tests described in the 
previous section. Specifically, two suitable case 
studies were modelled in order to faithfully repeat 
all the above-mentioned boundary conditions. 
Several simplification assumptions were taken into 
account in the developed simulation code, such as: 
i) a single PCM layer (suitably divided into 5
capacitive nodes) was considered for both tests; ii) 
mono-dimensional heat flux is considered in the 
modelled PCM; iii) in Test 1 the fan coil outlet air 
interacts with the PCM wall only by natural 
convection heat transfer (e.g. considered as convec-
tive input (as hcQ ) in Equation (3); iv) in Test 2 the 

incident radiation on the PCM wall is considered 
uniform and perpendicular to the surface (whereas 
a difference ranging from 430 to 590 W/m2 was 
effectively detected on the radiated surface). 
Initially, the PCM melting and solidification cp 
profiles were considered equal to those suggested 
in Kuznik et al. (2008). Nevertheless, the curve 
taken from publication was not suitable for the all 
the simulated tests (numerical results did not agree 
with all the experimental ones). Thus, the authors 
performed a subsequent model refinement, where 
the PCM cp was iteratively obtained as a function 
of the reduction to the minimum of the deviation 
between the temperature Tk,i (of the k-th node in the 
i-th time step) measured in the experimental tests 
and the one calculated by the simulation model. It 
is worth noting that convective and radiative 
external coefficients were suitably tuned in order 
to replicate the external boundary conditions 
occurring in the test chamber. By following this 
approach, new cp(t) curves, for solidification and 
melting were shaped. The resulting hysteresis is 
very slight, different from the majority of 
publications, but according to few authors as 
reported in Dutil et al. (2014). In fact, a remarkable 
presence of hysteresis (as the one of the first cp(t) 
curves) effectively created modelling inaccuracies 
in continuous simulated charging and discharging 
processes (as in Test 2). This might be ascribed to 
the dependence of the thermal behaviour on the 
history of heat loading, the heating rate, and on 

a)    b) 
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incomplete melting/solidification (Dutil et al., 
2014). 
By taking into account the new curves, a 
comparison between experimental and model 
temperatures for the outermost PCM layer 
(Node 1), the innermost one (Node 5) and test cell 
indoor air is reported and showed in Fig. 4 and 5 
for Test 1 and Test 2, respectively. A good agree-
ment between measurements and numerical results 
is detected in both cases. 
Such achievement is evident by observing also Fig. 
6 and 7, depicting the time histories of the detected 
errors between experimental and simulation 
results, for all PCM and indoor air temperature 
nodes. Except for few brief time steps, model errors 
are always lower than ± 0.7 °C. 
Note that, such errors are probably due to some 
uncertainties in the system modelling, as well as in 
measurements operations, mainly due to several 
occurrences, as: i) absence of radiation shading of 
the thermocouples for the measurement of the test 
chamber air temperature; ii) lack of uniform verti-
cal temperature profile especially for Test 2; iii) 
conduction defect between the 5 overlapping PCM 
layers mainly due to the presence of the 
thermocouples (thin air-gap among PCM panels, 
simulated by slightly reducing their conductivity). 
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5. Case Study

A suitable case study was developed in order to 
show the potentiality of the presented simulation 
model as well as the feasibility of PCM integration 
in interior walls (of external building rooms 
subjected to solar gains) toward the reduction of 
energy consumption and indoor air temperature 
fluctuations. For such analysis, an example of 
building integration of PCM was considered for a 
dwelling and an office building located in Naples, 
Palermo, and Montreal, calculating the related 
energy savings and the avoided CO2. Specifically, a 
sample 8.0 × 6.0 m rectangular shaped lightweight 
building (with East-west oriented longitudinal 
axis), 3.0 m height, was modelled. The U-values of 
vertical walls, roof, and windows are respectively 
0.49, 0.30, and 1.70 W/(m2 K). A window SHGC of 
0.262 is considered. More details are reported in 
Buonomano and Palombo (2014). The air flow rate 
for residential and office use is 0.5 and 1.2 Vol/h. A 
night free cooling ventilation strategy was also 
taken into account (2.0 Vol/h) if the outdoor air 
temperature is lower than the indoor one. Dynamic 
simulations were performed for one year by using 
Meteonorm weather data. The HVAC system is 
modelled by an electric air-to-water chiller/heat 
pump (heating and cooling COP = 3.5 and 3.0), 

Node e ≤|0.5| |0.5| < e < |1.0| e ≥|1.0| Node e ≤|0.5| |0.5| < e < |1.0| e ≥|1.0| 
1 89.0% 11.0% 0% 4 64.6% 28.4% 7.0% 
2 87.5% 12.4% 0.1% 5 61.6% 28.9% 10.5% 
3 69.3% 30.7% 0% air 52.3% 47.7% 0% 

Node e ≤|0.5| |0.5| < e < |1.0| e ≥|1.0| Node e ≤|0.5| |0.5| < e < |1.0| e ≥|1.0| 
1 45.3% 31.7% 24.0% 4 55.0% 34.4% 10.6% 
2 62.9% 32.4% 4.7% 5 63.2% 31.8% 5.0% 
3 61.9% 34.4% 3.7% air 44.8% 36.1% 19.1% 
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necessary to maintain the indoor air temperature 
between 20 °C and 26 °C. The system operation 
was scheduled as reported in Table 1. As initial 
investigation, the PCM panels were integrated on 
the East and West walls and on the roof only. Two 
different layouts were simulated, where PCM 
panels were integrated internally and externally to 
the building envelope. 

Table 1 – Climatic zones, climatic indexes, and system scheduling 

Weather 
zone 

HDD 
Kd 

CDD 
Kd 

ISR 
kWh/m2y 

Use 
Heating 
Months 
(hours) 

Cooling 
Months 
(hours) 

Montreal 4567 297 1350 House 
15/9-31/3 

(0-24) 
1/6-15/9 
(11-18) 

Office (8-20) (8-20) 

Naples 1479 499 1470 House 
15/11-31/3 

(7-10, 14-21) 
1/6-30/9 
(11-18) 

Office (8-20) (8-20) 

Palermo 760 987 1664 House 
1/12-31/3 

(7-10, 14-21) 
1/6-30/9 
(11-18) 

Office (8-20) (8-20) 

5.1 Results and Discussion 

The monthly results for Naples are reported in Fig. 
8 and 9, where the electricity demand of the 
chiller/heat pump is reported as a function of the 
different investigated system layouts. For resi-
dential applications (Fig. 8), the best configuration 
was reached by integrating the PCM externally to 
the building envelope. Simulations show that the 
overall summer cooling energy savings are maxim-
ized by boosting the PCM charge/discharge effect 
through a night free cooling ventilation. It is also 
worth noting that the PCM also causes a lower 
heating demand during the colder winter months. 
This is due to the heat required by the PCM charge 
(energy storage) basically obtained by an increase 
of the HVAC system demand vs. the reference case 
(no PCM). Such heat is dissipated during the time 
interval in which the heat pump is switched off 
(10:00 - 14:00). For office use (Fig. 9), the potential 
of a night free cooling strategy is higher vs. that 
observed for the residential use. In fact, in the 
office, during night hours, the absence of internal 
heat gains allows the PCM to complete a 
charge/discharge cycle. For office use, by adopting 
PCM a small winter saving is achieved because of 
the continuous HVAC system running from 08:00 
to 20:00. Here, energy saving is achieved by 

exploiting the free solar heat stored by PCM during 
the winter sunny days. A similar behaviour is 
observed for Palermo. 
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Fig. 8 – Residential building in Naples: monthly results 
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Fig. 9 – Office building in Naples: monthly results 

The opposite result is achieved in winter in Mon-
treal, where an increase of the heating demand is 
obtained by adopting PCM. For this climate zone, 
in Fig. 10 the time histories of the office indoor air 
temperature (Tin) and sensible heating load (Qac) 
are reported for the two PCM layouts, as well as in 
case of no PCM, for two winter sample days (Janu-
ary 5 and 6). Note that, on the second day 
(Saturday) the office in closed (the HVAC system is 
switched off). Whereas during the daytime when 
the HVAC system is switched on, the required 
indoor air temperature setpoint (26 °C) is always 
reached, in the nighttime a free-floating air 
temperature occurs. Due to the use of PCM, the 
minimum indoor air temperature decrease is 
obtained in case of interior PCM position, as 
expected (higher thermal comfort). Concerning the 
corresponding heating load (shown in Fig. 10 by 
averaging the predicted heating energy every 
hour), it is clearly visible that the lowest peak is 
obtained by placing the PCM on the interior 
position in the envelope (because of the higher 
indoor air temperature occurring at the start of the 
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HVAC system). As a result, the corresponding 
reduction of the heating peak load (occurring at the 
HVAC running start) is counterbalanced by an 
increase of the heating demand obtained during 
daytime (in Fig. 10 the green virtual area is larger 
than the other ones). In Fig. 11 for four summer 
sample days (July 13-16), the time histories of the 
indoor surface temperature of the West-building 
wall (with PCM), as well as the outdoor air 
temperature, are reported for the residential 
building use. Here, due to the PCM use, the 
obtained surface temperature peaks are attenuated 
and delayed vs. those related to the reference case 
without PCM, highlighting the effects due to the 
stored heat, delivered toward the indoor zone 
during nighttime. Note that a complete PCM 
charge/discharge cycle occurs.  
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In Fig. 12 for three winter sample days in Palermo 
(March 5-7) the time histories of the indoor air tem-
perature with and without PCM, as well as the out-
door air temperature, are reported for the residen-
tial building. As expected the air temperatures ap-
proaching the comfort requirement occur espe-
cially in case of interior PCM positioning.  

1512 1524 1536 1548 1560 1572 1584
5

10

15

20

25

30

Time [hours]

T
em

pe
ra

tu
re

 [°
C

]

Tout
Tin,no PCM
Tin,PCM(interior)
Tin,PCM (exterior)

Fig. 1 – Free floating for three winter sample days in Palermo: 
outdoor and indoor air for the residential building 

The obtained overall yearly results are reported in 
Table 2 and in Table 3. Here, the electricity demand 
of the chiller/heat pump of the traditional building 
(no PCM) as well as the achieved energy savings 
obtained by the PCM adoption are reported for all 
the investigated weather zones and system layouts. 
In the same tables the avoided CO2 and the 
economic operative savings are also shown. For 
both the heating and cooling requirements interest-
ing electricity savings are obtained (except for the 
heating demand in Montreal). For the standard 
system and the best system layout (exteriorly 
placed PCM) the overall energy savings range from 
12 % to 15 %, whereas the avoided CO2 from 21 to 
42 kg/y (Table 2).  

Table 2 – Yearly results for office use (standard) 

Weather 
zone 

Without PCM With PCM 
Eel,heat Eel,cool Eel,tot PCM 

posi-
tion 

ΔEel,heat ΔEel,cool ΔEel,tot ΔCO2 ΔC 

kWhel/(m2 y) kWhel/m2y 
(%) 

kg/y €/y 

Montreal 25.3 3.5 28.8 
in 3.3 

(+12.9) 
-0.6 

(-17.9) 
2.6 

(+9.2) 
23.6 4.4 

out 
-3.0 

(-12.0) 
-0.3 

(-9.3) 
-3.4 

(-11.7) -30.0 -16.7 

Naples 5.2 6.8 12.1 
in 

-1.1 
(-21.9) 

0.2 
(+3.1) 

-0.9 
(-7.7) -21.8 -6.7 

out 
-1.6 

(-30.1) 
-0.2 

(-3.0) 
-1.8 

(-14.8) 
-41.6 -12.8 

Palermo 2.4 7.8 10.2 
in 

-1.8 
(-75.8) 

0.7 
(+9.3) 

-1.1 
(-10.6) 

-25.0 -7.7 

out 
-1.3 

(-55.6) 
0.0 

(+0.1) 
-1.3 

(-12.9) 
-30.5 -9.4 



Giovanni Avagliano, Annamaria Buonomano, Maurizio Cellura, Vasken Dermardiros, Francesco Guarino, Adolfo Palombo 

466 

Table 3 – Yearly results for office use (summer night ventilation) 

Weather 
zone 

Without PCM With PCM 
Eel,heat Eel,cool Eel,tot PCM 

posi-
tion 

ΔEel,heat ΔEel,cool ΔEel,tot ΔCO2 ΔC 

kWhel/(m2 y) 
kWhel/m2y 

(%) 
kg/y €/y 

Montreal 
CFCO2 = 
0.186 

[kg/kWh] 

in 

As in 
Table 2 

-1.7 
(-48.1) 

1.6 
(+5.5) 

14.3 2.6 

out -0.7 
(-21.5) 

-3.8 
(-13.1) 

-33.8 -18.8 

Naples 

CFCO2 = 
0.486 

[kg/kWh] 

As in 
Table 2 

in -1.3 
(-19.3) 

-2.5 
(-20.4) 

-57.5 -17.7 

out 
-0.9 

(-13.1) 
-2.5 

(-20.5) -57.7 -17.8 

Palermo
CFCO2 = 
0.486 

[kg/kWh] 

CFCO2 = national 
CO2 conversion 

factor 

in 
-0.5 

(-6.2) 
-2.3 

(-22.4) -53.1 -16.4 

out 
-0.6 

(-8.3) 
-2.0 

(-19.4) -45.9 -14.2 

By the night free cooling ventilation strategy and 
for the same system layout, the overall energy 
savings range from 13 % to 21 % and the avoided 
CO2 from 34 to 58 kg/y (Table 3). For all the 
investigated system configurations, the operating 
economic savings are still too low to balance the 
current initial PCM cost for acceptable paybacks. 

6. Conclusions

The paper presents a validation procedure of a 
mathematical model (DETECt 2.2) for building 
simulation analyses involving the use of PCM wall-
boards. For the model validation procedure and 
the PCM characterization, measurements obtained 
by using PCM integrated in the back wall of a 
small test-cell under controlled conditions were 
used. The obtained numerical modelling is in good 
agreement with experimental data obtained during 
different tests (i.e. one charging cycle by a 
convective heating system and three charging 
cycles by solar irradiation). The tool allows the 
simulation of different scenarios (e.g., different 
PCM configurations, variable weather conditions, 
etc.), and the performance of parametric and sensi-
tivity analyses to optimize the PCM building 
integration. 
A case study analysis, carried out for a residential 
and an office building in three weather zones, 
shows the crucial influence of the building use 
(e.g., occupancy schedules, internal gains) on the 
exploitation of the latent heat stored in PCM layers. 
Finally, interesting design criteria for the devel-
opment and adoption of building integrated PCMs 

are provided. Further analyses will be performed 
to investigate the relationships among PCM 
properties (e.g., peak melting temperature, melting 
range, etc.). 

Nomenclature 

Symbols 

C thermal capacitance (J/K) 
Q  thermal load (W) 

R thermal resistance (K/W) 
T temperature (K) 

Subscripts/Superscripts 
ac HVCAC system 
in indoor air 
out outdoor air 
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Abstract 
The energy audit on the existing buildings has become a 

priority in the last years, as a consequence of the adoption 

of the European Directives on building energy efficiency. 

In particular in Italy, public buildings are often the most 

inefficient among the stock and, thus, those with the high-

est potential for improvements. Many methods can be 

applied to perform an energy diagnosis; one of them is 

“Energy Signature” simplified method, ES, described in 

the Annex B of the technical standard EN 15603:2008. The 

ES can actually be seen as a very simplified model of the 

building, based on a linear regression between energy con-

sumption and degree-days in a set of reference periods. If 

applied year after year, the ES allows a fast detection of 

system faults, changes of use patterns, and to assess the 

efficacy of different energy management strategies or ret-

rofitting interventions, discounting the effect of weather 

variations. When the stock of buildings is large, individual 

energy audits can be too onerous and time consuming and 

building simulation impracticable. For this reason, ES can 

be combined with clustering techniques in order to iden-

tify groups of buildings with similar behaviour among 

which a reference case can be identified and deeply inves-

tigated either experimentally or through detailed building 

energy simulation (BES). In this respect, ES and clustering 

can be seen as the key element to allow the extension of 

BES also to the analysis of building stocks. In this work, ES 

and different clustering techniques have been used to 

analyse a set of 41 schools in the province of Treviso, north 

of Italy, pointing out the buildings features that most 

affect their energy signatures through multiple linear re-

gressions. A comparison between two non-hierarchical 

clustering algorithms, K-means and K-medoids, has been 

conducted. Particular attention has been paid to the 

approaches for the evaluation of closeness of schools in the 

same group and the identification of the reference school 

for each set. As the final outcome of this research, the 

impact of the clustering algorithms is discussed, in order 

to assess to which extent the selection of the schools with 

the most representative energy signatures can be affected 

by the choice of the data mining techniques. 

1. Introduction

The energy audit of existing buildings is a crucial 
point in order to identify the potential improve-
ments and interventions to achieve a better energy 
performance. In particular, the last European 
Directive (European Parliament and Council of the 
European Union, 2012) indicated public buildings 
as pioneers of new energy efficiency policies, 
because they are both community exposed and, in 
many cases, the least efficient of the building asset. 
Among them, school buildings represent an impor-
tant target: in fact, they have not only to be efficient 
from an energetic point of view, but also to ensure 
adequate indoor environmental thermal conditions 
and pupils’ thermal comfort. 
In the recent years, building simulation models 
have been largely used in order to evaluate the 
energy consumptions of school buildings and the 
impact of different energy renovation interventions, 
both from an energetic and an economic point of 
view. In the research by Niemelä et al. (2016), simu-
lation-based optimization analyses have been im-
plemented to determine cost-optimal refurbishment 
solutions in typical educational buildings built be-
tween 1960 and 1970 in cold climate regions. Stavra-
kakis et al. (2016) have used dynamic simulation to 
assess the effect of a cool-roof installation on the 
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thermal and energy performance of a school 
building in Greece Moreover, model calibration has 
been implemented using simulated indoor air tem-
perature and the measured one, considering ex-ante 
and ex-post condition. In the same country, An-
droulakis et al. (2016) have pointed out the contri-
bution of simulation tools for designing complex 
heating systems combined with renewable sources. 
However, when a large stock of buildings is taken 
into account, a case-by-case energy analysis and 
building simulation modelling is onerous, time-con-
suming, and expensive. Consequently, if BES has to 
be adopted, there is the need for a method to detect 
buildings’ energy behaviour quickly, and to identify 
the best improvement actions, focusing on a subset 
of representative buildings. In a previous work 
(Pistore et al., 2016), the authors proposed a method 
based on the Energy Signature approach (CEN, 
2008) coupled with cluster and multiple regression 
analyses applied to a stock of 41 schools located in 
the province of Treviso, Italy. The Energy Signature 
simplified method is described as a useful diagnos-
tic technique consisting in plotting for several times 
the energy consumptions for space heating or cool-
ing of a building versus the external temperature 
averaged over a suitable period, and determining 
their linear relationship (CEN, 2008). Subsequently, 
K-means clusterization was applied to group 
schools in clusters using ES parameters, e.g., the 
slope of linear regression function and the zero of 
the function, as dependent variables to group 
schools in clusters. Homogeneous subsets of schools 
were identified by means of the buildings’ features 
that most affect the signature parameters, and a 
building reference case was pointed out for each 
cluster in order to find the parameters that most 
affect the energy behaviours and, consequently, the 
best set of interventions able to improve the build-
ings’ energy efficiency. These efficiency measures 
can be applied on the reference cases, on which 
more detailed analyses, such as dynamic simulation 
modelling, can be performed, and then the solutions 
can be extended to the other buildings in the same 
cluster by means of the ES method. 
In this framework, the methodology applied for the 
building stock clusterization assumes a great 
importance in the success of final goal. In fact, the 
cluster analysis can be implemented according to 

different algorithms, which have to be carefully se-
lected without any preconception (Kaufman and 
Rousseeuw, 2005) since they can be suitable for dif-
ferent purposes according to the type of available 
data. In some cases, several algorithms are applica-
ble and a priori arguments may not suffice to nar-
row down the choice to a single method, which 
leads to the necessity of a comparison between re-
sults (Kaufman and Rousseeuw, 2005). 
In this paper, a comparison between two wide-
spread non-hierarchical clustering algorithms, K-
means and K-medoids (Reynolds et al., 2004) is pre-
sented. The comparison is conducted on the same 
stock of schools analysed by Pistore et al. (2016). 
Assuming that there is a clear resemblance in the 
running mode and in the object function of the two 
clustering algorithms, according to the literature, K-
medoids algorithm is considered to be more robust 
with respect to outliers (Arora and Varshney, 2016; 
Kaufman and Rousseeuw, 2005; Park et al., 2009). 
Differently from K-means, the clusters determined 
following K-medoids are ball-shaped and the repre-
sentative object (i.e. the medoid) is one element of 
the dataset. Moreover, various non-Euclidean 
approaches are available for the calculation of the 
distances. In the considered case, with a dataset a 
number of elements n lower than 100, the PAM (Par-
titioning Around Medoid) algorithm has been 
adopted, since it is often recommended when the 
aim is to look for representative objects and charac-
teristics. 

2. Method

2.1 Energy Signatures 

A building energy audit can be performed by the ES 
method described in the annex B of the EN 
15603:2008 (CEN, 2008). This approach consists in 
plotting for several time periods the average heating 
or cooling uses versus the average external temper-
ature, and this allows the user to fast gather useful 
information about the building energy behaviour 
and, in a subsequent phase, to verify the refurbish-
ment interventions effect and to forecast the energy 
consumptions in the further years. In this method, 
the indoor air temperature is assumed to be constant 
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and equal to the setpoint (generally 20 °C) during 
the occupancy time, so that the external air temper-
ature is the most influential parameter. Its applica-
tion requires gathering data about energy uses for 
heating or cooling, as well as average external tem-
peratures or, when possible, cumulated differences 
between actual indoor and outdoor temperatures 
recorded at regular intervals, from one hour to a 
week. This latter time period has been adopted in 
this work, since it is long enough to capture a char-
acteristic occupation or use pattern, while being 
short enough not to hide climatic variations along 
the seasons. Weekly natural gas consumptions have 
been recorded and the mean consumption for hot 
water production during the non-heating period 
has been subtracted in order to isolate the energy 
uses for space heating. The weekly average power 
per unit of heated air volume, ϕ, obtained by divid-
ing the energy use during one week EPh per unit of 
volume V by the number of opening hours per week 
τ, as in Eq. (1), has been plotted versus the weekly-
average temperature differences during the opening 
hours, ΔT20,occ as in Eq. (2)). 

τ

/VEP
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==
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Energy signatures can be characterized by two main 
parameters: the slope of the regression function, 
which represents the energy performance of the 
building, and the intersection with the x-axis, here-
after called zero of the function, which is the mini-
mum temperature difference for which the system 
is turned on, or the maximum that does not require 
heating. 

2.2 Multiple Linear Regression 

According to the methodology already developed 
and described in Arambula et al. (2015), before 
implementing clusterization, it is necessary to 
define a list of independent variables describing the 
building to be used as predictors of the parameters  

descriptive quantities includes: 
(A) the area of the external vertical walls, 
(B) roof area, 
(C) floor area, 
(D) ground floor area, 
(E) total area of opaque envelope, 
(F) total area of transparent envelope, 
(G) windows to vertical walls ratio,
(H) windows to floor ratio, 
(I) opaque and transparent envelope area ratio, 
(J) average thermal transmittance of the envelope, 
(K) envelope compactness ratio, 
(L) heating system capacity. 
Each quantity is indicated by a letter (A to L) in the 
next tables. The highest value of each of the 12 
descriptive quantities in the building set has been 
used to normalize the values for each building. 
A multiple linear regression has been applied to 
find the sets of the candidate quantities which better 
define homogenous groups and to develop the clus-
tering. Starting from groups of 2 to groups of 12 var-
iables, 4083 possible combinations of the 12 normal-
ized descriptive quantities have been defined and 
used as predictors in multiple linear regression 
models. For each regression, the adjusted index of 
determination R2adj has been calculated, as well as F-
tests and the p-values, to check the model’s statisti-
cal significance, and variance inflation factors VIF, 
for the analysis of multi-collinearity issues. Only 
models with significant p-value with respect to a 
significance level of 10 % and without multi-collin-
earity issues (i.e. VIF < 10) have been considered for 
the definition of the quantities for the clustering. 
The combinations of predictors with the highest 
R2adj have been selected as sets of coordinates of each 
element in the sample of schools. After a prelimi-
nary study, the zero of the function has been found 
poorly correlated to the set of proposed variables 
and has been discarded from the analysis, focused 
only on the slope of the energy signatures. 

2.3 Clustering and Maximization of the 
Explained Variance 

A comparison between two partitioning methods, 
K-means and K-medoids PAM has been performed. 
Both approaches imply that each cluster contains at 
least one element; each element belongs to only one 

 of the energy signatures. The list of 12 candidate 



Lorenza Pistore, Giovanni Pernigotto, Francesca Cappelletti, Piercarlo Romagnoni, Andrea Gasparella 

472 

cluster and the number of clusters is k ≤ n, where n 
is the number of elements to be grouped. Once 
defined the desired number of clusters k, an equiv-
alent number of centroids or medoids is randomly 
selected and data points are assigned (Junjie, 2012). 
In this work, since the whole dataset for the cluster-
ing includes 41 elements, k has been imposed equal 
to 2, to facilitate the definition of groups with n ≥ 12 
in accordance with the statistical central limit theo-
rem. After the attribution of the elements to the dif-
ferent clusters, it is checked if the variance ex-
plained by the predictors can be increased further: 
if for a given cluster there is a combination of pre-
dictors with higher R2adj, statistically significant F-
value and p-value and limited VIF, then it is 
adopted as new coordinate systems for the elements 
belonging to it. If for a cluster the explained vari-
ance cannot be improved but at least 25 elements are 
present, it is possible to sub-cluster with k equal to 
2 using the best set of coordinates available for that 
cluster. As a final step, the school closest to the cen-
troid (K-means method) and the medoid schools (in 
K-medoids method) in each cluster have been 
selected. 
The main difference between the two methods are 
the followings: in the K-means, initial virtual cen-
troids are randomly generated within the domain of 
the dataset and objects are assigned to the clusters 
using the square Euclidean distance calculation, 
which is implemented by the algorithm itself at each 
iteration. Each cluster is defined around a centre-
type (the centroid), whose coordinates are the mean 
of the coordinates of all the cluster’s elements. In K-
medoids, the calculation of the distances is not 
repeated in each iteration, but the algorithm seeks 
distance information from a distance matrix. The 
representative object of each group, i.e. the medoid, 
is chosen at each iteration in order to minimize the 
distances between it and the other elements in the 
data set, so as to refine the clusters themselves each 
time. 

2.4 Comparison Method 

In order to make a comparison between the two 
approaches, some criteria and indicators have been 
identified and used: 

1. Number of elements in each cluster.
2. Composition of clusters in terms of specific

schools grouped in the same cluster.
3. Equivalence of the identified reference build-

ings in the two methods.
4. Variance explained by the selected variables in

the multiple linear regression. For this purpose,
the indicator used is the adjusted index of
determination.

5. Homogeneity and level of similarities of cluster
elements. Two indicators have been considered
in this case: the standard deviation from the
centroid/medoid for each variable of the ele-
ments within each cluster and the sum of the
square Euclidean distances in each cluster.

3. Results

The characteristics of the clusters obtained by K-
means and K-medoids approaches are reported 
respectively in Tables 1 and 2. All the top-ten com-
binations of descriptive quantities (identified 
through an ID-string, composed by the letters rep-
resenting the descriptive quantities included) have 
been used for clustering. Then, one of the combina-
tions has been chosen considering its statistical sig-
nificance. In particular, R2adj, F-value, p-value, and 
VIF have been analysed in order to obtain at least 
one cluster with significant values, and the other 
one, even if inconsequential, with such a number of 
elements that allows a subclustering. For these rea-
sons, configuration AHIJ has been chosen as the 
initial model for both algorithms as the best per-
forming one, leading to 30 and 11 elements in K-
means, and vice versa for K-medoids. From now on, 
the clusters’ names have been assigned with respect 
to the decreasing order of R2adj values and number 
of elements: for example, the cluster with the high-
est R2adj and the largest number of elements is CL1. 
For K-means algorithm (Table 1), configurations 
BEGHLI and BCJ are found maximizing the 
explained variance in the two clusters, with R2adj 
respectively equal to 0.591 and 0.679. While the lat-
ter can be considered satisfactory and identified as 
CL1, the former cluster can be divided into 2 sub-
clusters and the explained variance further opti-
mized, using configuration FJ for CL2 and ADGHK 
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for CL3. CL2 and CL3 are composed of respectively 
20 and 11 buildings. Three final clusters have been 
obtained: CL1 with a R2adj of 0.679, and CL2 and CL3 
with R2adj respectively of 0.312 and 0.868. 
The same approach has been implemented with K-
medoids algorithm (Table 2). Configurations 
CGHIL and BJCLI, both made of 5 variables, max-
imize the explained variance in the two clusters 
with R2adj equal to 0.954 (CL1) and 0.132 (CL2), 
respectively. The latter cluster has been divided 
again into 2 subclusters and the explained variance 
further optimized, using EHKL variables for CL2 
and BEHJK variables for CL3. CL2 and CL3 are com-
posed of respectively 10 and 20 buildings, with a 
R2adj of 0.939 and 0.311 respectively. 
K-medoids algorithm gives higher R2adj for two over 
three clusters, while R2adj of CL2-kmeans and CL3-
kmedoids is the same for the two algorithms. Look-
ing at the number of elements in the three clusters, 
we can highlight that for both approaches we have 
obtained three clusters of 11, 10, and 20 objects but 
the distribution of the schools among the groups is 
different and the two methods are different.  
Table 3 reports the standardized coefficients of the 
building variables included in the linear models 
defined at each step. In both algorithms, the varia-
bles selected by regression for the initial model are 
changed when the explained variance is maximized 

for the single clusters. Indeed, the variables 
included in the final models have the highest 
explanatory power for each cluster and differentiate 
each group of schools from the others. Furthermore, 
these final models could be used, in a next phase, for 
the preliminary assessment of the energy efficiency 
measures. Comparing K-means and K-medoids 
algorithms, it can be observed that both final models 
and included variables are different. 
In Fig. 1 the school position inside clusters is shown 
with respect to K-means algorithm first, and K-
medoids second. As it can be observed, elements 
generally change from one cluster to another by 
changing the clustering algorithm and, moreover, 
also the identified reference buildings change 
between the two different approaches. 
However, in order to identify the best performing 
algorithm, it is necessary to analyse also the output 
of the predictive models. A comparison between the 
standard deviation of each variable with respect to 
the centroid / medoid in each cluster, and the sum 
of the square Euclidean distances, have been per-
formed as shown in Fig.s 2 and 3. As it can be ob-
served, in K-medoids clusters, standard deviation 
and the sum of square Euclidean distances is lower, 
pointing out a more compactness and homogeneity 
of the groups of schools. 

Table 1 - K-means. Results of the clustering and maximization of the explained variance. In bold those p-values significant with respect to a 
significance value of 10 %. The red square highlights the final clusters obtained and the best predictive models inside them 

 
First clustering Subclustering 

 Initial Model Best Model Initial Model Best Model 

ID-string AHIJ BEGHLI BEGHLI-a FJ (CL2) 
R2adj 0.539 0.591 0.046 0.312 
F value 9.773 8.213 1.154 5.299 
p-value < 0.001 < 0.001 0.387 0.016 
N 31 31 20 20 
ID-string 

  

BEGHLI-b ADGHK (CL3) 
R2adj 0.896 0.868 
F value 15.390 14.167 
p-value 0.010 0.006 
N 11 11 
ID-string AHIJ BCJ (CL1) 

  

R2adj 0.007 0.679 
F value 1.016 7.332 
p-value 0.479 0.020 
N 10 10 
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Table 2 - K-medoids. Results of the clustering and maximization of the explained variance. In bold those p-values significant with respect to a 
significance value of 10 % 

 
Clustering Subclustering 

 Initial Model Best Model Initial Model Best Model 

ID-string AHIJ CGHIL (CL1) 

  

R2adj 0.632 0.954 
F value 5.299 42.410 
p-value 0.036 < 0.001 
N 11 11 
ID-string AHIJ BJCLI BJCLI-a EHKL (CL2) 
R2adj 0.038 0.132 -0.323 0.939 
F value 1.284 1.882 0.561 35.863 
p-value 0.303 0.135 0.731 0.001 
N 30 30 10 10 
ID-string 

  

BJCLI-b BEHJK (CL3) 
R2adj 0.191 0.311 
F value 1.900 2.712 
p-value 0.158 0.065 
N 20 20 

Table 3 – K-means and K-medoids: involved variables and standardized coefficients of the linear models 

 K-means K-medoids 

ID-string 
I regr. 
AHIJ 
Coeff. 

CL1 
ADGHK 

Coeff. 

CL2 
FJ 

Coeff. 

CL3 
BCJ 

Coeff. 

CL1 
CGHIL 
Coeff. 

CL2 
EHKL  
Coeff. 

CL3 
BEHJK  
Coeff. 

Descriptors        
A -0.06 -0.59      
B    -2.18   1.55 
C    1.98 -1.08   
D  0.71      
E      -1.31 -0.82 
F   0.35     
G  0.71   0.89   
H 0.33 1.01   0.14 -0.75 -0.57 
I -0.34    -0.79   
J 0.35  0.69 0.40   0.31 
K  -0.45    0.61 0.40 
L     0.24 1.07  
R2adj 0.21 0.87 0.31 0.68 0.95 0.94 0.31 
F value 3.64 14.17 5.30 6.87 42.41 35.86 2.71 
p-value 0.01 0.01 0.02 0.03 <0.01 <0.01 0.06 
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Fig. 1 - Schools position inside clusters by K-means and K-medoids algorithm. The reference buildings are indicated with the thicker black border
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Fig. 2 - Comparison between the standard deviation for each variable 
with respect to the centroid / medoid of each cluster. K-means in blue 
colour, K-medoids in dotted red 

 

Fig. 3 - Comparison between the addition of the square Euclidean 
distances in the three clusters. K-means in blue colour, K-medoids in 
dotted red 

Finally, Fig. 4 compares the energy signature slope 
predicted by the linear regression models with the 
largest explanatory power with the actual ones, for 
each cluster. As it can be observed, two of three 
models fit better for K-medoids clusters, since a 
greater number of elements in the stock are within 
the error band of ±20 %. There is one exception for 
CL3, which already showed a lower R2adj. 

4. Conclusions 

In this paper, a comparison between two different 
clustering algorithms has been performed. Even if 
the two approaches run similarly, K-medoids 
results to be better performing instead of K-means, 
for the following reasons: 
- The whole set of schools has been divided in the 

same number of clusters, 3, and in the same 
numerical parts (11, 10, 20 elements), but the sets 
obtained are different for their composition and 
for the identified reference building, too. 

- With K-medoids it was possible to obtain clus-
ters with a higher Adjusted Index of Determina-
tion R2adj. 

- With K-medoids, centro-types are identified in 
real objects included in the initial dataset, which 
is really useful to find a representative building.  

- With K-medoids, standard deviation and the 
sum of square Euclidean distances result to be 
lower, confirming the more compactness and 
homogeneity of K-medoids models. 

- Predictive models obtained with K-medoids 
generally result to fit better. 
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Fig. 4 - Estimated vs actual slopes of energy signatures of the schools in the three clusters. K-means clusters in blue colour, K-medoids ones 
in green colour. The dashed lines indicate a deviation of ±20 % 
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Abstract 
The new European Directive 2014/24/EU requires 
the use of BIM procedures in the construction of 
public buildings for all member States. The coun-
tries belonging to the European Union shall be 
obliged to transpose the Directive and adapt their 
procedures to that effect. The paper analyzes the 
IFC format, the only one recognized by the Euro-
pean Directive Standards for BIM procedures, to 
assess its use for simulations of buildings. IFC, 
described by the ISO 16739:2013 standard (ISO, 
2013), is a standard that describes the topology of 
the constructive elements of the building and what 
belongs to it, overall. The format includes geomet-
rical information on the rooms and on all building 
components, including details of the type of perfor-
mance (transmittance, fire resistance, sound insula-
tion), in other words it is an independent object file 
for the software producers to which, according to 
the European Directive, it will be compulsory to re-
fer in the near future, during the different stages of 
the life of a building from the design phase, to man-
agement, and the possible demolition at the end of 
its life. The present study aims at carrying out a first 
analysis on the IFC data format, which will be fur-
ther studied in-depth in the following phases. The 
study will compare the information and data con-
tained in it, with those in other formats already used 
for energy simulations of buildings such as the 
gbXML (Green Building XML), highlighting the 
required information missing, and proposing the 
inclusion of new data for energetic and acoustic sim-
ulation. More generally the attention is focused on 

the building physics simulation software which is 
implemented to exploit the BIM model potential 
enabling interoperability. 

1. The Introduction to the BIM Concept
and to the IFC Data Format

The IFC initiative began in 1994, when an industry 
consortium invested in the development of a set of 
C++ classes that can support the development of 
integrated applications. Twelve US companies 
joined the consortium: these companies that were 
initially included, are called the consortium "Indus-
try Alliance for Interoperability". In September 1995 
the Alliance opened the membership to all inter-
ested parties, and in 1997 changed its name to "In-
ternational Alliance for Interoperability". The new 
alliance was reconstituted as a non-profit organiza-
tion with the aim of developing and promoting the 
''Industry Foundation Class "(IFC) as a neutral data 
model for the building product useful to gather 
information throughout the life cycle of a build-
ing/facility. Since 2005 the Alliance has been carry-
ing out its activities through its national chapters 
called SMART building. The above data relate to 
2015, the first analysis in 2016 led to the considera-
tion of a significant increase not only in the number 
of applications but also in the precision of procedure 
management based on the experience gained in the 
meantime by the contracting authorities. Conduct-
ing a project with BIM methodology is now neces-
sary and a mandatory condition to achieve a "good 
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design". But what does "good design" mean? What 
are the goals and uses of a BIM model? The technical 
literature on the BIM topic shows different uses, but 
very little about how a BIM model can be considered 
a plausible model for the analysis and simulation of 
energy and/or acoustic building performance.  
Today, it is generally recognized that BIM/IFC 
standards are capable to centralize the project infor-
mation throughout its life cycle, information that 
can potentially serve all disciplines and sub-disci-
plines, and ensure an integrated and coordinated 
project. However, to support the work of the opera-
tors and at the same time its interoperability, many 
conditions must be met and many problems have to 
be solved. One of the basic problems is modeling 
(model quality), linked to the purpose for which the 
model was made (quantity and quality of the cur-
rent information in the model) and how this infor-
mation can be interpreted by the model software. 
For energy and acoustics analysis, there are many 
reliable applications on the market, but most of 
them do not directly support the IFC data model. 
Usually they use a proprietary data scheme specifi-
cally designed to represent the analytical models. 
This creates a number of challenges in the field of 
BIM/IFC: 

A. Appropriate models. The models for energy 
-acoustics analysis and simulation require expli-
cit definition of the spaces (rooms and zones) 
and of their use, the clear specification of the 
exterior walls, the correct specifications of 
openings, etc. An IFC model should be repre-
sented not only visually but also at semantic 
level. 
B. Appropriate geometry. The analy-
sis/simulation requires for both thermal and 
acoustic spaces (zones and rooms) to be com-
pletely bounded by objects with known physical 
properties (thermal, acoustic), taking into 
account how they are connected with adjacent 
spaces. This requires a direct connection be-
tween the perimeters of the spaces in the model, 
the objects correspondences along the boundary, 
the subdivision in homogeneous parts 
(homogeneous by the analysis criteria) of walls 
and slabs, checking that there are no gaps along 
the perimeter or, on the contrary, objects 
overlapping 

C. Integration with non-BIM data. The correct 
integration of the necessary external data from 
external non-BIM sources, such as climate data, 
used and unused times etc. of the spaces, data 
that must be appropriately associated with the 
BIM/IFC objects  
D. Correct definition of BIM/IFC objects. The 
model must contain details of the physical prop-
erties of the objects regardless of the detailed 
graphical representation level, because this is 
required by the analysis/simulation tools to 
determine their properties correctly (e.g., total 
weight, thermal resistance, U values, etc.) 
E. Proximity information, i.e. option to manage 
information of topology and proximity. This is a 
kind of information supported by the IFC 
scheme, but not common for the CAD tools typ-
ically used to create BIM. Unfortunately, the en-
ergy-acoustics analysis/simulation tools require 
such information; therefore if it is missing there 
is the need to be re-defined from building geom-
etry. 
F. Output Editing. The capabilities to edit the 
output, that is, how "added" information should 
be properly associated/integrated into the BIM 
data to enable management, visualization and 
evaluation of results. 

Many of the problems require an extension of the 
IFC model scheme to an advanced model able to 
contain the necessary information for the energy-
acoustics analysis and simulation. In this work we 
will focus our attention on the characteristics of the 
building (geometry and physical properties of the 
building components). 

2. IFC Format and Other Formats for
Interoperability

We consider two data formats used to facilitate 
interoperability: the first gbXML format, developed 
by Green Building Studio and the second IFC for-
mat, developed by building SMART. 
In this paragraph we will describe the IFC2x3 for-
mat, IFC4 and other formats such as gbXML consid-
ering the main frame (wall, floor, slab, roof, win-
dows, and door) and their physical properties asso-
ciated with the components. We will also assess the 
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interaction between the different components such 
as nodes and joints fundamental for the energetic 
and acoustic analysis. As mentioned before the IFC 
format is only part of the BIM processes that are ac-
tually designed to manage and contract the procure-
ment procedures and the building management. 

2.1 IFC Format 

Industry Foundation Classes, or IFC, is the official 
international standard for open BIM and is regis-
tered with the International Standardization Organ-
ization (ISO). The IFC adopts the "top-down" 
approach, which creates a complex, hierarchical 
scheme, developed in a large data file (Dong et al., 
2007). 
Additionally, building SMART developed a stand-
ard for the information flow in an integrated project 
called Information Delivery Manual (IDM). 
The IFC format (Industry Foundation Classes) as 
mentioned in the introduction, is designed to be an 
interoperability format between different applica-
tions, so as to allow its use in different stages of the 
construction process in the perspective of a greater 
industrialization of the construction sector (build-
ing components, building structure, management, 
disposal). The very complex data structure of the 
IFC format includes these fundamental concepts. 
The scheme, as found on the building site SMART 
(BuildingSMART, 2016) is shown in Fig. 1. The ISO 
16739 standard (ISO, 2013) specifies a conceptual 
data scheme and an exchange file format for 
Building Information Model (BIM) data. 

Fig. 1 –Example of data structure organization 

The conceptual scheme is defined in the EXPRESS 
data specification language. The standard exchange 
file format for exchanging and sharing data 
according to the conceptual scheme uses the Clear 
text encoding of the exchange structure. Alternative 

exchange file formats can be used if they conform to 
the conceptual scheme. Currently there are two 
types of IFC formats: IFC2x3 and IFC 4. In the 
following the schemes of data formats found on the 
website (BuildingSMART, 2016) are shown in Fig. 2, 
3, 4, and 5. 

Fig. 2 – Architecture diagram, IFC 2x3 format (BuildingSMART, 
2016) 

Fig. 3 – Example of data structure IFC 2x3 for building elements 
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Fig. 4 – Data schema architecture with conceptual layer, IFC 4 
format (BuildingSMART, 2016)  

Fig. 5 – Example of data structure, IFC 4 format for building 
elements (BuildingSMART, 2016). 

developed to facilitate the transfer of building infor-
mation stored in CAD-based building information 
models, enabling interoperability between dispar-
ate building design and engineering analysis soft-
ware tools (gbXML, 2016). This is all in the name of 
helping architects, engineers, and energy modelers 
to design more energy efficient buildings. Today, 
gbXML has the support of the industry and has been 
widely adopted by leading Building Information 
Modeling (BIM) vendors. In 2009, gbXML was spun 
off from Green Building Studio to become a stand-
alone entity. Today, the developed gbXML is 
funded by organizations such as the U.S. Depart-
ment of Energy (DOE), the National Renewable En-
ergy Lab (NREL), software houses and others. 
Within the standard it uses geometrical and non-
geometrical information available from the model 
and saves it in a text format under predefined labels. 
The information is divided into three different cate-
gories: ShellGeometry, SpaceBoundary, and Sur-
face. Software tools employing gbXML do not al-
ways use all three categories in order to retrieve ge-
ometry. Most of them implement ShellGeometry 
and SpaceBoundary since in combination they rep-
resent geometry more accurately (Ivanova et al., 
2015) . 

2.3 Features of the IFC Format 

The characteristics of the IFC format are manifold, 
they range from the description of the geometry of 
the building, to information on individual building 
components, and various accessories (Marini et al., 
2015). In this section the main classes that describe 
the geometric-dimensional information, the build-
ing components and their positioning will be de-
tailed (ISO, 2004; ISO, 2016; ISO, 2007; ISO, 2013; 
ISO, 2014). 
As an example of geometry information representa-
tion, Fig. 6 (BuildingSMART, 2016) shows how the 
IFC scheme represents the coordinates and di-
mensions of an IfcWall object. IfcWall is a subtype 
of IfcBuildingElement. 

2.2 gbXML Format 

The Green Building XML scheme, or "gbXML", was 
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Fig. 6 – Example of IFC 4 format, Building Element - Entity 
inheritance 

IfcBuildingElement is a subtype of IfcElement, 
which generalizes all components that make up an 
AEC product such as a wall, window, or door. 
IfcElement is a subtype of IfcProduct. IfcProduct has 
two attributes named ObjectPlacement and Repre-
sentation. ObjectPlacement defines the starting 
point of IfcWall. It can be given by an absolute value 
relative to the world coordinate system by 
IfcGridPlacement; by a relative value, relative to the 
object placement of another product by 
IfcLocalPlacement; by grid reference i.e. by the vir-
tual intersection and reference direction given by 
two axes of a design grid through IfcGridPlacement. 
Fig. 7 gives and shows an example of how IfcWall is 
represented as IfcProductRepresentation to elab-
orate the relational and organized data (representa-
tion of IFC). 

Fig. 7 – Example of IFC 4, format Building Element - object Wall 
elemented case 

For example, the default properties/template of 
a wall are shown in Table 1. 

Table 1 – IfcWall Property Sets for Objects 

Predefined 
Type PsetName

IfcWallType Pset_WallCommon  

IfcWallType Pset_ConcreteElementGeneral 

IfcWallType Pset_PrecastConcreteElementFabrication 

IfcWallType Pset_PrecastConcreteElementGeneral 

IfcWallType Pset_ReinforcementBarPitchOfWall 

IfcWallType Pset_EnvironmentalImpactIndicators 

IfcWallType Pset_EnvironmentalImpactValues 

IfcWallType Pset_Condition 

IfcWallType Pset_ManufacturerOccurrence 

IfcWallType Pset_ManufacturerTypeInformation 

IfcWallType Pset_ServiceLife 

IfcWallType Pset_Warranty 

The IfcProductRepresentation defines the represen-
tation of a product, including its geometric or 
topological representation. It has two attributes: 
IfcProductDefinitionShape and IfcMaterialDefini-
tionRepresentation. The IfcProductDefinitionShape 
defines all shape relevant information about an 
IfcProduct. It allows for multiple geometric shape 
representations of the same product. The IfcRepre-
sentation defines the general concept of represent-
ing product properties. IfcPlacement locates a geo-
metric item with respect to the coordinate system of 
its geometric context. It has two attributes called 
Location and Dim, where Location refers to the ge-
ometric position of a reference point, such as the 
center of a circle, of the item to be located. Dim 
refers to the space dimensionality of this class and 
is an IfcDimensionCount object, derived from the 
dimensionality of the location. IfcPlacement has 
three subtypes: IfcAxis1Placement, which defines 
the direction and location in the three dimensional 
space of a single axis; IfcAxis2Placement2D is used 
to locate and originate an object in a two dimen-
sional space, and to define a placement coordinate 
system; finally IfcAxis2Placement3D is used to 
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locate and originate an object in a three dimensional 
space, and to define a placement coordinate system. 
These are just some of the information data encoded 
in the data structure of the IFC format 

2.4 gbXML Format Characteristics 

As mentioned before, gbXML has been developed 
based on XML, which incorporates data information 
representation but not the relationships among the 
data. All the geometry information imported from 
CAD tools is represented by the “Campus” element. 
The global child element “Surface” represents all 
the surfaces in the geometry. There are several 
attributes defined in “Surface” such as “id” and 
“surfaceType”. Every “Surface” element has two 
representations of geometry: “PlanarGeometry” 
and “RectangularGeometry”. Both of them carry the 
same geometry information. The purpose of this is 
to double-check whether the translation of geome-
try from the CAD software is correct or not. Every 
“RectangularGeometry” has four “CartesianPoint” 
elements which represent a surface. Every “Carte-
sianPoint” has a three dimensional representation 
by three coordinates (x, y, z). 

3. The Characteristics Necessary for
Energetic and Acoustic Analyses

The physical, geometrical, environmental character-
istics that are necessary for the simulation of the per-
formance of a building through the use of BIM are 
many.  
The tools that allow for the use of the geometrical 
data or more generally of the data of the building 
from a three-dimensional model, to modify and 
complete the information on the building, on cli-
mate, or on different environmental aspects with the 
need for energy simulations are numerous (Maile et 
al., 2007, Bazjanac, 2008, Chiaia et al., 2015, Pinheiro 
et al., 2016, Marini et al., 2015). Several of them 
allow to import gbXML and IFC formats automati-
cally or in a semi-automatic way to simplify the 
input of geometrical data and sometimes of those 
related to the physical properties of the building 
components. A very important aspect when work-
ing with different data formats, is the congruence of 

geometric information data, which is not always 
guaranteed, by taking into account the input mode 
required by the software or by the calculation model 
used for energy simulation (Ivanova et al., 2015). 
This fundamental aspect, if not considered, can 
spearhead results affected by errors (Ivanova et al., 
2015). 
In the following the main features needed by each 
application are described: 

3.1 For Energy Simulation 

The characteristics mainly missing in the IFC 
(Anafyo, 2016) data format as far as the energy sim-
ulation is concerned are related to the environmen-
tal forcers as, for example, the temperature trend, be 
it monthly or hourly scheduled, as a function of the 
type of simulation to be performed. Currently, cal-
culation standards (CEN, 2008; CEN, 2012; CEN, 
2007a; CEN, 2007b; CEN, 2005; CEN, 2007c) require 
for energy aspects the knowledge of different phys-
ical quantities, factors, or procedures not included 
in the IFC format. For instance, the EN ISO 
13790:2008 standard (CEN, 2008) lays down the sim-
plification of the calculation of geometry, the sub-
division of the whole building into zones according 
to the type of energy service considered (this means 
that different areas can share the same space or part 
of space). Such aspects are not managed in a com-
prehensive manner by the IFC at present. For energy 
simulation, the IFC format should include the fol-
lowing key figures: 
- data relating to environmental inputs (external 

temperature, solar radiation, vapor pressure, 
etc.); 

- detailed physical characteristics for dynamic cal-
culations (such as the data required by Energy 
Plus) 

- data relating to the building’s intended use, in 
particular, the usage profiles; 

- data on the energetic zones to apply to the build-
ing; 

- data on energy consumption of the building in 
case of energy audits; 

- data relating to the characteristics of the energy 
generation systems (for example heat output 
power supplied by generators at part loads). 

We reported the main information needed for the 
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energy simulation that is missing; they result from 
the analysis performed in this study, which will be 
further developed in successive stages. 

3.2 For Acoustic Simulation 

The simulation of the passive acoustic performance, 
which can be performed according to the EN 
12354:2000 standard (CEN, 2000) requires a distinct 
knowledge of the individual building component 
performance, as measured in the laboratory, and the 
knowledge of the interaction among these compo-
nents once installed (junctions). The geometrical 
identification of the rooms (Marini et al., 2015), by 
means of the various components involves very dif-
ferent performance results with respect to those 
measured in the laboratory for each individual com-
ponent. Currently, IFC lacks the data required for 
the calculation of passive acoustic aspects. 
As far as acoustics are concerned, it is evident that 
the building element performance is not a direct 
outcome from the individual components in partic-
ular as sound insulation and insulation against im-
pact noise are concerned. 
It is consequently necessary for the IFC format to in-
clude all of the parameters that depend on the junc-
tion of more elements or by constraint conditions, in 
particular: 
- Kij - parameter that accounts for the lateral 

vibration transmission; 
- resonance frequency under load for materials for 

floating floors; 
- Delta R due to the coatings that depends on the 

characteristics of air gap and on the mass of the 
rear structure; 

- for noise transmission from plant operation, the 
possibility (as for the thermal aspects) of includ-
ing reference data in the dynamic input (sound 
power released in the structures) is not permit-
ted; 

- for the acoustic insulation of the facade it should 
be noted that the performance depends on geo-
metric and architectural parameters for the same 
structural components (ratio opaque sur-
face/transparent surface, depth of the rearward 
room and the façade form factor ΔLfs). 

In addition, as regards both thermal aspects and 
acoustic aspects, there is the performance problem 

related to the dynamic data input (Lden like solar 
radiation, with a value of the annual figure but not 
of the daily or hourly figure). 

4. Conclusion

The present work shows the characteristics of the 
BIM IFC standards, highlighting the limitations and 
procedures that their use involves in generating 
energy and acoustic building performance simula-
tions. 
It also points out that the IFC standard, unlike the 
gbXML standard, is born for procedural, contrac-
tual, and managerial purposes. In order to use the 
IFC format for the prediction of energy and acoustic 
performance without having to resort to tools in an 
unidirectional way or to ensure interoperability, a 
lot of development work is still needed to combine 
the building contractual and managerial aspects, as 
well as their physical and environmental data. 

Nomenclature 

Symbols 

BIM Building Information Model 
BEM Building Energy Model 
BPS Building Performance Application 
IFC Industrial Foundation Class 
gbXML Green Building xml 
xml Extensive Markup Language 
CAFM Computer Aided Facilities Manage-

ment 
COBie Construction Operations Building 

Information Exchange 
AEC Architecture Engineering Construc-

tion 
IDM Information Delivery Manual 
IDF Data format for Energy Plus soft-

ware 
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Abstract 
Sensible (SHR) and total heat recovery (THR) can play a 

significant role in energy savings in mechanical ventila-

tion usage. Apart from the technical characteristics of the 

heat exchangers, the savings on the ventilation load 

depend on the air conditions for the two airstreams, 

namely the conditions maintained for the indoor air and 

the actual outside conditions, and on the proper control 

strategies deployed to minimize the impact on the air pro-

cesses required after the heat recovery device. In this 

respect, humidity control can conflict with heat recovery 

whenever excessive humidity requires dehumidification 

of the ventilation air. In particular, SHR in heating mode 

should be preferably by-passed if the outside humidity 

exceeds the supply conditions required to compensate in-

ternal latent loads. For THR, moreover, the control strat-

egy has also to account for the device’s latent effectiveness, 

which may require an even earlier limitation of heat recov-

ery or a by-pass if the system effectiveness cannot be con-

trolled. Depending on the specific climate, the actual heat 

recovery can be much lower than the expected one and 

needs to be evaluated in order to avoid overestimating its 

energy and economic performance. The humidity supply 

limit required in the analysis of the actual recovery can be 

defined considering the target indoor humidity ratio (cor-

responding to the relative humidity setpoints of 50 %) 

reduced by the amount needed to compensate any indoor 

humidity source. This reduction can be expressed in terms 

of a specific latent load, SLL, calculated as the ratio 

between the mass rate of water vapor produced indoor, 

and the mass rate of the ventilation air, no matter whether 

some recirculation exists or not. Since both vapor produc-

tion and ventilation air mass rate depend on sources and 

occupants’ density inside the conditioned space (0.8, 1.2, 

1.6, 2.0 or 2.4 gv/kgda), SLL is largely independent of the 

remaining building characteristics. In this research, we 

studied the savings from ventilation heat recovery in dif-

ferent European climatic zones and countries by applying 

different control strategies to avoid excess humidity. Only 

the ventilation system had to be modelled through a sim-

plified effectiveness model, considering different SLL as 

the only relevant building characteristic. Savings were ex-

pressed in terms of energy demand per flow rate, averaged 

over climatic Köppen-Geiger classes. 

1. Introduction

High performance buildings, with enhanced air-
tight envelopes, often need a mechanical ventilation 
system for fresh air supply. Furthermore, the 
maintenance of an adequate indoor air quality for 
the occupants requires also humidity control. Even 
though results from field studies (Kosonen and Tan, 
2004) lead to a weak sensation of relative humidity 
by occupants, some works (Tsutsumi et al., 2007) 
report a negative impact of high relative humidity 
on the performance of occupants. Moreover, health 
problems can be caused by excessive humidity, and 
it may lead to building material damage (Sterling et 
al., 1985). However, since the share of final energy 
uses by mechanical ventilation may be relevant for 
highly insulated buildings, an effective strategy to 
reduce the overall energy consumption can be based 
on heat recovery but its impact has to be carefully 
assessed, considering all air treatment stages. When 
dehumidification is required, for example, heat 
recovery is counterproductive and can even 
enhance the necessity of dehumidification because 
of excessive humidification, especially in case of 
latent heat recovery as indicated by the study of 
Smith and Svendsen (2016). 
Developing further the analysis of a previous work 
by the authors (Tafelmeier et al., 2017), the current 
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research investigates the influence of humidity con-
trol on the potential energy and economic savings in 
heating mode, achieved by sensible and total heat 
recovery (respectively, SHR and THR). The study is 
performed for the 9 main Köppen-Geiger climate 
classes present in Europe, including 66 reference 
cities. 

2. Simulation

2.1 Mechanical Ventilation System 

The air treatment in the mechanical ventilation 
configuration is considered as in Fig. 1: outside air 
(OA) passes through the heat recovery device (HR), 
after which the exiting air (R) is mixed with the 
recirculated air (CA) to form the mixed air (MA). 
The MA is adjusted to meet the supply air (SA) 
condition by an air handling unit (AHU) equipped 
with devices for preheating, cooling and 
dehumidification, humidification and reheating. 
The return air (RA), is split up into the CA and the 
exhaust air (EA). The latter one passes through the 
HR device, whose sensible (εs), latent (εl) and total 
effectiveness (εt) is described as: 
εs = (mOA/mmin)∙(TR-TOA)/(TRA-TOA) (1) 
εl = (mOA/mmin)∙(xR-xOA)/(xRA-xOA) (2) 
εt = (mOA/mmin)∙(hR-hOA)/(hRA-hOA)  (3) 
where T is temperature, x is humidity ratio and h is 
enthalpy. 
A unitary mass flow rate ratio is assumed, hence the 
OA mass flow rate, mOA, and minimum mass flow 
rate, mmin, are considered to be the same. For the 
THR devices, εs, εl and, so, εt are taken as equal 
while for SHR devices εl is clearly null. 

Fig. 1 – Mechanical ventilation configuration with HR device 

2.2 Relative Humidity in Winter Mode 

The SA humidity ratio has to be high enough to 
reach the comfort setpoint and low enough to 
balance the internal latent load mL. Equation (4) 

follows from the mass balance and gives the connec-
tion between the RA and the mL. 
xSA = xRA- mL/mMA    (4) 
Even though in winter mode humidification is often 
necessary, when xMA is greater than or equal to xSA 
dehumidification is required. In common AHUs, it 
is performed by cooling the air below its dew point, 
with a consequent pre-heating before air is supplied 
to the environment. 
Hence, the energy consumption in winter mode is 
the lowest if: 
xMA ≤ xSA =xRA- mL/mMA   (5) 
and for HR use: 
xR ≤ xRA-mL/mOA    (6) 
Equation (6) describes the limitation of xR as a 
function of xRA and the latent load per OA flow rate. 
If there is no HR or SHR (6) turns to: 
xOA ≤ xRA-mL/mOA    (7) 
with 
Δx=mL/mOA    (8) 
being the specific latent load, SLL. Its value is 
derived by considering the suggested minimum 
fresh air rate per person and the latent load per 
person, which is classified in different activity 
levels. In that way, a SLL value is given 
independently of the building characteristics just 
knowing the activity of the occupants (Lazzarin et 
al., 2000). In this work, five SLL values were 
considered: 0.8, 1.2, 1.6, 2.0, and 2.4 gv/kgda. 

2.3 Control Strategies and Saving 
Considerations 

Two control strategies, A and B, have been defined 
for the SHR and THR. For determining the limits of 
control strategy A, it is assumed that HR is 
beneficial for heating as soon as the OA temperature 
for SHR or enthalpy for THR is below the EA 
temperature or enthalpy, respectively (dashed red 
lines in Fig.s 2 and 3). Control strategy B, instead, 
has been defined in order to avoid counter-
productive dehumidification, which occurs if the 
humidity limitation of Equation (6) is exceeded. For 
SHR devices, control strategy B can be implemented 
through bypass as soon as Equation (7) does not 
apply (white area in Fig. 2). In the case of THR, 
Equation (6) can be rewritten by considering that xR 
is given by the humidity ratio of OA, EA and εl 
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(Equation (2)). xR is depending on εl, consequently it 
can be controlled by regulating εl by a partial bypass 
or rotational speed modification: 
εl,op ≤ min[εl; 1-∆x/(xRA-xOA)]   (9) 
The maximum εl,op, which in principle could be one, 
yet is limited to the nominal effectiveness, accounts 
for xOA smaller than xRA-Δx/(1-εl) (blue area in 
Fig. 3). The partialized εl,op is from the maximum 
value at xRA-Δx/(1-εl) to zero at xRA-Δx (yellow area 
in Fig. 3). 

Fig. 2 – Psychrometric chart with highlighted limits in case of SHR 
for control A (red line) and control B (blue area) 

Fig. 3 – Psychrometric chart with highlighted limits in case of THR 
for control A (red line) and control B (blue and yellow areas) 

The simulation is performed by calculating the 
energy savings on an hourly basis considering a 
steady state performance during this duration. 
Energy savings result from enthalpy difference 
between the OA and R. In order to calculate R, the 
EA condition equals the setpoint of the conditioned 
space, i.e. temperature of 20 °C and relative humid-
ity of 50 %. The OA conditions are given by hourly 
weather data of a representative year provided by 
the EnergyPlus database (2016) for 66 reference cit-
ies in Europe. The energy savings are averaged for 
each Köppen-Geiger climate class (Table 1), for 

which a representative city is identified by means of 
a Kolmogorov-Smirnov test, performed on the 
cumulative distributions of OA hourly enthalpy val-
ues. The cost savings are computed by consulting 
the natural gas prices and averaged at a national 
level. Energy and cost savings are given as savings 
per unit of flow rate and, consequently, they can be 
generalized independently of the building size. 

Table 1 – details about climate classification and considered 
cities (Peel et al., 2006) 

Description 
Number 
of cities and 
representative 

C
ol

d 

D 

s b Dry + warm summer 1 Ankara 
f  Without dry season 

a + hot summer 3 Bucharest 
b + warm summer 16  Ostrava 
c + cold summer 5 Ostersund 

Te
m

pe
ra

te
 

C 

s  Dry summer 
a + hot summer 15  Bari 
b + warm summer 3 La Coruna 

f  Without dry season 
a + hot summer 4  Bologna 
b + warm summer 16  Amsterdam 

arid B S k Steppe + cold 3 Madrid 

Table 1 – Price for natural gas [EUR/kWh] for the main countries 

State 
natural 
gas cost 

State 
natural 
gas cost 

State 
natural 
gas cost 

A 0.071 FIN 0.040* PL 0.05 

BG 0.039 GR 0.075 ROM 0.034 

CZ 0.058 I 0.091 S 0.12 

D 0.068 N 0.07** SRB 0.04 

DK 0.077 NLD 0.077 TK 0.035 

E 0.093 P 0.098 UK 0.071 

F 0.073 

* (StatisticsFinland, 2016);   ** (Gasnor AS , 2016)

The following assumptions have been made: 
- The nominal effectiveness for sensible, latent 

and total heat recovery is chosen to be 70 %. 
- The gas boiler for the hot water supply for the 

heating coils installed in the AHU has an effi-
ciency of 80 %. 
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- The natural gas prices are provided by the Euro-
pean Union Eurostat (2016) for the considered 
countries. Exceptions are Finland and Norway, 
for which a different source is considered, and 
Belarus, Cyprus, Iceland, Russia and Ukraine, 
which are excluded due to the lack of price in-
formation (Table 2). 

- Impacts on the energy and cost savings inde-
pendent of the HR device choice, such as pres-
sure losses, were not included as well as an even-
tual reduction in downscaling of the AHU 
devices in case of HR. 

3. Discussion and Result Analysis

Durational-plots (Fig.s 4 and 5) are used to show 
how the control strategies affect the energy savings 
in case of SHR and THR. They illustrate the hourly 
energy savings per flow rate sorted in decreasing 
order. Bologna, the representative city of the climate 
class Cfa, is chosen as an example. 
As described above, control strategy A for SHR is 
not correlated to SLL, while control strategy B 
defines whether the device is bypassed or not and, 
consequently, if the energy saving becomes zero or 
remains unchanged. From Fig. 4, it can be seen that 
the highest energy savings achieved for SHR do not 
fall into the bypass region, even for the highest SLL 
value. 
Differently from SHR, THR savings depend on the 
SLL value for both control strategies. In case of con-
trol strategy B for THR, the highest energy saving is 
reduced by the partialization of the effectiveness for 
SLL values of 2.0 and 2.4 gv/kgda (i.e. with those SLL, 
the air condition is included in the yellow region in 
Fig. 3). Savings in case of control strategy A for THR 
are generally higher than those for the control B, as 
the SLL raises the EA enthalpy, and allows a higher 
recovered energy. Nevertheless, this might reduce 
the indoor air quality or increases the dehu-
midification need. 
The areas in Fig.s 4 and 5 represent the annual 
energy savings in heating for a SLL of 1.6 gv/kgda. 
Specifically, savings achieved by control strategy A 
are illustrated by the plane red areas and those by 

control strategy B by striped red areas. An increas-
ing SLL value in control strategy B for SHR and in 
both controls for THR leads to a shrinking area and 
so, to the reduction in savings. In this example, the 
total saving for heating by SHR considering a SLL 
of 1.6 gv/kgda in Bologna are 76.77 kWh/(l/s) and 
53.00 kWh/(l/s) for SHR, and 151.50 kWh/(l/s) and 
54.78 kWh/(l/s), respectively with control strategy A 
and B. 

Fig.4 – Durational-plot of energy savings by SHR for Bologna 

Fig. 5 – Durational-plot of energy savings by THR for Bologna 

The hourly savings over the year are represented by 
means of carpet-style plots in order to visualize 
when, in terms of daytime and season, the savings 
due to HR is effected by the control. 
Fig. 6 shows the hourly energy savings by SHR 
throughout the year for each climate class repre-
sentative city. The order of the climate classes from 
the top to the bottom equals the increasing ranking 
of the averaged energy savings for SHR with control 
strategy A. As in this work only the savings regard-
ing the heating were considered, the lowest saving 
potential occurs for the months from May to Sep-
tember, the highest from December to February. The 
cold climates (initial letter D) benefit from the SHR 
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also in the intermediate seasons, especially com-
pared to the temperature climates with dry summer 
(Csa and Csb). The highest saving potential occurs 
in the hours between 22:00 to 8:00. Applying the 
control strategy B leads to an increase of zero-saving 
occasions, particularly for the temperate climates 
during the intermediate seasons in the afternoon, 
and during the summer in the morning and nights. 
In case of the THR, again, the order of the climate 
classes aligns with the computed increasing average 
savings in energy (Fig. 7). Lowest savings occur 
between June and September, highest similar as for 
SHR between December and February. The dura-
tion of zero-savings due to bypassing in summer, 
extents strongly for all climates into the intermedi-
ate seasons once the control strategy B is applied. 
The effect of the partialization of the effectiveness is 
the most visible in the winter months. The conse-
quences of the above discussed impact of the 
humidity control on the potential in achieving 
energy savings by HR are given in the following 
paragraphs. 
The ventilation load – calculated as enthalpy differ-
ence between OA and SA air conditions - and the 
energy savings, expressed in terms of averages and 
standard deviations for each climate class, are given 
in Table 3 for SHR with a SLL of 1.6 gv/kgda. The or-
der is again in line with the increasing savings 
potential for control strategy A. The savings are the 
least for the temperate climates with dry summer 
and the highest for all cold climates in the order of 
the sub classes: hot, warm and cold summer. The 
orders do not change for control strategy B, except 
for BSk and Cfa, since the latter one is slightly more 
affected by control strategy B. The reduction itself 
ranges from 49.7 % for the Csa to 9.3 % for Dfc if an 
SLL of 1.6 gv/kgda is considered. As a whole, the 
energy savings contribute to a reduction of the ven-
tilation load, which is in average 50 % for control A 
and 37 % for control B. 

 

 
 

Table 3 – Average energy savings and standard deviation for 
heating by SHR with a SLL of 1.6 gv/kgda and the ventilation load 
[kWh/(l/s)] 

Ventilation  
load 

SHR 
control A 

SHR  
control B 

Csa 86.25±29.40 47.35±11.36 23.82±13.63 

Csb 121.19±68.66 67.83±19.86 35.38±35.43 

BSk 156.48±34.70 71.46±12.67 57.50±15.96 

Cfa 140.08±22.72 73.97±9.03 51.08±11.91 

Cfb 178.52±36.50 93.28±15.38 64.01±18.43 

Dfa 187.32±14.79 94.14±5.39 75.69±5.31 

Dsb 228.75 103.67 91.26 

Dfb 242.48±28.84 118.76±3.18 98.91±13.95 

Dfc 345.33±47.06 163.21±21.29 148.08±24.75 

 
Table 4 represents the results for THR equivalently 
to Table 3 for SHR. The ranking of the climate clas-
ses in terms of saving potential has changed but, 
likewise for control strategy A and a SLL of 
1.6 gv/kgda for SHR, the least savings occur for the 
temperate climate class with hot and dry summers, 
the highest can be achieved in the cold climate class 
without dry seasons and cold summers. 

Table 4 – Average energy savings and standard deviation for 
heating by THR with a SLL of 1.6 gv/kgda and the ventilation load 
[kWh/(l/s)] 

Ventilation 
load 

THR 
control A 

THR 
control B 

Csa 86.25±29.40 111.90±22.86 23.68±14.65 

Cfa 121.19±68.66 148.13±13.47 55.05±18.15 

Csb 156.48±34.70 153.77±43.01 34.00±43.29 

BSk 140.08±22.72 165.09±24.03 62.30±23.84 

Dfa 178.52±36.50 176.59±9.21 90.15±10.32 

Cfb 187.32±14.79 193.32±26.43 65.55±22.46 

Dsb 228.75 208.36 121.25 

Dfb 242.48±28.84 223.11±19.09 123.42±21.60 

Dfc 345.33±47.06 284.65±25.29 196.81±41.66 

 
The magnitude of savings and the order of the cli-
mate classes are affected more by the control strat-
egy than for SHR. Indeed, with control strategy B, 
the cold climate Dfa shows higher savings than the 
temperate climate Cfb without dry seasons and 
warm summers. However, the savings in Cfb are re-
duced more by adopting the control strategy B than 
for Dfa. The climate classes representing the lowest 
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savings (Csa) and the highest three ones (Dsb, Dfb 
and Dfc) are, in terms of ranking, not affected by the 
HR or control choice. The maximum reduction is 
found for Csa, equal to 78.8 %, and the minimum for 
Dfc, equal to 30.9 %, with a SLL of 1.6 gv/kgda. Also 
in that case, the contribution of the energy savings 
by the THR on reducing the ventilation load has 
been considered. The average for a SLL of 1.6 gv/kgda 
and control strategy A is 104 % while for control 
strategy B it is 42 %. The reason for the contribution 
higher than 100 % is due, on the one hand, to no lim-
itation in the effectiveness and, on the other hand, 
to EA humidity and enthalpy higher than those for 
SA, which also indicate excessive humidification. 

Table 5 – Average national cost savings by SHR [EUR/(l/s)] 

Country  SHR control A SHR control B  

SRB 3.53 2.83 

BG 3.76 3.04 

GR 3.94±0.63 2.25±0.96 

TK 4.18±0.82 3.23±0.08 

P 4.56±1.10 1.26±0.47 

PL 5.55±0.10 4.37±0.16 

F 5.63±0.95 3.57±1.02 

FIN 5.72±0.22 5.03±0.24 

I 5.79±1.63 3.65±1.75 

ROM 5.81 4.57 

E 6.26±1.40 4.24±2.18 

CZ 6.63±0.18 5.42±0.14 

UK 6.64±0.44 4.48±0.62 

A 6.98 5.82 

D 7.12±0.55 5.66±0.60 

NLD 7.32 4.58 

DK 8.38 6.58 

N 8.61±0.21 7.05±0.89 

S 17.78±3.86 15.80±4.63 

 

The cost savings achieved by SHR are given in 
Table 5 for control strategies A and B, considering a 
SLL of 1.6 g/kg. The highest savings are for both 
cases for Sweden, due to the high saving potential 
plus the high natural gas costs. On the contrary, the 
lowest savings for control strategy A account for 
Serbia, mainly due to the low natural gas costs. This 
changes as soon as the control strategy B is applied, 

and the weakest saving potential is in Portugal, fol-
lowed by Greece. This control leads to a reduction 
of more than 70 % for Portugal and more than 35 % 
for Greece, the Netherlands, Italy, and France. 
Equally is the trend of the cost savings for THR with 
both strategies (Table 6). The maximum cost reduc-
tion accounts for Portugal, with more than 90 %, 
and Greece, Spain, and the Netherlands for more 
than 70 %. However, it should be noted that a large 
spread of results in the cost calculation occurs for 
Spain and Italy, because of the many climate classes 
present in those countries. 

Table 6 – Average national cost savings by THR [EUR/(l/s)] 

Country THR control A THR control B 

SRB 6.70 3.20 

BG 7.33 3.69 

GR 8.36±1.05 1.95±1.18 

TK 8.77±2.17 3.75±0.65 

P 10.19±2.16 0.81±0.49 

FIN 10.24±0.25 6.54±0.44 

PL 10.53±0.16 5.27±0.34 

ROM 10.74 5.46 

I 11.64±2.60 3.55±2.19 

F 11.78±1.60 3.68±1.17 

CZ 12.92±0.66 6.29±0.25 

A 13.85 7.02 

E 13.91±3.13 3.91±2.74 

D 14.00±0.72 6.19±0.95 

UK 14.04±0.76 4.31±0.52 

NLD 14.68 4.15 

N 16.67±0.14 8.45±2.01 

DK 16.79 7.28 

S 31.88±4.70 20.68±7.47 

4. Conclusion 

This work investigates heat recovery in mechanical 
ventilation systems in heating mode in Europe, 
focusing on two aspects: 1) the impact of the humid-
ity control on the energy and cost savings, as well as 
2) the applicability of Köppen-Geiger climate class 
based mapping for large scale assessments. 
Concerning 1), for a sensible heat recovery with 
humidity control strategy B, more hours with zero-
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savings occur, proportionally with the specific 
latent load, especially in the intermediate seasons. 
For a total heat recovery, the behavior of the poten-
tial saving is similar but, due to an additional par-
tialization to avoid excessive humidification, hourly 
and annual potential savings are often more affected 
than for sensible heat recovery, especially in the 
intermediate seasons, in the morning and night 
hours. The climate rankings of energy saving poten-
tials do not vary significantly regarding the control 
strategies, but the humidity control strategy B 
causes a strong reduction, particularly for temper-
ate and arid climate classes. In terms of cost savings, 
it follows from the results that heat recovery com-
bined with humidity control reduces the annual 
savings for heating, especially in Portugal and, with 
a lower magnitude, in Greece, the Netherlands, 
Italy, France, and Spain. Conversely, this means 
that, in those countries, a saving calculation without 
consideration of the humidity control might overes-
timate the economic benefits of the heat recovery 
device. 
Regarding 2), as soon as the control is applied the 
deviation increases. This raises the question of how 
appropriate the Köppen-Geiger classification is for 
humidity-correlated investigations. Since the clas-
ses are distinguished in terms of temperature and 
precipitation, it stands to reason that a more sophis-
ticated classification is necessary for a convenient 
visualization of the saving. Future works shall over-
come this limitation by investigating different solu-
tions such as combining the Köppen-Geiger classifi-
cation with the air humidity and enthalpy, consult-
ing other climate classifications if suited or define a 
classification based on a larger number of examples 
on a tighter grid, particularly tailored for heat recov-
ery control. 
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Nomenclature 

Symbols 

ε Effectiveness 
h Specific enthalpy(kJ/kg) 
m Mass flow rate (kg/s) 
T Temperature (°C) 
x Humidity ratio (kgv/kgda) 

Subscripts/Superscripts 

l Latent 
L Load  
MA Mixed air 
min Minimum 
OA Outside air 
R Air after recovery 
RA Return air 
S Sensible 
SA Supply air 
t Total 
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Fig. 6 – Carpet-plot of hourly energy savings for the representative cities for SHR control A (left) and control B and a SLL of 1.6gv/kgda (right) 
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Fig. 7 – Carpet-plot of hourly energy savings for the representative cities for THR control A (left) and control B and a SLL of 1.6gv/kgda (right) 
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Abstract 
Design activity on healthcare buildings cannot be limited 

to the energy aspects and must account also for the indoor 

thermal comfort conditions. Indeed, the occupants of this 

category of buildings are affected by different kinds of 

unhealthy statuses and particular attention is required in 

order to ensure conditions adequate to therapies and 

medical treatments. Even if simulation can be a helpful 

tool in designing new buildings, also in case of complex 

clinics and hospitals, a proper calibration is a necessary 

step for the existing building stock. In this way, discrep-

ancies between simulated and measured building energy 

performance and thermal behavior can be reduced, 

improving the reliability of the model itself and allowing 

its use for many purposes, from the assessment of energy 

performance to the evaluation of indoor thermal comfort. 

In this work, experimental and numerical modelling acti-

vities have been performed in order to develop a calibra-

ted model of part of a healthcare building in Vienna, 

Austria, for the assessment of both thermal performances 

and comfort conditions. The facility was built in the early 

‘90s, with later expansions, and is composed of many 

environments characterized by different therapeutic acti-

vities. Many properties of the building envelope and sys-

tem are unknown and initial values have been assumed 

from direct inspections and documentation on construc-

tion standards. After zoning the healthcare, for each am-

bient, long-term measurements of the air temperature 

were recorded every 10 minutes from March to June 2015 

and used to calibrate the model. During the same period, 

occupants were interviewed about their thermal comfort 

sensations and detailed short-term measurements were 

collected to calculate Fanger’s Predicted Mean Votes and 

Percentages of Dissatisfies. The simulated air temperature 

and internal surface temperature profiles have been used 

to evaluate the same indexes by comparing them with 

those calculated from the measured data and people’s 

votes. 

1. Introduction

Design and renovation of existing buildings into 
high efficiency ones require taking into account also 
the occupants’ thermal comfort, which depend on 
both building’s use and occupants’ activity and 
personal conditions. Among different types of 
buildings, healthcare facilities are particularly 
critical to design, with the aim to ensure high stand-
ards of indoor comfort, since employees’ and pa-
tients’ comfort perceptions are different (Hwang et 
al., 2007; Khodakarami et al., 2012; Skoog et al., 2005; 
Verheyen et al., 2011). To this extent, building 
energy simulation, BES, can be a helpful tool to 
support the designers’ activity. As regards existing 
facilities, however, simulation models require cali-
bration. Only with a good estimation of input and 
boundary conditions, it is possible to simulate in an 
effective way the thermal comfort of healthcare 
environments’ occupants. 
To meet the design targets, moreover, BES codes 
have often to be coupled with optimization tools. 
For example, Ferrara et al. (2015a and 2015b) 
focused on school buildings and used GENOPT to 
run TRNSYS simulations aimed at optimizing a 
classroom from the point of view of both total 
energy demand and thermal comfort. Ascione et al. 
(2016) coupled EnergyPlus and a genetic algorithm 



Luca Zaniboni, Giovanni Pernigotto, Matthias Shuß, Kristina Kiesel, Andrea Gasparella, Ardeshir Mahdavi 

498 

written with Matlab to optimize the hourly setpoint 
temperatures, based on weather forecasting and 
occupancy profiles, selecting the best solutions 
according to economic and comfort constraints. 
Arambula et al. (2017) exploited the genetic algo-
rithm implemented in jEPlus+EA to calibrate and 
simulate an EnergyPlus model of an Italian school 
building. 
In this work, a portion of a healthcare facility in 
Vienna, Austria, has been analyzed. After collecting 
short and long-term measurements, global comfort 
according to Fanger’s model (ASHRAE 2013; ISO, 
2005) has been assessed and contrasted with the 
results by interviews submitted to occupants. A 
TRNSYS model has been developed and calibrated 
by means of two steps: first, by comparison with the 
collected air temperature measurements, and then 
against the calculated Fanger’s indexes - predicted 
mean votes, PMV, and predicted percentage of 
dissatisfied, PPD. After calibration, the developed 
model can be useful for several redesign tasks, 
encompassing the analysis of scenarios for long 
term thermal comfort optimization, able to manage 
effectively the discrepancies among the different 
occupants’ perceptions and to minimize overall 
energy costs. 

2. Methods

2.1 Case Study and Measurements 

This study regards the “Physikalisches Institut Leo-
poldau” (Fig. 1), a private physiotherapy center, 
located on the ground floor of a 20-year old building 
in Vienna, Austria. The analysed area, equal to 
about 103 m2, includes 22 therapy rooms, where 
therapies are performed from 7:00 am until 8:00 pm, 
from Monday to Friday. 
Two kinds of measurements were collected: de-
tailed short-term measurements and long-term 
measurements. Short-term measurements regarded 
air temperature, relative humidity, mean radiant 
temperature, and air speed. An Ahlborn ALMEMO 
2590 system with 4 probes was used. The monitored 
quantities were recorded with accuracies of 0.1 °C 
for air and mean radiant temperatures, 2 % for 
relative humidity and 0.01 m s-1 for air velocity. 

Short-term measurements were repeated 3 times in 
all rooms of the therapy zone: on 12/03/2015 from 
3:00 pm until 7:00 pm, on 25/03/2015 from 2:00 pm 
until 8:00 pm and on 21/04/2015 from 11:00 am until 
4:00 pm. The time interval was set at 200 s for the 
first two measurement campaigns and 60 s for the 
last one. 

Fig. 1 – Physiotherapy Center layout with the area of interest for 
this analysis highlighted in red 

Long-term measurements of temperature were col-
lected with 8 HOBO U12 data loggers and probes, 
with nominal accuracies of ±0.35 °C. Each sensor 
was positioned at a height of 1 m, chosen to match 
the need of registering air temperatures and relative 
humidity sufficiently representative of the indoor 
conditions, without disturbing the activities per-
formed in the rooms. Considering an average 
duration of 30 minutes for treatments, a measure-
ment time-step of 10 minutes was set. The measure-
ment campaign started on 08/03/2015 and ended on 
18/06/2015. The collected data were compared first 
with short-term measurements, in order to check the 
presence of errors. Furthermore, short-term meas-
urements were used to derive correlations for the 
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estimation of the mean radiant temperature, not 
directly recorded during the long-term campaign. 

2.2 Questionnaires 

In order to evaluate the employees’ and patients’ 
opinions about comfort conditions, questionnaires 
were based on ASHRAE 7-points thermal sensation 
scale and developed according to ASHRAE Stand-
ard 55 (2013), ISO 7730 (2005), and other previous 
case studies in the literature (Azizpour et al., 2013; 
Huang et al., 2007; Skoog et al., 2005; Van Gaever et 
al., 2014; Verheyen et al., 2011). Date, time, and 
room where therapy was performed were asked, in 
order to match the answers with the measurements 
in the data analysis. The questionnaires were di-
vided into three sections, one to be filled in by the 
employee (section A) and two by the patient, before 
(B) and after the therapy (C). All sections included 
questions about the opinion on the temperature 
when completing the survey (“too cold”, “cold”, 
“slightly cold”, “neutral”, “slightly warm”, 
“warm”, “too warm”). 

2.3 Simulation Model Definition 

The simulation was performed using TRNSYS 3D 
2017, while the calibration was made partially 
manually and by means of the software GENOPT. 
The analysis included only one thermal zone, the 
area with therapy rooms located in the old part of 
the building, highlighted in Fig. 1. The model was 
prepared using Google SketchUp (Fig. 2), and 
imported into TRNSYS 17. 

Fig. 2 – The 3D model of the analyzed area of the physiotherapy 
center prepared by Google SketchUp 8 

The weather data were provided by the ZAMG 
(Zentralstalt für Meteorologie und Geodynamik), 
the Austrian central office of meteorology and 
geodynamic, and included dry bulb temperature 
and global horizontal irradiation in Vienna from 1 
March to 30 June 2015, with a 10-minute time-step. 
A first hypothesis about the walls composition was 
made looking at the building schematic plans and 
sections. The walls were set as slightly externally 
insulated (5 cm of polystyrene) and made of 25 cm 
of concrete. The initial values of the thermal 
conductivity, density and thermal capacity of the 
layers materials were taken from ISO 10456 (ISO, 
2008). Initial convection factors were set according 
to the standard pre-set values used by TRNSYS. 
Solar absorptance was set to 0.3 for walls and 
ceiling, and 0.6 for the floor. All surface emissivity 
were set equal to 0.9. The thermal bridges initial 
values were taken from UNI 14683 (UNI, 2008), 
considering the internal dimensions. The windows 
were analyzed in a previous work (Zaniboni et al., 
2016a and 2016b), which involved in-situ survey 
and modelling of glazing parameters by means of 
LBNL Window 6, considering two layers of 4 mm 
clear glass separated by 32 mm air gap. Internal 
shading devices were modelled but no control was 
implemented since they were used for most of the 
time for privacy reasons. The ventilation rate was 
calculated equal to 2.64 ACH, taking the values 
recommended by UNI 10339 (1995) for physical 
therapies and daily staying. 
Three types of internal gains were present: 1. light-
ing gains; 2. electrical gains due to other electrical 
equipment (comprising also the therapy machines); 
3. metabolic gains due to the people’s activities in
the facility. The lighting system and electrical equip-
ment were monitored in detail. For the first one, the 
capacity installed in each room, together with its 
utilization factor, was already known (Zaniboni et 
al., 2016a) and the corresponding thermal gain was 
set at 60 % radiative and 40 % convective. On the 
contrary, the utilization factors of the electrical 
equipment were more uncertain and set to be able 
to match with the overall electrical energy recorded 
for the whole facility for some weeks. In this case, 
the heat gain was set half convective and half 
radiative. Averaging the thermal gains by patients 
and employees estimated starting from their 
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metabolic rates, first attempt values of 52 W per 
occupant were set for each of the convective and the 
radiative part. Since the occupancy profiles of the 
building were known, the total gains from the 
metabolic rate were calculated from the sum of the 
gains from the patients and therapists who were 
present. 
No data about the heating system were available 
and, consequently, heat capacity was modelled as 
ideal, half radiative and half convective, and 
without nighttime or weekend setbacks, since the 
focus of the analysis was put on the occupancy 
period. The system ON/OFF control was modelled 
with TRNSYS Type 2, a function switching the 
system ON and OFF if the air temperature over-
passes the temperature setpoint plus or minus a 
default band. The band was set to 0.5 °C and the 
temperature setpoint was set to 24 °C, coherently 
with observations on the measured air temperature 
profiles. 

2.4 Simulation Model Calibration 

Since many uncertain variables were present, a 
preliminary sensitivity analysis was performed. It 
was decided, concerning the materials of opaque 
components, to calibrate the most affecting proper-
ties, i.e. the conductivity of the insulation layer and 
the specific heat capacity of the massive concrete 
layer. All convection coefficients were calibrated 
while all absorptance and emissivity were left equal 
to their initial values. Regarding the windows, only 
the thermal transmittance of frames was calibrated 
since the glazing properties were already assessed 
in a previous study (Zaniboni et al., 2016a). Among 
thermal bridges, only those between the window’s 
frame and the surrounding opaque component were 
involved in calibration. The internal gains, the 
lighting ones, were not calibrated, since they had 
already been determined with sufficient precision in 
a previous contribution (Zaniboni et al., 2016a). On 
the other hand, the gains from other electrical equip-
ment and occupants required calibration. The same 
held for the air-change rate by infiltration and ven-
tilation and for the equivalent air specific heat 
capacity, which was varied to take into account the 
effect on thermal inertia of additional internal 

elements, such as furniture. Finally, setpoint tem-
perature was calibrated while the ON/OFF band 
range was not. 
Material properties were varied by 50 %, because of 
the lack of knowledge about the material conditions. 
Assuming a poor ventilation rate, confirmed also by 
negative answers about indoor air quality in 
questionnaires, air-change rate was varied from 0.15 
to 2.64. The equivalent air specific heat capacity was 
varied from 0.812 to 5.012 kJ kg-1 K-1 and setpoint 
temperature was varied between 21 and 27 °C. All 
other parameters were changed by 30 %. 
Considering that the temperature setpoint was the 
most impactive variable, in order to minimize the 
calibration time and optimize the GENOPT code, it 
was manually calibrated first, with a step of 0.5 °C. 
The value leading to the minimization of the root 
mean square difference, RMSD, with respect to the 
long-term air temperature measurements (i.e. from 
09/03/2015 to 18/06/2015, weekends excluded), was 
adopted and the remaining variables calibrated 
with GENOPT. Ten steps were set per each variable, 
with 90 particles and 100 generations, which means 
a total of 9000 simulation attempts. 

2.5 Simulation Model Validation Through 
Comfort Indexes 

PMV and PPD indexes (ASHRAE, 2013; ISO, 2001 
and 2005) were derived from both measured and 
simulated data during occupancy time in order to 
validate the calibrated model. In both cases, a meta-
bolic rate of 2 met was assigned to employees while 
1 met was assumed for patients (ASHRAE, 2013; 
ISO, 2005). The clothing level values were deter-
mined from the answers to the questionnaires 
according to ASHRAE Standard 55 (ASHRAE, 
2013). 
Regarding the indexes calculated from measure-
ments, air temperature, and humidity, they were 
taken from long-term measurements while the 
mean radiant temperature was estimated as func-
tions of the air temperature. Specifically, we used 
only regression models derived from short-term 
measurements correlating mean radiant and air 
temperatures with indexes of determination R2 
larger than 0.7. When those models were not avail-
able, i.e. for therapy rooms 9, 11, 12, 13, and 14, 
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mean radiant temperature was assumed equal to air 
temperature. Short-term measurements of air speed 
were used as average conditions in calculations. 
Considering the indexes determined from simula-
tions, TRNSYS temperature outputs were used in 
calculations, together with average humidity and air 
speed by measurements. Since one thermal zone was 
simulated, we determined the mean radiant tempera-
ture as an area-weighted average of simulated 
surface temperatures of externally exposed compo-
nents (i.e. floor, ceiling, windows, external walls) and 
internal components assumed at a simulated air 
temperature. 
Finally, in both cases, the PMV and PPD, evaluated 
at the same time in which votes were collected, were 
compared for both patients and employees. 

3. Results

3.1 Calibration 

After calibration, RMSD decreased from 1.86 °C to 
0.92 °C. The calibrated variables and the values 
reached after the calibrations are reported in 
Table 1. The profile of the measured and simulated 
air temperature inside the thermal zone are re-
ported in Fig. 3, during the whole period and for 20 
days at the end of March. 

Fig. 3 – The comparison between the air temperarure profiles 
(measured and simulated) during the whole period and for the last 
20 days of March, 2015 

Table 1 - List of the variables varied in calibration 

Variable Initial  Final 

Thermal conductivity (insulation 
layer) [W m-1 K-1] 

0.044 0.062 

Linear thermal resistance of wall-
window thermal bridge [m K W-1] 

2.232 1.339 

Specific heat capacity of massive 
concrete layer [kJ kg-1 K-1] 

1.000 1.000 

Internal surface wall convection 
coefficient [W m-2 K-1] 

3.056 3.056 

External surface wall convection 
coefficient [W m-2 K-1] 

17.778 22.044 

Internal surface ceiling convection 
coefficient [W m-2 K-1] 

0.700 0.826 

Internal surface floor convection 
coefficient [W m-2 K-1] 

0.694 0.694 

Window’s frame thermal 
transmittance [W m-2 K-1] 

1.667 1.267 

Internal gains by electrical 
equipment [W] 

696.50 487.55 

Internal sensible gains by occupants 
[W] 

52.00 39.52 

Air-change rate [ACH] 2.640 0.897 

Setpoint temperature [°C] 24.0 26.0 

Equivalent air specific heat capacity 
[kJ kg-1 K-1] 

1.012 2.312 

As we can observe, the main discrepancies regard 
nighttime and weekends. This may be caused by the 
presence of a nighttime and weekend setback, 
neglected in the current calibration, which focused 
on the occupation period. Larger differences can be 
detected also in some days in June. In this case, the 
source of deviations may be related to solar gains 
and shading. 

3.2 PMV and PPD Indexes 

Analyzing the collected long-term measurements, 
air temperature resulted always between 23 °C and 
25 °C during the occupancy time. The comparison 
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with short-term measurements, confirmed that 
temperatures were within the range of 24 - 26 °C and 
showed that relative humidity was in the range of 
25 – 55 %. Air speed was very slow and well under 
the 0.2 m s-1 and 0.1 m s-1 was taken as a reference 
for thermal comfort calculations. 83 questionnaires 
were collected for the interested area. 
The comparison between the PMV and PPD indexes 
at the time in which questionnaires were filled in by 
the occupants and the corresponding votes is 
reported in Fig. 4. Considering the patients, there is 
a good agreement between the average values of 
comfort indexes evaluated from measurements, 
votes collected by questionnaires and indexes 
calculated from the simulated model. On the 
contrary, there are discrepancies when considering 
the employees, with the average PMV calculated 
from measurements slightly larger than average 
PMV calculated from simulation outputs and both 
significantly larger than the employees’ votes. As a 
whole, comfort indexes overestimate the fraction of 
the dissatisfied employees. 

Fig. 4 - Comparison among PMV and PPD indexes obtained by 
measured and simulated internal temperatures and real votes 

The same quantities are represented in box and 
whiskers charts in Fig. 5. They show that, in the case 
of the employees, interquartile range is significantly 
larger for real votes, while it has approximately the 
same size for PMV. Considering the patients, the 
three interquartile ranges are more homogeneous. 
Fig. 6 reports a comparison between average hourly 
PMV and PPD indexes calculated by measured and 
simulated data. In this case, the indexes do not refer 
to the time in which the employees and the patients 
compiled the questionnaires but to the whole 
occupancy time. Also in this case, the two groups of 
indexes are similar. A slightly overestimation of 
PMV and PPD calculated by simulation data can be 
registered in the morning but the trend is reversed 
during the afternoon. 

Fig. 5 – Comparison among PMV and PPD indexes obtained by 
measured and simulated internal temperatures and real votes – 
box and whiskers chart 



Indoor Comfort Evaluation of a Health Care Facility: A Case Study

503 

Fig. 6 – Hourly and daily comparison between PMV and PPD in-
dexes obtained by measured and simulated internal temperatures 

4. Conclusion

In this work, a calibrated model for a thermal zone 
of a healthcare building in Vienna, Austria, was 
developed for the assessment of both thermal 
behavior and comfort conditions. Many properties 
of the building envelope and system were not 
known and initial values were assumed from direct 
inspections and documentation on technical stand-
ards. Air temperature measurements taken during 
the months of March, April, May and June 2015 
were used to calibrate the model. During the same 
period, the occupants were interviewed about their 
thermal comfort sensations and detailed short-term 
measurements were collected to calculated Fanger’s 
Predicted Mean Votes and Percentages of 
Dissatisfies. Simulated air and surface temperature 
profiles were used to evaluate the same indexes, 
then compared to the ones calculated by the 
measured data and people’s votes for validation 
purposes. 
Thanks to these analyses, we observed that, 
although we started with a limited amount of data, 
it was possible to develop a calibrated model able to 
estimate, with sufficient accuracy, the Fanger’s 
indexes for the considered thermal zone and allow 
for further analyses regarding retrofitting and 
control strategies. 
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Abstract 
Although it has been widely acknowledged that occupants 

play a critical role in building energy consumption, the 

characteristics of the occupants’ presences and actions are 

not accurately represented in building simulation tools.  

In this study, the authors aim to identify the temporal and 

spatial difference in the characteristics of the occupants’ 

presences in a library building located in South Korea. The 

data of each individual entering and leaving rooms in the 

building were recorded for weeks from 15 to 31 January 

by Radio-Frequency Identification (RFID) tags. Based on 

the data, the periodicity and predictability of the 

occupants’ presences were investigated in terms of (1) 

spatial variation (individual room vs. entire floor vs. entire 

building), and (2) temporal variation (5 minutes vs. 30 

minutes vs. 1 hour sampling times). The periodicity and 

predictability of the occupants’ presences were quantified 

using a Normalized Cumulative Periodogram (NCP). 

The occupants’ presences in an individual room were less 

periodic or less predictable than those in the entire 

building. The predictability of the occupants’ presences 

was influenced by the sampling time. The greater the 

sampling time (5 minutes vs. 1 hour), the better predicta-

ble the occupants’ presences were. In other words, it is 

much easier to predict the aggregated number of occu-

pants over the entire building with a longer sampling time 

(e.g. a couple of hours) than to predict the number of 

people in individual rooms with a shorter sampling time 

(e.g. 10 minutes). These findings could be further applied 

to an energy simulation study of the building and its 

relevance to energy prediction will be studied. 

1. Introduction

Recently, the study of occupant behavior has 

attracted significant attention from the Building 

Performance Simulation (BPS) community (IBPSA, 

2011-2015). It has been widely acknowledged that 

the occupant is one of the major factors contributing 

to the performance gap (IEA Annex 66, 2016). In this 

regard, a number of occupant behavior models have 

been developed to describe the occupants’ 

presences (Page et al., 2008; Feng et al., 2015). One 

of the most popular stochastic approaches is a 

Markov chain model. The model is based on a large 

amount of observed data and addresses a statistical 

relationship between occupants’ presences and 

actions, and other environmental factors. In 

addition, a sophisticated Markov chain model 

adopts an agent-based modeling approach to take 

into account human sensation, perception, cogni-

tion, and psychomotor responses (Yan et al., 2015).  

Another approach for the prediction of the occu-

pants’ presences, so-called ‘random walk’ was re-

cently published (Ahn and Park, 2016). It is based on 

the belief that the predictability of the occupants’ pre-

sences can vary, depending on the type of buildings 

(process-driven buildings such as schools, residences 

vs. ‘random walk’ buildings where the occupants’ 

presences are not predictable).  

It is still unsolved and untouched whether such 

predictability of the occupants’ presences varies 

spatially and temporally. In this paper, the authors 

aim to investigate the periodicity and predictability 

of the occupants’ presences in terms of spatial and 

temporal variation. The number of people entering 

and leaving rooms in a library building recorded for 

two weeks was used.  Then, for the quantification of 

the periodicity and predictability, the Normalized 

Cumulative Periodogram (NCP) was used.  
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2. Random Walk

A random walk is a mathematical formalization 

consisting of a succession of random steps. The term 

“random walk”, first introduced by Pearson (1905), 

has been used in many fields (e.g. ecology, eco-

nomics, psychology, etc.) to explain observed time-

series behavior. Fig. 1 shows an example of twenty 

random walks in one dimension, showing the 

current position on the y-axis over time (x axis) 

(Ahn and Park, 2016).  

Fig. 1 – Example of twenty random walks 

The mathematical form of random walk for time-

series data is as follows (Gelb, 1974): 

1k k k
x x w


   (1) 

where k
x  is the state of the kth time-step, 1k

x
  is the 

state of the (k+1)th time-step, and k
w  is the difference 

between k
x  and 1k

x
 , meaning the difference in the 

state over time.  

The time series k
w  can be characterized by a fre-

quency analysis with Fourier transform. The Nor-

malized Cumulative Periodogram (NCP) is a com-

mon method to identify the periodicity of a given 

time series in a frequency domain (Hipel and 

McLeod, 1994).  

Fig. 2 shows the NCP of 1,000 random numbers 

(bold blue line) and dotted lines indicate 95 % 

confidence intervals. It can be said that k
w  follows 

the random walk if it is drawn within a confidence 

interval (pink area) along with a straight line joining 

(0, 0) and (0.5, 1) in the NCP (Hipel and McLeod, 

1994). More details on the random walk can be 

found in (Ahn and Park, 2016). 

Fig. 2 – Example of NCP for 1,000 random numbers 

3. Target Building

The target building is a library building of 

Sungkyunkwan University located in South Korea. 

The building has two underground floors and seven 

aboveground floors, and its total floor area is about 

23,742 m2. A circular seven-story high atrium is 

located at the center of the building (Fig.  3). 

All library entrance gates are operated with an 

access management system that records each indi-

vidual entering and leaving through the use of 

Radio-Frequency Identification (RFID) tags. In 

addition, six rooms (Room #: B101, B102, 101, 201, 

301, 302) in the building are equipped with a RFID 

system that issues and records a seat number of each 

individual (Fig. 3). In this study, the authors used 

two weeks’ data of the six rooms from 15 to 31 

January (Table 1 and Fig. 3).  

Table 1 – Selected six rooms 

Room # Use Location 
Area 

(m2) 

Max. # of 

people 

B101 Reading Room B1 560 84 

B102 ReadingRoom B1 265 67 

101 Computer Room 1F 1,029 56 

201 Media Room 2F 420 9 

301 Reading Room 3F 863 9 

302 Reading Room 3F 733 9 

Total - - 3,870 234 
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(a) Target building 

(b) B1 floor (1st underground floor) 

(c) 1st floor (1F) 

(d) 2nd floor (2F) 

(e) 3rd floor (3F). 

Fig. 3 – Floor plan of the target building 

4. Results

To investigate the spatial characteristics of the occu-

pants’ presences, the authors categorized the six 

rooms into three levels: room level, floor level (B1 

level: B101+B102, 1F: 101, 2F: 201, 3F: 301+302), and 

the entire building level. Fig. 4 shows the number of 

occupants based on the three levels.  

Fig.s 5-10 show the NCP of the occupants’ presences 

( k
x ) and the variations in the occupants’ presences 

( k
w ).  

The NCPs of k
w  in Rooms #201, #301 and #302 

((Fig. 5 (h), (j), (l)) prove the random walk. The blue 

lines are located inside the confidence interval and 

are evenly distributed over the entire period. This 

means that k
w of Rooms #201, #301 and #302 are 

unpredictable (Fig. 5). 

It is interesting that when the NCP of k
w  is an-

alyzed in the building level, k
w of the entire build-

ing becomes predictable (Fig. 6(f)). In other words, 

the variation in the occupant’s presences for the 

small groups of people (accommodating only 9 

people in Rooms #201, #301 and #302, Table 1) is 

unpredictable, while that of the entire building is 

predictable. It means that it would be difficult to 

predict the variation in the small group of occupants 

in a room, while it is possible to predict the aggre-

gated number of people in the entire building.  

In addition, the degree of randomness in k
w  varies 

depending on the sampling time (Fig.s 5-6 vs. Fig.s 

7-8 vs. Fig.s 9-10). As mentioned above, k
w  in 

Rooms #201, #301 and #302 (Fig. 5 (h), (j), (l)) follows 

the random walk when the sampling time is 5 

minutes. However, k
w  in the same rooms (#201, 

#301, and #302) do not follow the random walk 

when the sampling time is 30 minutes (Fig. 7 (h), (j), 

(l)). It also applies when the sampling time is 1 hour 

(Fig. 9 (h), (j), (l)).  

It means that it is difficult to predict the variation 

( k
w ) in the occupants’ presences with a short time 

interval (5 minutes), while it would be easier to 

predict k
w  with long-enough sampling times (e.g. 

30 minutes, 1 hour). 
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Fig. 4 – The number of occupants (sampling frequency: 5 minutes) 

Fig. 5 –NCPs of individual room (sampling time: 5 minutes) 
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Fig. 6 – NCPs of floor and building level (sampling time: 5 minutes) 

Fig. 7 – NCPs of individual room (sampling time: 30 minutes) 
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Fig. 8 – NCPs of floor and building level (sampling time: 30 minutes)  

 

Fig. 9 – NCPs of individual room (sampling time: 1 hour) 
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Fig. 10 – NCPs of floor and building level (sampling time: 1 hour). 

 

5. Conclusion 

The authors investigated the predictability of the 

occupants’ presences in terms of the number of 

occupants (e.g. individual room level, floor level, 

building level) and in terms of the sampling times 

(e.g. 5 minutes, 30 minutes, 1 hour). This study was 

based on the monitored data for two weeks (from 

Jan 16 to Jan 31) at a library building in South Korea. 

The findings of this study are as follows:  

- It is quite difficult to predict the variation ( k
w ) 

in the number of occupants of a small group, e.g. 

comprising 9 people. In contrast, the variation in 

the number of occupants of the entire building is 

predictable.  

- The predictability of k
w  depends on the sam-

pling time. When the sampling time is as short 

as 5 minutes, k
w in a small group is unpredic-

table. When the sampling time becomes as long 

as or longer than 30 minutes, k
w in a small group 

is even predictable. 

 

The aforementioned findings will be used for the 

uncertainty analysis of the energy prediction of the 

building in the near future.  In addition, the quanti-

fication of the relation between the sampling time 

and the group size will be further investigated.  
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Stochastic Multi-Criteria Decision Making of Energy Recovery 
Ventilation Systems using Cumulative Prospect Theory 
Young Jin Kim –Sunmoon University – yjkim9943@sunmoon.ac.kr 

Abstract 
Recently, an Energy Recovery Ventilator (ERV) in a resi-

dential building was seen as an attractive ventilation 

option in terms of energy saving and indoor air quality. In 

order to identify a feasible set among many ventilation 

strategies in this situation, various decision-making ap-

proaches (deterministic or stochastic) using Building 

Performance Simulation (BPS) tools have been suggested. 

As a simulation-based decision-making approach, a Sto-

chastic Multi-Criteria Decision Making (SMCDM) method 

based on Cumulative Prospect Theory (CPT) is presented 

in this paper to find the best ventilation strategy under 

model uncertainties. For this study, two ventilation 

strategies, considering air inlet positions and CO2 sensor 

positions, were chosen and modelled using two 

simulation tools: CONTAMW 3.1 for the airflow model 

and EnergyPlus for the thermal model. In addition, Latin 

Hypercube Sampling (LHS) was used to reflect the model 

uncertainties. In this study, it is shown that CPT can 

provide a more realistic and trustworthy framework than 

the Bayesian decision theory. 

1. Introduction

Due to the high attention given to passive houses 
and the increase in toxic air environments, an 
Energy Recovery Ventilator (ERV) in a residential 
building is being installed in order to attain 
acceptable Indoor Air Quality (IAQ) and to reduce 
energy consumption. The ERV is critical for people 
who spend about 90 % of the day in indoor spaces 
(Laverge and Janssens, 2013), and a ventilation stra-
tegy decision-making is emerging as a major issue. 
Building Performance Simulation (BPS) tools can 
obtain predicted outputs (energy consumption, 
thermal comfort, CO2 concentration, etc.) through a 
kernel engine in a mathematical model, considering 
the indoor and outdoor physical environmental 
conditions. Such predicted outputs can be used to 

determine the optimal design of the ERV. However, 
the BPS tools have many unknown inputs that 
generate uncertainty of the predicted outputs. 
Furthermore, such uncertainty is a major issue in 
finding a highly reliable design alternative (de Wit, 
2001; Macdonald, 2002; Hopfe, 2009; Kim et al., 
2014; Sun et al., 2014). 
Previous studies (de Wit, 2001; Kim et al., 2014) have 
suggested the Monte Carlo Simulation (MCS) and 
the Multi-Criteria Decision Making (MCDM) under 
uncertainties using the Bayesian decision theory to 
deal with the stochastic decision-making issues. 
They showed the differences between the deter-
ministic and stochastic approach, as well as the pos-
sibility of reaching a meaningful decision-making 
result. The Bayesian decision theory is used to 
calculate the utility function reflecting the pre-
ferences or attitudes of decision makers toward risk, 
and determine a design alternative with high-ex-
pected utility. However, the Bayesian decision 
theory based on utility function is problematic since 
the decision-making problem is solved under the as-
sumption that the decision makers behave rational-
ly (Kahneman and Tversky, 1979; Tversky and 
Kahneman, 1992). Because the individual cognitive 
ability varies among general decision makers, it is 
difficult to assume they are rational participants. To 
handle the aforementioned issue, Cumulative Pros-
pect Theory (CPT) has been presented (Lahdelma 
and Salminen, 2009; Wakker, 2010; Krohling and de 
Souza, 2012). 
In this study, to solve a Stochastic Multi-Criteria 
Decision Making (SMCDM) problem, the CPT is 
developed as an alternative to utility function and is 
used to identify a feasible set among many venti-
lation strategies of the ERV in a given residential 
building.  
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2. Stochastic Multi-Criteria Decision
Making (SMCDM)

Most decision-making problems using BPS tools are 
based on many criteria rather than a single criterion. 
The optimal alternative is identified using predicted 
outputs. It should be noticed that the predicted 
outputs are probabilistic rather than deterministic, 
due to various uncertainty sources (aleatory or epis-
temic uncertainties). In other words, decision-making 
problems using BPS tools are Stochastic Multi-
Criteria Decision Making (SMCDM) that must reflect 
various risks under uncertainties and multi-criteria 
simultaneously. 
The SMCDM methods can be used as follows: (1) 
Bayesian decision theory, (2) Cumulative Prospect 
Theory (CPT). The Bayesian decision theory can 
reflect the preferences for risks under uncertainty 
and determine an alternative with high-expected 
utility (Von Neumann & Morgenstern, 1947). To 
present the decision-making process with the Bay-
esian decision theory in the area of building 
simulation, de Wit (2001) selected initial cost and 
thermal comfort as multi-criteria problems and 
treated a MCDM problem using stochastic predic-
ted outputs propagated by MCS and the joint utility 
function. Kim et al. (2014) showed the feasibility of 
Bayesian inference based on the Markov Chain 
Monte Carlo (MCMC) to consider the different ex-
pected utilities of multiple decision makers, rather 
than of only a single decision-maker. The afore-
mentioned previous studies are signifycant in terms 
of making reference to which multi-criteria deci-
sion-making was conducted by reflecting the risks 
of stochastic predicted outputs.  
However, the Bayesian decision theory is proble-
matic since it assumes that decision makers rationally 
recognize utility and behave with a consideration of 
the risks (Kahneman and Tversky, 1979; Tversky and 
Kahneman, 1992). It is difficult for decision makers to 
find a highly reliable alternative, considering they are 
based on vague information or data, and each deci-
sion maker has different cognitive abilities. In con-
trast, the CPT can resolve the decision-making pro-
blem based on the utility theory by reflecting refer-
ence point setting, diminishing sensitivity, and loss 
aversion (Lahdelma and Salminen, 2009; Wakker, 
2010; Krohling and de Souza, 2012). 

- Reference point setting: when making a valueble 
decision about gains and losses, decision makers 
decide a value relatively, rather than absolutely, 
by comparing against the predefined individual 
reference point. This relative valuation differs 
considerably from the utility theory based on the 
absolute value. Since decision makers’ 
preferences toward gains and losses differ based 
on the reference point, difference value functions 
must be applied. The CPT can distinguish gains 
and losses according to the reference point setting 
and express them as value functions having an 
asymmetrical s-shape, as shown in Fig. 1. 

- Diminishing sensitivity: even if two design 
alternatives have the same difference in gain or 
loss, they have a large value change if the differ-
ence between gain or loss and the reference 
point is small. Otherwise, they have a small 
value change. It is called diminishing sensitivity. 
As shown in Fig. 1, the slope of the value func-
tion decreases if the difference between gain or 
loss and the reference point increases. The CPT 
can reflect the diminishing sensitivity of the 
decision makers by varying the weighting 
function of gain or loss based on the reference 
point. 

- Loss aversion: decision makers tend to show 
higher loss aversion for losses than for gains ac-
cording to previous studies (Wakker, 2010; 
Krohling and de Souza, 2012). In other words, 
decision makers are more sensitive to losses than 
to gains. The CPT can distinguish the value 
functions of gains and losses according to the 
reference point and reflect a loss aversion coef-
ficient for losses. 

Fig. 1 - Value function of CPT 



Stochastic Multi-Criteria Decision Making of Energy Recovery Ventilation Systems using Cumulative Prospect Theory 

515 

Within the aforementioned mind, this study uses 
the CPT for SMCDM. The prospect value ( )V f  of 
CPT can be expressed as Equation (1) using the 
value function ( )v x , the decision weight functionπ , 
and the probability of event p . The value function 
is a function according to gains if the difference bet-
ween criteria value (predicted output) and reference 
point is positive, or a function according to losses if 
the difference is negative (Equation (2)). The para-
meters ,α β  related gains and losses capture the 
concave and convex curvature of the value function 
(Krohling and de Souza, 2012), and λ  is the loss 
aversion coefficient that is used to reflect a high loss 
aversion toward loss. Kahneman and Tversky 
(1979) proposed α =0.88, β =0.88, λ =2.25, and these 
parameters were used in this study. The weighting 
function reflects the diminishing sensitivity using 
the attitude coefficients ,γ φ  of gains and losses for 
risk as shown in Equations (3)-(6). The attitude 
coefficient of gains and losses were set as ,γ + − =0.8 
and φ =1.0, respectively, as suggested by Prelec 
(1998). The propagated stochastic predictions 
(heating energy and CO2 concentration) using the 
MCS were used in this study to calculate the 
probability of an event. 

( ) ( ) ( ) ( ) ( )
1 1

h n

i i i i
i i h

V f V f V f v x v xπ π− + − +

= = +

= + = +∑ ∑   (1) 

( )
( )

x 0

x  < 0      

x
v x

x

α

βλ

 ≥= 
− −
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1
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i j j
j i j i

p pπ ω ω+ + +
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1
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i j j
j j

p pπ ω ω
−
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= =
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1 1
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h h

j j
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p p
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ω γ− −

= =

      = − −           
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where, ( )V f  is the prospect value, ( )v x is the value 
function, x is the difference between the critical 
value and the reference point, ,α β are the 
parameters related to gains and losses, λ  is the loss 
aversion coefficient, π is the decision weight 
function (+ and – superscript denote gain and loss, 
respectively.), ω is the weighting function, γ is the 
risk gain attitude coefficient, and φ is the risk loss 
attitude coefficient. 

3. Target Building and Unknown Inputs

3.1 BPS Tools 

For the target building of this study, a 15-story 
residential building in Seoul, Korea was selected for 
the analysis of the ventilation strategies (Fig. 2(a)). 
To simulate thermal and airflow phenomena, 
CONTAMW 3.1 and EnergyPlus 8.0 were chosen 
(Fig. 2(b)-(c)). EnergyPlus has been used extensively 
to calculate transient heat and mass flow. But it 
cannot perform duct modelling. Otherwise, 
CONTAMW 3.1, adequate for determining macro 
flow phenomena such as overall ventilation rates, 
enables the duct modeling, although it cannot 
reflect dynamic energy flows such as indoor air 
temperature. To solve these problems, the present 
study integrated two BPS tools using a Ping-Pong 
method (decoupled approach). 
The simulation period was one day in winter 
(January 21), and the Seoul climate data was used. It 
was assumed that all doors of the room were open 
and the windows were closed. Since most occupants 
do not actively open windows in winter and this is 
appropriate to assess the IAQ (Kim and Park, 2009). 
An adult was assumed to generate 0.31 liters per 
minute. Infiltration was taken into consideration. 
The occupant schedules employed the data 
provided by Hyun and Park. (2006). 

(a) Floor plan 
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(b) CONTAMW 3.1 

(c) DesignBuilder

Fig. 2 - Target residential building and BPS tools 

Fig. 3 shows the average occupant schedules. And 
the same occupant schedule for the adjacent rooms 
(master room, living room) was used for the bath-
room. The radiant floor heating system was con-
trolled per room and on/off control method was ap-
plied based on the heating set-point temperature 
(20 ℃). For the ERV, the CO2-sensor based Demand-

Controlled Ventilation (DCV-CO2) was selected. 
The DCV-CO2 is operated using the on/off control 
method based 1,000 PPM. The air supply and 
exhaust rate were set as 100 CMH  

Fig. 3 - Occupant schedule (Hyun and Park, 2006) 

(Cubic Meter per Hour) and 60 CMH for the air 
exhaust system in the bathroom. 
As mentioned above, the Ping-Pong method was 
used to complement the shortcomings of the two 
simulation models. The EnergyPlus model was ap-
plied to the radiant floor heating system and ERV, 
and CONTAMW 3.1 was only applied to ERV. And 
each system is operated by automatic control logic 
(on/off control for radiant floor heating system, 
DCV-CO2 control for ERV). For the Ping-Pong 
approach, the two simulation models were inte-
grated in MATLAB platform. For each time step, 
EnergyPlus calculates indoor air temperatures and 
then CONTAMW 3.1 recalculates the airflows of the 
openings (windows and doors) and/or ducts, air 
supply rate of ERV, and CO2 concentration using 
the calculated indoor air temperatures. The calcu-
lated airflows were automatically input to Energy-
Plus and the heating energy consumption was 
recalculated. The aforementioned coupling process 
was repeated every 20 minutes. 

3.2 Selection of Unknown Inputs 

The unknown inputs of the BPS tools were chosen 
as shown in Table 1 by referring to the previous 
studies (Hyun and Park, 2006; ASHRAE, 2013; DOE, 
2013a; DOE 2013b, Kim et al., 2014; Macdonald, 
2002; Hopfe, 2009; Walton & Dols, 2005). The 
unknown inputs were assumed to have a triangular 
distribution (T[0.9, 1.0, 1.1]) consisting of the 
minimum, maximum, and base values. The 
triangular distribution is propagated as ratio of the 
definite values of the unknown inputs. The 
occupant schedule was chosen as the discrete 
uniform distribution (D[1, 30]). 

Table 1 – Unknown inputs 

Descriptions 

Construction 
materials 

Density, specific heat, and conductivity 
of gypsum board 

Density, specific heat, and conductivity 
of brick 

Density, specific heat, and conductivity 
of concrete 

Density, specific heat, and conductivity 
of insulation board 

Density, specific heat, and conductivity 
of acoustic tile 
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Solar transmittance, reflectance, 
emissivity, conductivity of clear 
window 

Numerical 
algorithm 

Loads or temperature convergence 
tolerance value 

Grounds Temperature and reflectance 

Set-point 
temperature 

Heating set-point temperature 

Internal heat 
gains 

Number of person, activity level, 
fraction radiant of people (master 
room)  

Number of person, activity level, 
fraction radiant of people (bedroom1) 

Number of person, activity level, 
fraction radiant of people (bedroom2) 

Number of person, activity level, 
fraction radiant of people (living room) 

Number of person, activity level, 
fraction radiant of people (bathroom1) 

Number of person, activity level, 
fraction radiant of people (bathroom2) 

Internal gains and fraction radiant of 
lights 

Internal gains and fraction radiant of 
electric equipment 

Schedule Occupants’ schedules 

ERV 

Fan efficiency, pressure rise, and motor 
efficiency of supply fan 

Fan efficiency, pressure rise, and motor 
efficiency of return fan 

Sensible or latent effectiveness 

Exhaust fan 

Fan efficiency and pressure rise of 
exhaust fan (bathroom1) 

Fan efficiency and pressure rise of 
exhaust fan (bathroom2) 

Pumps 
Rated pump head and motor efficiency 
of heating water circulation pumps 

Plants 
Maximum or minimum loop 
temperature  

Airflows 

Flow exponent, discharge coefficient, 
wind pressure coefficient, wind 
velocity profile exponent, local terrain 
constant, terminal loss coefficient, 
leakage class#1(oval), leakage 
class#2(rectangular), duct roughness, 
leakage area of doors, leakage area of 
windows 

4. Uncertainty Results

For the propagation of uncertainties, Latin Hyper-
cube Sampling (LHS), appropriate for complex non-
linear models, was used. The number of sampling 
case was set to 200. The heating energy con-
sumption is the sum total of the radiant floor 
heating system and ERV. The CO2 concentration 
was expressed as CO2 performance ϕ  using the 
total occupation time of each room T  and total time 
δ  when CO2 concentration is below 1,000 PPM as 
shown in Equation (7). In other words, the 
uncertainty results are represented as total heating 
energy consumption (kWh) and CO2 performance 
(%). And the goal of this study was to determine the 
air inlet position of the ERV and CO2 sensor 
positions. In other words, it is a SMCDM problem. 
For this study, two ventilation strategies were used 
as shown in Table 2. 

1
100 /

m
k

k k

m
T
δϕ

=

 
= × 
 
∑         (7)

where, ϕ is the CO2 performance (%), δ is the total 
time when the CO2 concentration of each room is 
below 1,000PPM (hour), T is the total occupation 
time of each room (hour), and m  is the number of 
rooms (master room, bedroom 1, bedroom 2, and 
living room). 

Table 2 – Two ventilation strategies according to outdoor air 
supply rate, air inlet position, and CO2 sensor position 

ALT. 
Outdoor air 
supply rate 

Air inlet 
position 

CO2 sensor 
position 

1 

DCV-CO2 

Living room Living room 

2 
Living room 
+ Master 
room 

Living room 
+ Master 
room 

Table 3 shows the uncertainty results of two design 
alternatives. In terms of total energy consumption, 
ALT #1 is superior by a difference of 1.37 (kWh), but 
the difference is insignificant. In terms of CO2 
performance (%), ALT #2 is superior owing to the 
additional CO2 sensors in the master room. In the 
results of the coefficient of variation, which expres-
ses the degree of uncertainty, ALT #2 is superior in 
terms of total heating energy consumption and CO2 
performance, but the difference in the degree of 
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uncertainty is insignificant. Fig. 4 shows the un-
certainty results of each alternative using the 
Probability Distribution Function (PDF). 

Table 3 – Uncertainty results (STDEV: Standard deviation, COV: 
Coefficient of Variation) 

ALT #1 ALT #2 
Heating 
energy  
(kWh) 

CO2 
performance 
(%) 

Heating 
energy  
(kWh) 

CO2 
performance 
(%) 

Min 40.86 12.61 42.23 29.27 

Max 99.07 85.70 100.44 135.72 

Mean 84.16 34.39 85.53 66.14 

STDEV 11.25 13.17 11.26 19.49 

COV 0.134 0.383 0.132 0.295 

(a) Total heating energy consumption (kWh) 

(b) CO2 performance (%) 

Fig. 4 - Uncertainty results using PDF (ALT. #1 vs. ALT. #2) 

5. SMCDM Results

In this study, reference points and weighting factors 
were selected to calculate the prospect values 
(Tables 4-5). The weighting factors were used to 
transfer into a single cost function. However, it 

should be noticed that the selection of reference 
points and weighting factors can be changed ac-
cording to the preferences of the real decision 
makers. 

Table 4 – What-if scenarios of reference points 

Case Heating energy 
(kWh) 

CO2 performance 
(%) 

1 70 20 

2 70 25 

3 75 20 

4 75 25 

Table 5 – What-if scenarios of weighting factors for multi-criteria

Weight Heating energy 
(kWh) 

CO2 performance 
(%) 

1 0.8 0.2 

2 0.2 0.8 

3 0.5 0.5 

Table 6 shows the prospect values of the CPT 
according to the scenarios of reference points and 
weighting factors. The prospect value is expressed 
as a normalized prospect value matrix (Table 7) 
using Equations (8) and (9). As shown in Table 8, the 
total prospect value reflecting the two performance 
criteria (heating energy consumption and CO2 
performance) can be calculated using Equation (10). 

( )
,

, 1
,

,          ,
max

i j
i j

i j

v
r i M j N

v
= ∈ ∈ (8) 

( ),
, 2

,

min
,          ,i j

i j
i j

v
r i M j N

v
= ∈ ∈ (9) 

( ) ( ) ( )

1

n w j

i j
j

v r xα
=

=∏ (10) 

where, r is the normalized prospect value, v is the 
prospect value of each alternative (refer to Table 6), 
N1 is the benefit criteria for CO2 performance, and 
N2 is the cost criteria for the heating energy con-
sumption. 
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Comparing with the total prospect values according 
to the reference point scenarios (Table 4) under the 
Weight #1 condition (Table 5), ALT #2 (total pro-
spect value: 0.88) is the optimal alternative for Cases 
#1-2 and ALT #1 (total prospect value: 0.77) is the 
optimal alternative for Cases #3-4. When the weight 
scenario is changed (Weights #1-3 in Table 5), a dif-
ferent optimal alternative is determined for Cases 
#3-4 among the reference point scenarios. For Cases 
#1-2, ALT #2 is determined as the optimal alterna-
tive, but the total prospect value is changed depend-
ing on the weighting factor. 
As shown in the above results, the SMCDM using 
CPT results in a different optimal alternative for the 
ERV depending on the reference point and weigh-
ing factor, that are determined based on the sub-
jective preferences and attitudes of decision makers 
toward risks. The reference point selection reflects 
the value function for gains and losses, unlike the 
Bayesian decision making based on the utility 
theory, and is one of the major advantages of the 
CPT. These merits can be useful in finding a more

 
rational and reliable optimal alternative than the 
utility theory. 

6. Conclusion 

In this study, SMCDM was implemented to find an 
optimal ventilation strategy for the ERV using the 
stochastic predicted outputs of the BPS tool. In the 
building simulation domain, Bayesian decision-
making based on the utility theory is generally used 
for handling SMCDM. This solves MCDM problems 
by reflecting the preferences of decision makers. 
However, the utility theory is not practical because 
it assumes that decision makers are rational beings. 
In contrast, the CPT proposed in this study can 
reflect (1) reference point setting, (2) diminishing 
sensitivity, and (3) loss aversion, and this is useful 
in solving the problem of the utility theory. In this 
study, the CPT was developed and the SMCDM of 
the ERV was conducted by selecting two ventilation 
strategies. In particular, reference points and 

Table 6 – Prospect values of alternatives 

ALT 
Case #1 Case #2 Case #3 Case #4 

Heating 
energy 

CO2 
performance 

Heating 
energy 

CO2 
performance 

Heating 
energy 

CO2 
performance 

Heating 
energy 

CO2 
performance 

1 67.81 80.93 67.81 49.50 21.58 56.27 21.58 30.62 

2 79.06 204.54 79.06 170.13 34.37 203.59 34.37 170.13 

 
Table 7 – Normalized prospect matrix results 

ALT 
Case #1 Case #2 Case #3 Case #4 

Heating 
energy 

CO2 
performance 

Heating 
energy 

CO2 
performance 

Heating 
energy 

CO2 
performance 

Heating 
energy 

CO2 
performance 

1 1 0.396 1 0.291 1 0.276 1 0.180 

2 0.858 1 0.858 1 0.628 1 0.628 1 

 
Table 8 – SMCDM results of ERV using CPT  

ALT 
Case #1 Case #2 Case #3 Case #4 

Weight 
#1 

Weight 
#2 

Weight 
#3 

Weight 
#1 

Weight 
#2 

Weight 
#3 

Weight 
#1 

Weight 
#2 

Weight 
#3 

Weight 
#1 

Weight 
#2 

Weight 
#3 

1 0.83 0.48 0.63 0.83 0.37 0.54 0.77 0.36 0.53 0.77 0.25 0.42 

2 0.88 0.97 0.93 0.88 0.97 0.93 0.69 0.91 0.79 0.69 0.91 0.79 
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weighting factors were randomly selected for each 
scenario and their effects on deciding the optimal 
alternative were examined.  
In the results, decision makers could obtain differ-
ent total prospect values depending on the selection 
of reference point, which has considerable effect on 
the decision of the optimal alternative. It means that 
the decision-making results using the CPT can 
provide more realistic and trustworthy information 
compared to the utility theory. 
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Abstract 
In this paper, a new method is presented to compare 

different scenarios of insulation by assigning a Life Cycle 

Energy Efficiency (LCEE) index, which includes opera-

tional energy use and embodied energy of materials. For 

this purpose, a sensitivity analysis has been performed to 

determine the relation between insulation thickness and 

total energy consumption, then the new method to assign 

the LCEE index has been used and the results have been 

compared. 

Our methodological approach consists of the following 

steps: (i) Simulate a 27 m3 cubic simple zone with a double 

glazed air filled window on south surface in EnergyPlus 

8.3 software; (ii) Determine the thermal comfort bounda-

ries for each studied city including Tehran, Bandar Abbas, 

Tabriz and Kerman; (iii) Vary installation materials and 

insulation thickness and calculate the total energy demand 

for heating and cooling in each city that includes 128 

insulating scenarios; (iv) Calculate the embodied energy of 

different insulating alternatives based on LCI databases; 

(v) Perform a sensitivity analysis for each insulation 

material in each city to figure out the relationship between 

thickness of insulation materials and total energy demand 

in each city; (vi) Use the new method to assign the LCEE 

index in order to compare different scenarios. 

The analysis showed that both operational energy and 

embodied energy have considerable impacts in decision-

making processes in order to select the best insulation type 

and thickness. Moreover, the new method to assign the 

LCEE index was used as a useful method to assign a 

concise comparative index in order to compare different 

decisions by building designers. 

1. Introduction

The building sector is responsible for 40 % of the 
total energy consumption in Europe. This sector is 
known as the major contributor to the environmen-
tal impact (European Union, 2013; Arena et al, 2003; 
Iribarren et al, 2015). It is crucial to understand the 
flow of energy in the buildings life cycle in order to 
meet global energy efficiency program targets. 
Energy is consumed in all the life cycle phases of a 
building, including material production, construc-
tion, operation, and demolition. Therefore, it’s vital 
to understand the importance of each phase of a 
building life cycle. Several studies, showed the 
growing significance of embodied energy in a 
building life cycle (British Department for Com-
munities and Local Government, 2007). In the UK, 
embodied emissions in new construction and reno-
vation each year account for about 10 % of the total 
CO2 emissions. Within this, approximately half is 
used in the extraction of raw materials and manu-
facture of the materials. 
Nowadays in Iran and other developing countries, 
both the improvement of energy-efficiency stand-
ards and the deployment of low-energy buildings 
typically focus on reducing the operational energy 
consumption of buildings. Studies on low energy 
buildings show a reverse relation between opera-
tional energy with embodied energy. This means 
that while utilizing new technologies and high 
performance materials reduces the operational 
energy of a building’s life cycle, the embodied en-
ergy of building is increased and this increase is 
mainly attributed to energy consumption in high 
performance material production processes 
(Keoleian et al., 2001; Yao et al., 2014). 



Hashem Amini Toosi, Ali Vakili-Ardebili, Nasim Hasheminejad 

522 

As a result, it will be increasingly important to con-
sider the primary energy-use for materials in build-
ings that are designed and constructed to be more 
energy-efficient (Thormark, 2002; Blengini et al., 
2010; Dodoo et al., 2011). In order to optimize the 
total energy demand in a building’s life span, a 
whole life cycle energy analysis, including all 
phases of a building’s life cycle should be per-
formed. In this paper, the performance of different 
insulation materials will be compared. For this pur-
pose, a comparative assessment method on building 
insulation materials will be presented. In this 
method, the embodied energy and operational ener-
gy in a building life cycle are considered in calcu-
lations, and the results of each insulation material 
are compared with other materials. 
 
There are various efforts to define methods with the 
purpose of calculating the embodied energy of insu-
lation materials that will be reviewed in the next 
section, but the aim of this paper is to define a clear 
and concise index that could help the architects 
understand the differences of insulation material 
performance. 

1.1 Literature Review 

Many studies performed in order to assess the en-
vironmental impacts of different insulation materials 
and each study focused on different materials or dif-
ferent environmental targets (Tingley et al., 2015).  
Winther and Hestnes (1999) compared total energy 
use during the life span of buildings, with different 
insulation scenarios, different ventilation strategies, 
and different energy saving equipment. Mithraratne 
et al. (2004) described a method for LCA based on 
the embodied and operating energy and costs of 
buildings. Shukla et al. (2009) developed a simple 
methodology to calculate the embodied energy of 
an adobe house. Ardente et al. (2008) conducted a 
life cycle assessment on a kenaf-fiber insulation 
board in comparison with stone wool, flax, paper 
wool, PUR, glass wool and mineral wool.  
Whilst Shrestha et al. (2014) suggested a protocol to 
assess the environmental impacts of insulation over 
their life; La Rosa et al. (2014) performed a compa-
rative LCA of four external wall alternatives with 
cork insulation and PVC foam. Pargana et al. (2014) 

conducted an LCA on different types of insulation 
in Portugal. Bojic et al. (2014) performed an optimi-
zation for the entire life cycle of different thermal 
insulations. 

2. Materials and Methods 

Life Cycle Energy Analysis (LCEA) is a simplified 
version of life cycle assessment, which only focuses 
on the evaluation of energy inputs in different 
phases of the life cycle (Chau et al., 2015). 
Our methodological approach consists in the fol-
lowing steps: (i) Simulate a 27 m3 cubic simple zone 
with a double glazed air filled window on south 
surface in EnergyPlus 8.3 software; (ii) Determine 
the thermal comfort boundaries for each studied 
city including Tehran, Bandar Abbas, Tabriz and 
Kerman; (iii) Vary installation materials and 
insulation thickness and calculate the total energy 
demand for heating and cooling in each city; (iv) 
Calculate the embodied energy of different 
insulating alternatives based on LCI databases; (v) 
Perform a sensitivity analysis for each insulation 
material in each city to figure out the relationship 
between thickness of insulation materials and the 
total operating energy demand in each city; (vi) Use 
the new method to assign the Life Cycle Energy 
Efficiency index (LCEE) in order to compare 
different scenarios.  
To calculate the total embodied and operational 
energy demand of different insulating scenarios 
during the 30 years of life span, the Equation 1 will 
be used. 

LCEj = Σi=1,12 (n OEi + V EEj)  (1) 

where: 
LCEj : the total operating and embodied energy in 30 
years life span for j(th) scenario 
OEi: heating and cooling operating energy demand 
of each month in a year 
n: life span of insulation materials (years), (in this 
case study, n = 30 years)  
V: the total volume of insulation materials 
EEj: embodied energy of the insulation material for 
j(th) scenario 
To assign the LCEE index, equation 2 will be used. 
The mathematical meaning of this equation is a 
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comparative index that helps the architects find the 
best insulation scenario in technical design phases. 
By dividing the LCE of a single scenario by the sum 
of the LCE for all the considered scenarios according 
to this equation, a clear and concise index between 
0 and 100 will be obtained which could help the 
architect understand the differences between insula-
tion materials‘ performance quickly and easily. 

LCEE indexj = (1 – LCEj/Σj=1,n LCEj) (2) 

Where: 
LCCE indexj: for j(th) scenario 
LCEj: the total operating and embodied energy in a 
30-year life span for j(th) scenario 
N: the all insulating scenarios 

Fig. 1 and Table 1 show the thermal zone and ther-
mal specifications of materials and construction as-
semblies, modeled in EnergyPlus 8.3. The values in 
Table 1 are the average values of Iran’s building 
technology industry. 

Fig. 1 – The thermal zone which is modeled in EnergyPlus 8.3 

Table 1 – Thermal specification of materials (an average based 
on common construction materials in Iran) 

2.1 Life Cycle Inventory and Weather 
Data 

Life cycle inventory has a high importance in any 
LCA analysis process, because the quality and reli-
ability of the results in a life cycle assessment pro-
cess completely depend on the quality of LCI data 
(SAIC, 2006). Table 2 presents the physical proper-
ties and embodied energy of the studied insulation 
materials.  

Assembly Thick 
ness (m) 

Density 
(kg/m3)

Thermal 
conductivity 
(W/(m K)) 

Wall (Brick) 0.1 1800 0.9 

Roof 

(Lightweight 

concrete) 

0.1 1400 0.5 

Floor 

(Lightweight 

concrete) 

0.1 1400 0.5 

Insulation 

(External 

insulating 

for walls, roof 

and floor) 

Variable Variable Variable 

Window 

(double glazed, 

air filled) 

----- ---------- 0.15 

(equivalent 

thermal 

conductivity) 
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Table 2 – LCI data of insulation materials (Hegner, 2007)

Iran is located in West Asia and borders the Caspian 
Sea, the Persian Gulf, and the Gulf of Oman in the 
region known as the Middle East. It lies between 
latitudes 24° and 40° N, and longitudes 44° and 64° 
E. Iran has a variable climate. In the northwest, 
winters are cold with heavy snowfalls and 
subfreezing temperatures in December and January. 
Spring and fall are relatively mild, while summers 
are dry and hot. In the south, winters are mild and 
the summers are very hot with virtually continuous 
sunshine, the daily average temperatures in July 
exceed 38 °C (Bagheri et al, 2013). 
In the present paper, Tehran, Kerman, Bandar 
Abbas, and Tabriz have been selected for the mild, 
warm–dry, warm–humid, and cold regions respec-
tively. According to the National Center of Clima-
tology of Iran, the climatic characteristics of each of 
the selected cities are presented in Table 3.

Table 3 – Climatic characteristic of studied cities 

Table 4 presents the average temperature of the 
warm and cold months of each studied city, also the 
maximum and minimum comfort temperature 
boundaries are presented. 
Table 4 represents the maximum and minimum 
comfort temperature based on a research that was 

performed in Iran according to the adaptive theory 
described in EN 15251. 

Table 4 – Thermal comfort boundaries (Max CT, Min CT) for 
studied cities and the average of warm and cold months tempera-
tures (WMT, CMT) (Heidari, 2014) 

3. Result and Discussion

The following figures, present the sensitivity an-
alysis of insulation thickness to total embodied and 
operating energy demand over a 30-year life span in 
each studied city. Fig. 2 presents the sensitivity 
analysis of insulation thickness in Tehran, and 
shows different rates of upward trends for different 
insulation materials. As these results are shown in 
this figure, extruded polystyrene, polyurethane, 
expanded polystyrene, wood fiber panels, and cork 
slab have a rising trend in results, and there is a 
direct relation between the thickness of insulation 
and total energy demand.   
The reason for a direct relation between insulation 
thickness and total energy demand is the fact that 
infiltration is not taken into account in this study. 
Therefore, by increasing the thickness of insulation, 
the thermal resistance of walls, roof, and floor will 
be increased, naturally the conductive heat loss 
(which is the only way of natural cooling) and the 
rate of cooling will be decreased, as a result the 
cooling energy demand in warm months (dominant 
energy demand in Iran) will be increased.  

Insulation 
material 

Thermal 
conductivity 
(W/(m K) 

Density 
(kg/m3)

Embodied 
Energy 
(MJ/m3) 

XPS 0.03 50 2823 

GMW 0.035 20 505 

PU 0.026 31 2880 

Foam Glass 0.041 117 197 
GMW 
unforced 
rolled 

0.032 32.5 538 

Wood fiber 0.044 210 1362 

EPS 0.035 30 3057 

Cork Slab 0.044 120 3156 

City Latitude Longitude Elevation 

Tehran 35.68 ° N 51.30° E 1219 m 

Kerman 30.29° N 57.06° E 1755 m 

Bandarabbas 27.20° N 56.15° E 10 m 

Tabriz 37.80° N 46.25° E 1365 m 

City WMT
(°C) 

CMT
(°C) 

Humidity
(%) 

Max 
CT 
(°C) 

Min 
CT 
(°C) 

Tehran 28.4 21.1 44 30.1 20.9 
Bandar 
Abbas 

29.3 22 66 31.3 18.3 

Kerman 30.0 22.7 37.6 27.3 14.7 

Tabriz 26.3 18.5 54 30.7 16.5 
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Fig. 2 – Sensitivity analysis of insulation thickness and total energy 
demand in Tehran

Fig. 3 – Sensitivity analysis of insulation thickness and total energy 
demand in Bandar Abbas

Also unforced glass mineral wool, foam glass, and 
glass mineral wool represent different results, and 
show two different trends that indicate the 
importance of these simulation and sensitivity 
analyses to find the optimum thickness of the 
insulation materials. 
Fig. 3 shows a weak relation between the thickness 
of insulation and the total embodied and operating 
energy demand in Bandar Abbas. 

Fig. 4 – Sensitivity analysis of insulation thickness and total energy 
demand in Kerman 

Fig. 5 – Sensitivity analysis of insulation thickness and total energy 
demand in Tabriz 

This can be attributed to an equivalence of increas-
ing in embodied energy and decreasing in operating 
energy demand by increasing the thickness of 
insulation in Bandar Abbas. 
Fig. 4 shows a direct relation in the total energy 
demand and thickness of insulation material for all 
studied insulation materials in Kerman, the increase 
in operating energy demand because of a decreasing 
natural cooling rate and increasing the embodied 
energy due to the increase of the volume of 
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insulation materials are the reasons of this trend in 
the diagram 
From Fig.s 5 and 3, we can understand that the sen-
sitivity analysis results in Tabriz and Bandar Abbas 
are almost similar. The direct relation in the increase 
of insulation thickness and total energy demand for 
extruded polystyrene, polyurethane, expanded 
polystyrene, wood fiber panels, and cork slab are 
similar to the results of Tehran, but with a difference 
in the rate of the increase. Also a weak direct 
relation between energy demand and insulation 
thickness is found for unforced rolled glass mineral 
wool, glass mineral wool, and foam glass, this 
relative independence can also be attributed to the 
equivalence of an increase in embodied energy and 
decrease in operating energy demand by increasing 
the thickness of insulation.  
By using Equation 2, the LCEE index has been as-
signed to each insulation scenario in different cli-
matic conditions. The LCEE index indicates the life 
cycle energy efficiency in each insulating scenario. 
The higher index means the higher efficiency and 
vice versa. 
Different trends and results have been observed in 
each city. In Tehran the highest Index is assigned to 
Foam glass and Wood fiber, and the lowest Index is 
assigned to PU, XPS and EPS. In Bandar Abbas there 
is not much difference between the insulation 
materials, but the lowest index is assigned to PU.  

Fig. 6 – Life cycle energy efficiency index for different insulation 
scenarios in Tehran 

Fig. 7 – Life cycle energy efficiency index for different insulation 
scenarios in Bandar Abbas 

Fig. 8 – Life cycle energy efficiency index for different insulation 
scenarios in Kerman 

Fig. 9 – Life cycle energy efficiency index for different insulation 
scenarios in Tabriz 
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Analysis in Kerman shows that the lowest index is 
assigned to PU and the highest index is assigned to 
foam glass and wood fiber. Also analysis in Tabriz 
shows similar results to Bandar Abbas. 
By considering the results in Fig.s 2 to 9, we can 
conclude that insulating materials behave in differ-
ent ways in each studied city. As these cities are 
located in different climatic conditions and the 
thermal comfort boundaries are not similar 
(according to a research based on adaptive theory). 
This fact (different behavior of insulation materials) 
can be attributed to differences in total operating 
energy demand for providing thermal comfort in 
each climate, and also to different humidity in each 
city that can affect the performance of the insulating 
materials. 

4. Conclusion

The main aim of this study was to present a new 
method to comparative life cycle energy analysis for 
insulation scenarios under different climatic condi-
tions. By this method the operational energy and 
embodied energy of each insulation scenario were 
considered in calculations. The analysis showed 
that both operational energy and embodied energy 
have a considerable impact on decision-making 
processes in order to select the best insulation type 
and thickness. Moreover, the new method to assign 
the LCEE index was used as a useful method to 
assign a concise comparative index in order for 
building designers to easily compare different 
options. The differences in analysis and results for 
each scenario can be attributed to the embodied 
energy of the insulation materials, the thermal 
performance of the insulation materials, and the 
differences in climatic conditions and energy 
demand. 
In addition, this is recommended to consider the 
effect of different fuels used in energy systems in 
future studies. It is expected that the embodied 
energy of the energy systems has also considerable 
effects on the whole life cycle energy demand of a 
building. 

Acknowledgements 

The Authors would like to thank the School of 
Architecture, College of Fine Arts, University of 
Tehran, for having provided the required facilities 
for this research. 

References 

Ardente, F., M. Beccali, M. Cellura, M. Mistretta. 
2008. “Building energy performance: a LCA case 
study of kenaf-fibres insulation board". Energy 
and Buildings 40(1): 1-10. doi: 
10.1016/j.enbuild.2006.12.009. 

Arena, A.P., C. de Rosa. 2003. "Life cycle assessment 
of energy and environmental implications of the 
implementation of conservation technologies in 
school building in Mendozae Argentina". 
Building and Environment 38(2): 359–368. doi: 
10.1016/S0360-1323(02)00056-2. 

Bagheri, F., V. Mokarizadeh, M. Jabbar. 2013. 
"Developing energy performance label for office 
buildings in Iran". Energy and Buildings 61: 116–
124. doi: 10.1016/j.enbuild.2013.02.022. 

Blengini, G.A., T. Di Carlo. 2010. "The changing role 
oflife cycle phases, subsystems and materials in 
the LCA of low energy buildings". Energy and 
Buildings 42(6): 869–880. doi: 10.1016/j.enbuild. 
2009.12.009. 

Bojic, M. 2014. "Optimization of thermal insulation 
to achieve energy savings in low energy house 
(refurbishment)". Energy Conversion and Manage-
ment 84: 681-690. doi: 10.1016/j.enconman.2014. 
04.095. 

British Department for Communities and Local 
Government. 2007. Building a Greener Future: 
Policy Statement for Target of Zero Carbon Homes 
by 2016. London, UK: Department for 
Communities and Local Government. 

Chau, C.K., T.M. Leung, W.Y. Ng. 2015. "A review 
on Life Cycle Assessment, Life Cycle Energy 
Assessment and Life Cycle Carbon Emissions 
Assessment on buildings". Applied Energy 143: 
395–413. doi: 10.1016/j.apenergy.2015.01.023. 



Hashem Amini Toosi, Ali Vakili-Ardebili, Nasim Hasheminejad 

528 

Dodoo, A., L. Gustavsson, R. Sathre. 2011. "Building 
energy-efficiency standards in a life cycle pri-
mary energy perspective". Energy and Buildings 
43(7): 1589-1597. doi: 10.1016/j.enbuild.2011.03.002. 

European Union and European Commission. 2013. 
EU Energy in Figures Statistical Pocketbook. 
Luxembourg, Luxembourg: European Union. 

Hegner, S. 2007. Embodied Energy for Energy Efficien-
cy Measures An Assessment of Embodied Energy‘s 
Relevance for Energy Saving in the Swiss Residential 
Building Sector. Diploma Thesis: Zurich, Switzer-
land: Department of Environmental Science 
ETH Zurich. 

Heidari, S. 2014. Thermal Adaption in Architecture, 
First step of Energy Saving. Tehran, Iran: Univer-
sity of Tehran Press. 

Iribarren, D., A. Marvuglia, P. Hild, M. Guiton, E. 
Popovici, E. Benetto. 2015. "Life cycle assessment 
and data envelopment analysis approach for the 
selection of building components according to 
their environmental impact efficiency: a case 
study for external walls". Journal of Cleaner 
Production 87: 707–716. doi: 10.1016/j.jclepro. 
2014.10.073. 

Keoleian, G.A., S. Blanchard, P. Reppe. 2001. "Life-
cycle energy, costs, and strategies for improving 
a single-family house". Industrial Ecology 4(2): 
135–156. doi: 10.1162/108819800569726. 

La Rosa, A.D., A. Recca, A. Gagliano, J. Summer-
scales, A. Latteri, G. Cozzo, G. Cicala. 2014. 
"Environmental impacts and thermal insulation 
performance of innovative composite solutions 
for building applications". Construction and 
Building Materials 55: 406–414. doi: 10.1016/ 
j.conbuildmat.2014.01.054.

Mithraratne, N., B. Vale. 2004. "Life cycle analysis 
model for New Zealand houses". Building and 
Environment 39(4): 483-492. doi: 10.1016/ 
j.buildenv.2003.09.008.

Pargana, N., M. Duarte Pinheiro, J. Dinis Silvestre, 
J. de Brito. 2014. "Comparative environmental 
life cycle assessment of thermal insulation 
materials of buildings". Energy and Buildings 82: 
466–481. doi: 10.1016/j.enbuild.2014.05.057. 

SAIC. 2006. Life Cycle Assessment: Principles & 
Practice. Cincinnati, U.S.A.: EPA. 

Shrestha, S.S., K. Biswas, A.O. Desjarlais. 2014. "A 
protocol for lifetime energy and environmental 
impact assessment for building insulation 
materials". Environmental Impact Assessment 
Review 46: 25–31. doi: 10.1016/j.eiar.2014.01.002. 

Shukla A., G.N. Tiwari, M.S. Sodha. 2009. 
"Embodied energy analysis of adobe house". 
Renewable Energy 34(3): 755-761. doi: 10.1016/j. 
renene.2008.04.002. 

Thormark, C. 2002. "A low energy building in a life 
cycle—its embodied energy energy need for 
operation and recycling potential". Building and 
Environment 37(4): 429-435. doi: 10.1016/S0360-
1323(01)00033-6. 

Tingley, D., A. Hathway, B. Davison. 2015. "An 
environmental impact comparison of external 
wall insulation types". Building and Environment 
85: 182–189. doi: 10.1016/j.buildenv.2014.11.021. 

Winther, B.N., A.G. Hestnes. 1999. "Solar versus 
green: the analysis of a Norwegian row house". 
Solar Energy 66(6): 387-393. doi: 10.1016/S0038-
092X(99)00037-7. 



529 

Development of a Design Numerical Model of a Hybrid Cooler 
Matteo D’Antoni – Institute for Renewable Energy, Eurac Research – matteo.dantoni@eurac.edu 
Roberto Fedrizzi – Institute for Renewable Energy, Eurac Research – roberto.fedrizzi@eurac.edu 

Abstract 
This paper presents the development of the numerical 

model of a hybrid cooler. It is based on a modular and 

generic coil geometry that deals with any staggered coil 

and pipe arrangement. Particular attention is given to 

model the spray water system and to the calculation of 

water evaporation on the coil surface. It is validated by 

monitored data from a pilot system installation in which 

a commercial hybrid cooler is operated under typical 

summer south European working conditions. The numer-

ical model has an average error of 7 % for the rejected 

heat and 0.1 % for the fan power consumption. The 

model is compatible with TRNSYS simulation software. It 

can be used for design and product development pur-

poses by HVAC manufactures and thermal engineers. 

1. Introduction

An efficient and cost-effective heat rejection system 
is a key requisite of any cooling system. Two cate-
gories of air-based condenser units are typically 
distinguished: dry coolers (DCs) and wet cooling 
towers (WCTs). 
Thanks to the evaporation of water deposited on 
the coil surface, WCTs can reach an outlet water 
temperature lower than dry-bulb ambient tempera-
ture. Their average specific nominal consumption 
is therefore lower (0.017 kWel/kWt) when compared 
to DCs (0.033 kWel/kWt) (D’Antoni et al., 2014). 
Conversely, they are characterized by higher oper-
ation (e.g. water consumption) and maintenance 
(e.g. legionella growth risk) costs (D’Antoni et al., 
2014). On the other hand, DCs are relatively 
cheaper (22-27 €/kWt against 49-107€/kWt) and 
lighter (97-185 kg/m2 against 208-376 kg/m2) than 
WCTs (D’Antoni et al., 2014). 
Both WCTs and DCs have technological limitations 
that can turn into important economic issues up to 

the extent to prevent their installation in certain 
climatic conditions. These problems can be partly 
overcome by hybrid coolers (HCs). A hybrid cooler 
is a dry cooler that wets the coil surface by spray-
ing water upwards in a co-current direction with 
the airflow. Thanks to this solution, the use of 
water can be largely limited with respect to WCTs 
by spraying water only when necessary, thus 
achieving at the same time electricity savings com-
pared to DCs due to fan operation. 
HCs are not a new concept and several studies 
have been produced in the past 30 years (Sen, 1973; 
Yang and Clark, 1975; Nakayama et al., 1988; 
Dreyer et al., 1992). An extended literature review 
(Romeli, 2014) has revealed that numerical models 
of hybrid cooler still show room for further im-
provements. 
- The calculation of the surface wettability is in 

some cases estimated through empirical corre-
lations valid only for some specific geometries 
and in other fixed as a constant. 

- None of the reviewed models has a modular 
definition of coil geometry. 

- The level of detail in the control volume 
definition is quite diversified, ranging from 
the control volume identified as the whole coil, 
a single row, a single pass in a row or a frac-
tion of a single tube. 

- Effectiveness-NTU methods are more suitable 
for heat and mass transfer problems when 
inlet fluid conditions are imposed and for a 
given coil geometry, whereas mean-log en-
thalpy difference (LMED) can be successfully 
used for design purposes. 

The ambition of the present paper is to present the 
development of a hybrid cooler numerical model 
characterized by: 
- a modular and generic coil geometry that deals 

with any staggered coil and pipe arrangement; 
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- a model for the spray water system specifically 
conceived for hybrid coolers; 

- a detailed calculation of wettability factors for 
fins and tubes at each row in which specifici-
ties of coil geometry, nozzles characteristics 
and position are taken into account; 

- dedicated control strategies to regulate the 
fan’s speed and the amount of sprayed water. 

The numerical code is compatible with TRNSYS 
(Klein et al., 2010), which allows for the assessment 
the performance of a hybrid cooler in a whole sys-
tem simulation. By reviewing already existing 
TRNSYS models (“Types”), we can observe that 
they lack: 
- the possibility of specifying a generic coil geo-

metry (e.g. Type 32); 
- fins surfaces are assumed fully wet (e.g. 

Type 51, Type 510) and the use of the wetta-
bility factor concept; 

- a clear focus on the control strategy for fans 
and spray water system operations. 

2. Heat and Mass Transfer Balances

2.1 Governing Equations and 
Infinitesimal Control Volume 

The heat and mass transfer problem in a hybrid 
cooler can be studied on an infinitesimal control 
volume dA=b×dl (Fig. 1). It is characterized by the 
presence of three fluids: (1) process fluid flowing in 
coil pipes (water or a water-glycol mixture), (2) 
water sprayed by nozzles onto the coil surface and 
(3) moist air passing across both fins and tubes. For 
each of these a subsystem is identified on which 
heat balance and mass conservation is written. In 
order to do this, a list of assumptions and simplifi-
cations are necessary and in particular: 
- The system is in a steady state and it is well 

insulated from the surrounding environment. 
- Radiative heat transfer between the coil’s exter-

nal surface and the environment is negligible. 
- Heat and mass transfer coefficients are assumed 

as a constant within the infinitesimal volume. 
- The model is one-dimensional. 
- The spray water temperature is assumed as a 

constant. 

- The temperature of the interface Tint between 
the water film on the external surface (fins and 
tubes) and the air is equal to the average bulk 
temperature of the film. 

- The Lewis factor Lef = hc / (hm×cp,a) ≈ 1. 

Fig. 1 – Infinitesimal control volume dA of the hybrid cooler 

Looking at the overall infinitesimal control volume 
dA, a mass balance is written as: 

dl
m
md

dx
a

s
a 


−= (1) 

The mass balance on the subsystem II permits to 
calculate the evaporated rate of sprayed water on 
coil surface. 

( )( )dlxTxhmd aintsat,ams −−= (2) 

Here xa,sat(Tint) is the humidity ratio of the air 
stream at saturation conditions and at temperature 
Tint and hm is the mass transfer coefficient. 
The air stream (subsystem III) varies its thermo-
hygrometric conditions as a consequence of water 
evaporation from coil surface and heat release from 
process fluid. The consequent variation in terms of 
enthalpy can be expressed as follows: 

( )( )dliTi
m
hdi aintsat,a

a

m
a −=


(3) 

As done for subsystems II and III, the variation of 
process fluid temperature results from an energy 
balance imposed on subsystem I. 

( )
dl

cm
TTU

dT
w,pw

wallwi
w 

−
−= (4) 
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In Equation 4 Ui is the overall internal heat transfer 
coefficient, which is a function of the average inter-
nal convective heat transfer coefficient and of the 
tube thermal conductivity as calculated in (Shah 
and London, 1978; Gnielinski, 1976). 
Therefore, the heat and mass transfer problem 
reduces to solving the system of differential equa-
tion of Equation 5. 

( )( )
( )( )

( )
















−
−=

−=

−−=

−=

dl
cm

TTU
dT

dliTi
m
hdi

dlxTxhmd

dl
m
md

dx

w,pw

wallwi
w

aintsat,a
a

m
a

aintsat,ams

a

s
a











(5) 

2.2 Mass Balance and Wettability 
Factors 

The calculation of the wet surface area in a hybrid 
cooler is fundamental in order to predict the per-
formance of the unit under different working con-
ditions. Most of the numerical models of the 
sprayed water coils assume the existence of fully 
dry or wet conditions on tubes and fins. This as-
sumption cannot be made because it is hard to wet 
uniformly the surface coil with a water jet sprayed 
upwards (Fig. 2 and Fig. 3). 
When water sprinklers are activated, only a frac-
tion of the spray water rate sm  deposits on the coil 

surface since the remaining part passes through. 
The deposited spray water rate ( depm ) determines 

the so-called wettability factor Rwet of fins and 
tubes. When the spray water forms a film deposit 
on the coil surface, this might result in evaporation. 
The evaporation rate depends on the humidity 
ration difference at the water-air interface (consid-
ered at saturation conditions) and the airflow. The 
evaporated mass flow rate can be calculated for 
each j row as: 

( )( ) wetaintsat,amwet,oevap AxTxhm −η= (6) 

Water droplets that do not evaporate are removed 
either by gravitational forces or by the air stream. 
In both cases, these forces have to overcome the 
water surface tension driving the water retention. 

The retained water on the coil surface increases the 
pressure drop across the heat exchanger by re-
stricting the flow of air (McQuiston, 1978; Wang et 
al. 1997; Korte & Jacobi, 1997). The dominance of 
airflow forces on gravity (causing a trailed spray 
mass flow rate) or the opposite situation (water 
dripping) is determined through the comparison 
between the critical film velocity vcrit and the 
maximum air velocity va,max evaluated on the 
minimum free-flow area (Dreyer et al., 1992; Kriel, 
1991; Wallis, 1969). 

Fig. 2 – Picture of the 1st row (bottom part) of the coil while 
sprinkles are active 

Fig. 3 – Picture of the 6th row (upper part) of the coil while 
sprinkles are active 

2.2.1 Wettability factor 
The wettability factor is defined as the ratio of wet 
finned-tube surface Awet over the total finned-tube 
area. It is a fraction that depends upon several 
factors such as the type of nozzles, the size of 
droplets, the coil-geometry or the spray water 
pressure, just to name a few. 
The research on the droplet impact is in continuous 
progress (Cossali et al., 2005). A physical model of 
the spray water system is elaborated here. Five 
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main assumptions are required in order to formu-
late the solution of the problem. 
- The trajectory of water droplets is linear. 
- The water is sprayed in a cone of a variable 

height. 
- The spray water devices are designed in a way 

that nozzles wet potentially the entire coil 
frontal area Afr. 

- The spray evaporation before the deposit on 
coil surface has been neglected. 

- The sprayed water that impacts the coil sur-
face is accounted as completely deposited 
(specific studies on water deposition on heat 
exchanger are not in complete agreement). 

The spray water rate deposited on the coil’s surface 
is calculated using the notion of collection effi-
ciency for fins Efin and tubes Etube. These parameters 
can be calculated as a function of Stoke number 
and Langmuir’s parameter as proposed in 
Stuemple (1973) and Finstad et al. (1987). 

sfinfin,dep mEm  ⋅= (7) 

( ) sfintubetube,dep mE1Em  ⋅−⋅= (8) 

After some simplifications (Romeli, 2014), the wet 
fin Awet,fin and tube Awet,tube surfaces are calculated 
as follows: 

3
drops

dep
2

max,drop
wet d2

SFTmd3
A

⋅ρ⋅

τ∆⋅⋅⋅⋅
=


(9) 

Where: 
- ddrop,max is the maximum diameter of deposited 

droplets (Cossali et al. 2005; Scheller and Bous-
field, 1995); 

- ddrop is the volume median diameter maximum 
diameter of deposited droplets (J.E. Braun., 
1988); 

- SFT is the average spray cycle; 
- Δτ is the simulation time step. 

3. Development of a Numerical Model

3.1 Geometrical Model 

Typically, the coil used in a hybrid cooler is a mul-
tirow-multipass overall counter flow configuration 
with unmixed cross flow at each row. Tubes are 
arranged in a staggered configuration with their 
axes perpendicular to the air stream. 
In a real HC configuration and with reference to 
the pipe coil length, it is possible to identify fans in 
series Nfan,series or in parallel Nfan,paral. Then each 
single fan is defined by a length lfan and width wfan. 
The geometry of commercial coils can be very dif-
ferent and in order to adapt the geometry model 
for a generic coil, it is of practical use to define a 
modular equivalent coil arrangement. The follow-
ing features characterise it: 
- real and equivalent coils have the same inter-

nal and external pipe diameters, a staggered 
arrangement of tubes, the same longitudinal 
and transversal tube pitch; 

- the equivalent coil geometry has one single 
pass for each row by defining an equivalent 
fan length *

fanl  and width *
fanw  

circuitsrows

tubes
fan

*
fan NN

N
ll

⋅
⋅= (10) 

*
fan

fan
fan

*
fan l

l
ww ⋅= (11) 

where lfan is the length of the fan, Ntubes is the 
sum of all the tubes that can be counted in a 
vertical cross section of the coil, Nrows is the 
number of finned tube banks crossed by the 
airflow and Ncircuits identified by the number of 
parallel fluid loops in which the process fluid 
is divided when entering the coil. 

In the present work, a single row-finned tube is 
selected as the finite control volume Σ on which 
the system of differential equations is solved 
(Equation 5). 
This approach is compatible for the application of 
the ε-NTU method under incomplete wet condi-
tions (Braun, 1988; Braun et al., 1989), where the 
heat transfer is the sum of dry and wet contribu-
tions as follows: 
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wetmax,wetdrymax,drymax QQQQ  ⋅ε+⋅ε=⋅ε=  (12) 

where drymax,Q , wetmax,Q and εdry, εwet are the maxi-

mum heat transfer rate and the efficiency (as cal-
culated in ESDU, 1991) under dry and wet condi-
tions, respectively. 
Kriel studied the impact of this decision (Kriel, 
1991). They demonstrate that despite 1 % loss in 
the calculation of the rejected heat, a simplified 
control volume (identified with a single row) in 
favour of a more detailed approach (a fraction of a 
tube) takes 1/8 of the simulation time of the latter. 

3.2 Convergence Method 

For a counter-flow arrangement of cooling coil 
with n-rows (Fig. 4), the following continuity con-
ditions hold: 

( )
i,w

n
1,w TT =  and ( ) ( )j

2,w
1j

1,w TT =− (13) 

( )
i,a

1
1,a TT =  and ( ) ( )j

1,a
1j

2,a TT =− (14) 

( )
i,a

1
1,a ax =  and ( ) ( )j

1,a
1j

2,a xx =− (15) 

( ) ( )j
a

1j
aa mmm  == −  (16) 

( ) ( )j
w

1j
ww mmm  == −  (17) 

In Equations 13-17 subscripts 1 and 2 denote inlet 
and outlet conditions for the j row. Inlet tempera-
ture Tw,in and mass flow rate wm  of the process 
fluid as well as the thermo-hygrometric conditions 
(Ta,in, xa,in) and mass flow rate am  of the air stream

are typically given as inputs. In order to find the 
zeros of the system of equations (Equation 5), a 
root-finding method is necessary. After having 
reviewed several alternatives, Brent’s method 
(Brent, 1973) is chosen. Brent’s method is a hybrid 
root-finding method and it combines secant 
method, bisection method and inverse quadratic  

Fig. 4 – Identification of the finite control volume Σ as a coil row 
and its arrangement in a counter-flow configuration 

interpolation based on Dekker’s method (Dekker, 
1969). It incorporates the guarantee of convergence 
as in the bisection method, but also takes 
advantage of the rapid rate of convergence of the 
less reliable methods (secant method or inverse 
quadratic interpolation). 

This method can be used to determine a root α in 
the interval [a,b] as long as ƒ(a) and ƒ(b) have 
different signs. In this problem the function ƒ is the 
difference Q∆  between the heat transfer rate on the 
air and process fluid. This function is calculated at 
any time step, and convergence is reached when 
the absolute value of the difference between the 
actual (k) and previous (k-1) iteration is lower than 
a user-defined tolerance σ (in Watt units). 

( ) ( ) σ≤∆−∆ −1kk QQ   (18) 

These convergence properties can be applied for a 
different set of operational conditions. In real 
applications outlet water temperature Tw,out is con-
trolled by varying the fan speed. In alternative 
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when the fan speed is set to the maximum value, 
the outlet temperature is sought. 
The performance of Brent’s convergence method is 
compared to the bisection method for the cases 
listed in Table 1.  

Table 1 – Simulation boundary conditions 

Cases 

Inputs 01 02 03 04 05 

Relative fan speed 
ω/ωmax 

[-] 
1 0.5 - - - 

Process fluid inlet 
temp. 

Tw,in 
[°C] 

40 

Process fluid 
mass flow rate 

wm

[kg/h] 
3000 

Air inlet temp. 
Ta,in 
[°C] 

25 

Air relative 
humidity 

ϕa,in 
[%] 

50 

Process fluid - Water 

Setpoint outlet 
process fluid 
temp. 

Tw,out,set 
[°C] 

- - 35 30 25 

For each of these, dry and wet conditions (denoted 
with “D” and “W”, respectively) are considered. 
Wet conditions are determined by spraying water 
at a rate of 100 kg/h. When convergence is reached, 
equal values of rejected heat and fan electrical con-
sumption is achieved. A relative measure of the 
convergence efficiency is proportional to the num-
ber of iterations. It can be appreciated as Brent 
method reaches.  
Comparing the number of iterations, we can notice 
that the computational efforts determined by 
Brent’s method are less than bisection method in 
the range of 10-69 % (Fig. 5). 
Furthermore, the influence of the convergence 
tolerance σ for cases “D03”, “D04” and “D05” of 
Table 1 is further investigated. The overall number 
of iterations and the relative error in the dissipated 
heat is calculated. Assuming that a low tolerance 
value (σ=1x10-4 W) will lead to an exact solution, 
we can notice that for the considered cases a good 

Fig. 5 – Influence of the convergence tolerance on the accuracy 
of the model and the related computational time for cases “D03”, 
“D04”, and “D05”: comparison of bisection and Brent methods 

Fig. 6 – Influence of the convergence tolerance σ on the accuracy 
of the model and the related computational time for cases “D03”, 
“D04”, and “D05” 

compromise between accuracy and computational 
time can be found (Fig. 6). This trade-off might 
change from case to case, according to the coil con-
figuration and application. 

3.3 Model Validation 

Heat and mass transfer equations are written in 
FORTRAN with the aim of deriving a numerical 
model for TRNSYS simulation environment. 
Geometry and technical characteristics of a com-
mercial air-to-water hybrid cooler (model “RCS-
08” provided by SorTech AG, Table 2) are used to 
setup the numerical model. Then it is validated 
using experimental data from a real installation 
where the hybrid cooler is operated under typical 
summer south European working conditions. 
The process fluid is a mixture of 60 % water and 
40 % glycol. This component was monitored con-
tinuously between May and September 2013 with a 
measurement interval of 1 minute. During this 
period, the following measurements were taken: 
dry-bulb temperature and relative humidity of 
ambient air, inlet/outlet process fluid temperature, 
mass flow rate and fan electrical consumption. The 
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spray water system was active for 10 seconds in a 
minute with an average mass flow rate of 200 kg/h. 
Tap water is used for the spray water system with 
an average temperature of about 10°C. 
The uncertainty in water mass flow rate and tem-
perature measurements is about 2 % and ±0.3 K, 
respectively. The experimental error of the electri-
cal sensor is identified at 0.25 % of measured val-
ues. 

Table 2 – Nominal performance characteristics of the hybrid 
cooler “RCS-08” SorTech AG 

Description Value 

Process fluid inlet temp. Tw,in [°C] 31.8 

Process fluid mass 
flow rate wm  [kg/h] 3684 

Air inlet temp. Ta,in [°C] 24.5 

Air relative humidity ϕa,in [%] 50 

Process fluid - Water 

Spray water mass 
flow rate spraym  [kg/h] 0 

Process fluid outlet 
temp. 

Tw,out [°C] 27 

Heat transfer rate Q  [W] 21000 

Air volumetric flow rate aV  [m3/h] 13000 

Max fan speed ωmax [rpm] 890 

Max fan electrical power elP  [W] 1320 

3.3.1 Wettability factor 
The validation of the wettability factor is not an 
easy task to perform, in particular on a real install-
lation. The compactness of a coil assembly prevents 
the observation or the measurement of the water 
deposited on tubes and fins for each row. 
Although a detailed validation of the wettability 
factor cannot be performed, the sensitivity analysis 
to a possible error in the calculation of the wet area 
could already provide a good insight. 
This approach consists in assuming a given error in 
the calculation of the fins and tubes wet surface 
ΔAwet. The wettability factors Rwet for each row are 

then calculated together with the total transfer rate 
totQ∆ . For practical reasons, the variation of the 

wet area and the total heat transfer rate variations 
are provided in relative terms. 

wetwetwet AAA ∆=δ (19) 

tottottot QQQ  ∆=δ (20) 

This test is carried out by operating the hybrid 
cooler with an inlet water temperature of 40 °C, an 
inlet air dry-bulb temperature of 25 °C, an air rela-
tive humidity of 50 %, and water mass flow rate of 
3000 kg/h. The fan speed is operated at its maxi-
mum speed rate (890 rpm). Sprayed water rate 
amounts to 100 kg/h with a spray water cycle SFT 
of 0.1667. 

The deviation in relative and absolute terms is 
shown in Fig. 7 and Fig. 8. It can be seen that de-
spite a large deviation of wet surface area (±60 %), 
the total heat transfer varies less than ±5 %. On the 
contrary, a much larger variability is shown latent 
heat transfer (+30/-36 %). In absolute terms the 
deviation for the total heat transfer is between 42.9 
kW and 46.4 kW. 

Fig. 7 – Relative error on heat transfer as a function of the 
relative error on wet surface calculation 
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Fig. 8 – Absolute error on heat transfer as a function of the 
relative error on wet surface calculation 

3.3.2 Heat transfer and electrical power 
Fig. 9 and Fig. 10 show the comparison between 
the predicted and monitored instantaneous perfor-
mances of the hybrid cooler with respect to the 
rejected heat chQ  and the fans electrical power elP , 

respectively. 
The numerical model has an average error of 7 % 
for the rejected heat and 0.1 % for the fan power 
consumption. The major discrepancies are ob-
served at low values of relative fan speed. This is 
due mainly to the fact that the pressure loss curve 
of the fan provided by the manufacturers does not 
contain specifications for an installed component. 

Fig. 9 – Comparison of rejected heat power between monitoring 
(x-axis) and experimental (y-axis) data 

Fig. 10 – Comparison of fan electric power between monitoring 
(x-axis) and experimental (y-axis) data 

4. Conclusion

The aim of the present work is the development of 
the numerical model of a hybrid cooler to be used 
for transient simulations purposes. The work is 
motivated by a raising interest in HVAC manufac-
turers due to its adaptability to a wide range of 
applications and the limitation of operation and 
maintenance costs with respect to tradetional air-
based condensing units. 
The main features of the code elaborated are: (1) 
the definition of a modular geometry of the cooling 
coil, (2) the definition of water collection efficiency 
on coil surface due to a water jet sprayed upwards, 
(3) the possibility to develop tailored control strate-
gies for water spray cycles, and (4) the implement-
tation of dedicated control strategies to modulate 
the fan speed. 
The model can be exploited for different purposes 
by HVAC industries and system designers. The 
influence of a hybrid cooler as an alternative heat 
rejection component for a whole system layout can 
be quantified. Dedicated control strategies for fan 
and spray water systems can be developed and 
easily implemented by the users in the simulation. 
Coil geometry and fans arrangements can be opti-
mized for designing a custom-made water coil. 
The numerical model was validated by using the 
monitored data of a pilot plant installation from 
May throughout September 2013. The model 
demonstrated to be in good agreement with the 
monitored performance, with errors of 7 % of the 
rejected heat and 0.1 % regarding the fan power. 
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Nomenclature 

Symbols 

A Area (m2) 
C Thermal capacity (W/K) 
cp,a Specific heat of dry air (kJ/(kg K)) 
d Diameter (m) 
E Collection efficiency (-) 
hc Heat transfer coefficient (W/(m2 K)) 
hm Mass transfer coefficient (kg/(m2 s)) 
i Enthalpy (kJ/kg) 
l Length (m) 
l* Equivalent length (m) 
Le Lewis number (-) 
m  Mass flow rate (kg/s) 
NTU Number of transfer units (-) 
K Heat and mass transfer coefficient 

(kg/(m2s)) 

elP Electrical power (W) 
Q  Thermal power (W) 
Rwet Wettability factor (%) 
SFT Average spray cycle (-) 
T Temperature (K) 
t Thickness (m) 
U Heat transfer coefficient (W/(m2 K)) 
V Volumetric flow rate (m3/s) 
v Velocity (m/s) 
w Vidth (m) 
x Humidity ratio (kgv/kga) 
Δ Variation / difference 
ε Effectiveness (-) 
η Fin efficiency (-) 
λ Thermal conductivity (W/(m K)) 
ϕ Relative humidity (%) 
ω Rotational speed (rpm) 
σ Tolerance 
Σ Finite control volume 
τ Time (s) 

Subscripts/Superscripts 

a Air 
dep Deposited 
H Referred to heat transfer 
H+M Referred to heat and mass transfer 
i Internal 
in Inlet 
int Interface 

j Generic row number 
k Iteration number 
n Row number 
o External 
out Outlet 
s Spray water 
Sat Saturation 
W Referred to process fluid 
Wall Coil surface 
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Abstract 
Visual comfort is one of the main priorities in designing 

working and living environments. Several indicators 

have been developed to quantify the degree of visual 

discomfort; however, there is a lack of studies in spaces 

with roller shades on the windows, commonly used in 

North America. Roller shades transmit direct and diffuse 

daylight and therefore their effect on visual comfort is 

complex. A recent study with human subjects proposed 

two alternative approaches in quantifying visual discom-

fort for the case of roller shades, based on (i) a modifica-

tion of the Daylight Glare Probability (DGP) and (ii) an 

index based on the direct and the total portion of vertical 

illuminance on the eye of the observer. This paper uses a 

methodology based on the newly developed indices in an 

inverse way in order to propose suitable ranges for opti-

cal properties of the shade fabrics, in terms of openness 

factor and visible transmittance. A complex fenestration 

model that calculates the angular beam–beam and beam–

diffuse shading optical properties is implemented within 

an advanced hybrid ray-tracing and radiosity daylighting 

model. Then, the concepts of annual discomfort frequen-

cy (Chan et al., 2015) and View Clarity Index (Kon-

stantzos et al., 2015b) are used as a basis for the extrac-

tion of ranges of shade optical properties with respect to 

glare mitigation, energy performance and connection to 

the outdoors, for different sets of input parameters (loca-

tion, orientation, glazing visible transmittance and dis-

tance from the window). The use of these extracted rang-

es can help architects select the most suitable shading 

products for their designs, minimizing glare complaints 

with the minimum cost in terms of lighting energy use 

and connection to the outdoors. 

1. Introduction – Literature Review

Roller shades are an efficient and widely used 
shading approach, especially in perimeter office 
spaces; they combine solar and visual protection 
with aesthetically appealing presence. The selec-
tion of their properties can affect all three impor-
tant aspects of the visual environment; visual com-
fort, in terms of mitigating glare, energy potential, 
by means of reducing required lighting energy, 
and connection to the outdoors.  
There have been quite a few studies associating the 
fabric properties with energy performance, especial-
ly when combined with efficient shading control 
algorithms (Tzempelikos and Athienitis, 2007; Shen 
and Tzempelikos, 2012). However fewer studies 
take into account the important factor of visual com-
fort (Konstantzos et al., 2015a; Chan et al., 2014; Atzeri 
et al., 2014; Chan et al., 2015,). The latter paper pro-
posed a systematic method of selecting appropriate 
shading properties towards mitigation of glare and 
increase of energy performance. For the investiga-
tion of glare, based on concerns expressed in a study 
by Konstantzos et al. (2015a) about potential incon-
sistencies of Daylight Glare Probability – DGP (Wie-
nold and Christoffersen, 2006) when used in cases of 
facing the sun through fully applied shading fabrics, 
used a reasonable approach of a double illuminance 
criterion; using a threshold for the direct part of 
vertical illuminance to account for annual hours 
with the sun in the field of view and a threshold for 
the total vertical illuminance for the rest of the an-
nual hours. In a recent study, Konstantzos and 
Tzempelikos (2016a) conducted an experiment with 
human subjects to evaluate the applicability of such 
a double criterion, and proposed two new discom-
fort indices, one luminance-based and one illumi-
nance-based, to be used when the sun is visible 
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through shading fabrics. Konstantzos et al. (2015b) 
investigated the impact of fabric properties in the 
clarity of view, shedding light on the connection to 
the outdoors with roller shades and introduced the 
View Clarity Index, a quantification of clarity based 
on the two most commonly available fabric prope-
rties, openness factor and visible transmittance. 
This paper will propose a methodology to select 
suitable ranges for the optical properties of shad-
ing fabrics in terms of openness factor and visible 
transmittance with respect to glare mitigation, en-
ergy performance, and connection to the outdoors, 
using the newly proposed GlareEV and VCI indi-
ces to assess visual comfort and connection to the 
exterior respectively. 

2. Methodology 

2.1 Optical Properties of Roller Shades 

Shading fabrics are characterized by a set of prop-
erties that identify their color and optical character-
istics. That includes the openness factor (OF), the 
visible transmittance (TV) and the front and back re-
flectivities (RV). Among these, the ones that are pri-
marily connected with the visual environment are 
the openness factor and the visible transmittance. 
The openness factor reflects the weave density of 
the fabric and is an indication of the direct light 
being transmitted within it. Openness factors theo-
retically range from 0 (translucent fabrics) to 20 %, 
however most widely used fabrics are ranging 
from 1 % to 7 %, as higher values are often associated 
with conditions of visual discomfort and disability 
glare, while lower values have a negative impact 
on the outside view. 
The visible transmittance reflects the total portion of 
illuminance transmitted through the fabric and is 
also an indirect indicator of the fabric’s color; light-
colored fabrics have higher Tv compared to darker 
fabrics of the same openness factor due to the addi-
tional allowed direct-to-diffuse light transmission. 
The two aforementioned optical properties are com-
monly available by the fabrics’ manufacturers, and 
their impact is highly dependent on the incidence 
angle of the incident light transmitted through the 
window. 

2.2 A Suite of Metrics to Assess the 
Visual Environment 

A strategy of maximizing lighting energy perfor-
mance and connection to the outdoors while keep-
ing visual comfort as a constraint constitutes a 
straightforward decision making process, which 
can be used either in existing buildings, in terms of 
retrofitting, or to optimize the design of new spac-
es, in terms of orientations, façade configurations, 
control methods or even spatial layouts according 
to the specific needs and functions of the space. 
The above can be all linked in one main annual 
metric, the Visual Environment Index (Konstantzos 
and Tzempelikos, 2016b), which consists of three 
parts: VEIc, related to visual comfort, VEIe, focus-
ing on lighting energy performance and VEIv cov-
ering the connection to the outdoors (outside 
view). In this study, the same principles are used to 
propose a method of selecting optimal fabric prop-
erties for a given space. 
The Visual Comfort Autonomy or VCA is defined 
as the portion of annual working hours when a 
person in a specific position and under a selected 
viewing direction is under visually comfortable 
conditions. VCA is a framework to evaluate dis-
comfort, and can use any fitting discomfort index 
on a case-specific basis. For the needs of this study, 
where the shading fabrics are considered to be ful-
ly applied, the newly proposed discomfort index 
GlareEv (Konstantzos and Tzempelikos, 2016a) is 
used for the instances where the sun is within the 
field of view (Eq. 1), while a threshold for DGPs 
(Wienold, 2007) of 0.35, essentially associated with 
a 2760 lux threshold for the total vertical illumi-
nance, is applied for all other cases. 
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where Ev,dir(sun) is the direct vertical illuminance 
from the sun in the field of View and Ev is the total 
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vertical illuminance on the eye level. GlareEV is 
preferred over other luminance-based metrics as, 
due to its illuminance-based nature, it involves 
simpler calculations and faster simulations com-
pared to more accurate metrics as DGPmod that 
require the calculation of detailed luminance map-
pings for each time step. 
In order to comply with the VCA restrictions and 
constitute a space as comfortable, and also based 
on the study of Chan et al. (2015), there are two 
approaches to consider; (i) a reasonable standard of 
accepting a total of 5 % of annual working hours to 
be associated with discomfort (equivalent to 
VCA≥0.95) and (ii) a stricter consideration, of 
maintaining comfortable conditions for the entire 
working time of the year (equivalent to VCA=1). In 
lack of related literature focused on annual human 
subjects studies, it is unclear which of the two bet-
ter complies with everyday practice; as visual dis-
comfort does not occur in a transient form, it is 
important to eliminate every possible instance of 
discomfort in order to design glare-free indoor 
environments. Therefore, in this study only the 
safest approach (VCA=1) will be investigated, tar-
geting to eliminate every single instance of glare. It 
can be inferred by reason that more flexible con-
siderations might be also feasible, and the extent to 
which a space is protected from discomfort glare 
can be a decision of the architect, depending also 
on the operational objective of a space.  
To account for the connection to the outdoors, the 
recently proposed View Clarity Index (Konstantzos 
et al., 2015b) is utilized (Eq. 4), associating the clari-
ty of view with the openness factor and visible 
transmittance of the applied fabric. 

1.1
0.481.43 ( ) 0.64 0.22

v

OFVCI OF
T

 
= ⋅ + ⋅ − 

 
          (4) 

The latter was extracted in a human subjects study 
using a diverse questionnaire, defining clarity 
through various aspects (subjective and objective 
questions about visual acuity, color perception, 
distinguishability of given targets e.a.), and associ-
ates the clarity of view with the two most common-
ly available optical properties. 
For the consideration of the energy performance, 
the continuous Daylight Autonomy (cDA) is used 
(Rogers, 2006). The latter index is mostly efficient 

for cases of light dimming, which is becoming a 
standard in green building, and gives partial credit 
for the times in which daylight illuminance is be-
low the level of 300 lux, in order to comply with 
the IES standard LM-83-12 (IESNA, 2012).  

2.3 Method Description 

The proposed method targets to recommend fabric 
properties to be used in perimeter office spaces 
with respect to visual comfort, connection to the 
exterior, and lighting energy performance.       

 

Fig. 1 – Impact of fabric properties on the three main factors of 
the visual environment; examples for south orientation and 
1.75 m distance from window. 

Among these goals, visual comfort is considered to 
be the most important, as discomfort can have neg-
ative effects, ranging from slight decrease in per-
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formance to serious disability of performing office 
work. Therefore, in the proposed method, visual 
comfort is used as a constraint, using the strict ap-
proach presented in 2.1 for the total elimination of 
discomfort instances. The use of VCA as a con-
straint gives acceptable ranges of fabrics, in terms 
of openness factor and visible transmittance. 

Fig. 2 – Proposed method flow-chart 

However, lighting energy performance and con-
nection to the outdoors are two contradicting ob-
jectives; lighting energy performance is by defini-
tion higher with increasing visible transmittance 
(portion of transmitted light through the fabric), 
while connection to the outdoors is negatively af-
fected by the same increase (Konstantzos et al., 
2015b). Therefore, in this study, three main differ-
ent approaches are being presented when it comes 
to the two secondary objectives (view and lighting 
energy performance); proposing the optimal fab-

rics for (i) maximizing view, (ii) maximizing ener-
gy performance, and (iii) provide a balanced result 
of the two. Fig. 1 shows the impact of the fabric 
properties on the three main factors of the visual 
environment, while Fig. 2 shows a comprehensive 
flow chart of the proposed methodology. 
While the cases of maximizing energy or view can 
be straightforward, the weighting of the two attrib-
utes for the balanced case cannot be conclusively 
decided due to the difference in nature of the two 
parameters. Therefore, and until more light is shed 
on that matter, for this study, two different objec-
tives will be used to extract the optimal results for 
the balanced case: (i) a criterion of having the two 
attributes equally weighted (Bal.EW), which will at 
times compromise both view and energy perfor-
mance to very low values and (ii) a flexible criteri-
on (Bal.FL) which will first require each of the at-
tributes to be over a minimum value of 0.25, and 
then search for the pair which will lead to the two 
attributes as much equally weighted as possible 
given that none of the two would get very low val-
ues. The objective for the balanced approach is 
shown in Equations 5 and 6, as the pair of points 
with the minimum distance from the dichotomous 
line of the Cartesian system without or with the 
minimum restrictions respectively. 
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The authors believe that a compromise of the con-
nection to the outside would affect the perception 
of daylight in the space, so it shouldn’t be underes-
timated. A sample Pareto front chart of the four 
decision making approaches can be seen in Fig. 3; 
the points of the graph represent the combinations 
of OF and Tv that are eligible for use after the 
VCA≥95 % restriction, the green point is the opti-
mal fabric to maximize view (OF=4 %-Tv=4 %), the 
yellow point the optimal fabric to maximize light-
ing energy performance (OF=2 %-Tv=11 %), the red 
point reflects the equally weighted balance of  the 
two attributes (here fabric OF=1 % and Tv=2 %), 
and the black point shows the flexible balance 
(here OF=4 %-Tv=6 %). 
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Fig. 3 – Pareto Front chart showing the logic of optimal pairs 
selection – results for south orientation, 1.75 m from the window 
and the strict VCA restriction (VCA=1) 

2.4 Modeling Methodology 

A hybrid ray-tracing and radiosity daylighting 
model with a glare module is used for the calcula-
tions of VCA and continuous daylight autonomy 
for the suggested configurations. The model con-
sists of four main parts, the first simulating the 
exterior lighting conditions (direct and diffuse 
illuminance on the exterior of the window), based 
on TMY3 weather files, the second simulating the 
properties of the complex fenestration system 
(glazing and dynamic shading), the third calculat-
ing the interior mapping for luminances and illu-
minances over a specified grid, and the fourth 
finally calculating the glare index for each position 
and viewing direction of interest. We use the mod-
el by Perez et al. (1987) to calculate the diffuse sky 
illuminance distribution. For the interior illumi-
nance and luminance distributions calculations, the 
hybrid ray tracing and radiosity module (Chan and 
Tzempelikos, 2012) was implemented. Ray tracing 
is used to capture the sun’s position and the di-
rectly lit areas in the interior. Then, the radiosity 
method uses the initial exitances obtained above to 
apply the inter-reflections of the interior surfaces 
and calculate the final luminance and illuminance 
distribution in the interior for the desired grid of 
positions, while all surfaces densely discretized in 
order for the glare module to accurately identify 
the glare sources which will be taken into account 
in the equations. The model has been validated 
with experiments (Chan et al, 2014). The detailed 
beam-diffuse and off-normal properties of the roll-

er shades were calculated using the semi- empirical 
method introduced by Kotey et al. (2009). This 
model, which proved to be accurate and reliable 
for several types of standard (PVC-coated and vi-
nyl) fabrics, calculates the beam-beam and beam-
total visible transmittance angular variation as a 
function of the incidence angle and the normal OF 
and Tv properties, provided by manufacturers. The 
latest version of EnergyPlus (2015) includes this 
angular model in the “window thermal calculation 
module”, as part of the new “equivalent layer fen-
estration model”. In summary, the angular beam-
beam shade transmittance (τbb) is calculated from: 

( ) ( )0 cos
2

b

bb bb
cut off

π θτ θ τ
θ −

  
 = × ×     

(6) 

where θ is the solar incidence angle, τbb(0) is the 
beam-beam transmittance at normal incidence, 
assumed equal to the OF of the fabric (provided by 
manufacturers), and b and θcut-off  are parameters 
that depend on τbb(0), as explained in Kotey et al. 
(2009).  The angular beam-total transmittance (τbt) 
is calculated from: 

( ) ( ) ( ) { }0 cosθ , d
bt bt cut offτ θ τ θ θ −= × < (7) 

where τbt (0) is the beam-total transmittance at 
normal incidence (total visible transmittance pro-
vided by manufacturers) and d is a parameter that 
depends on openness factor and total visible trans-
mittance. The cut-off angle should not be applied 
to light-colored fabrics, to account for direct light 
scattering at higher angles, while small corrections 
might be needed for dark-colored fabrics (Tzempe-
likos and Chan, 2016). The beam-diffuse transmit-
tance, necessary for the accurate modeling of light 
transfer through shades, is then equal to τbt -τbb for 
each angle. Finally, integrating τbt over the hemi-
sphere yields the diffuse-diffuse shade transmit-
tance (τdd), which cannot be measured or calculated 
otherwise. 
As a geometry for the current study, a private 
office space is selected with a floorplan of 5mx5m 
and height of 3.4m with a 70 % WWR. Also, a 
standard double clear glazing system is used, to be 
compatible with most existing perimeter office 
spaces. The results are presented for two different 
distances from the window (0.75 m, 1.75 m) and for 
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the four main orientations (S,W,E,N). The location 
of the simulations was chosen to be Lafayette, IN. 

3. Results - Discussion

Table 1 shows the allowed combinations of fabric 
properties based only on visual comfort, for a 
viewing distance of 1.75 m from the window. The 
number in brackets characterizes the maximum 
permitted visible transmittance (Tv) for the given 
openness factor. 

Table 1 – Allowed fabric combinations for 1.75 m (VCA=1) 

S  1 % (8 %), 2 % (3 %) 
W 1 % (8 %), 2 % (3 %) 
E 1 % (10 %), 2 % (8 %) 
N No restriction 

The above permitted combinations can be used in 
order to comply with the visual comfort constraint. 
However, in order to take advantage of the full po-
tential in terms of lighting energy performance, 
outside view or a balanced combination of the two, 
the method presented in 2.3 can propose the opti-
mal pairs for each case. These can be seen in Table 2: 

Table 2 – Fabric recommendations for 1.75 m (VCA=1) 

View Energy Bal. EW Bal. FL 
S 2%-2% 1%-8% 1%-2% 2%-3% 
W 2%-2% 1%-8% 1%-2% 2%-3% 
E 2%-2% 1%-10% 2%-4% 2%-4% 
N N/A N/A N/A N/A 

In cases where the immediate area near the win-
dow needs to host occupants, the results are modi-
fied as seen in Tables 3 and 4. Due to the poor sun-
light exposure of northern facades in the northern 
hemisphere, no recommendations are stated for 
this orientation, as all fabrics in the evaluated 
range meet the strict VCA criterion of zero glare 
hours. 
It can be derived by the results that the impact of 
the direct-to-direct and direct-to-diffuse portion of 
the fabrics, depending on their properties, can af-
fect the results in different ways for different objec-
tives; to maximize the clarity of view, the objective 
is to achieve an openness factor close to the visible 

transmittance, in order to minimize the direct-to-
diffuse portion of the light transmission. The latter 
however is essential to increase the lighting energy 
performance of the space by maximizing daylight 
illuminance. Therefore, when focused on energy 
performance, the objective is for a given openness 
factor to use the maximum permitted visible trans-
mittance.  

Table 3 –  Allowed fabric combinations for 0.75 m (VCA=1) 

S  1 % (5 %), 2 % (2 %) 
W 1 % (5 %), 2 % (2 %) 
E 1 % (6 %), 2 % (6 %) 
N No restriction 

Table 4 – Fabric recommendations for 0.75 m (VCA=1) 

View Energy Bal. EW Bal. FL 
S 2%-2% 1%-5% 1%-2% 2%-2% 
W 2%-2% 1%-5% 1%-2% 2%-2% 
E 2%-2% 2%-6% 1%-2% 2%-3% 
N N/A N/A N/A N/A 

When attempting to balance the two attributes, it 
can be clear by the results that at times there is a 
significant compromise in both of them, if the crite-
rion is a strict consideration of equal weights. If 
however this criterion switches to a more flexible 
approach, it is possible to achieve satisfactory re-
sults for both secondary aspects of the visual envi-
ronment. 
In addition, the results also reflect the definition of 
the GlareEV index, which was used to form the 
visual comfort constraint; the latter takes into 
account both direct and total parts of the vertical 
illuminance, and due to its form, having the por-
tion of the two as a variable, also accounts for the 
interaction of the two, in terms of direct-to-direct 
and direct-to-diffuse light transmission. Positions 
closer to the window are more prone to be affected 
by the increased total vertical illuminance of 
brighter fabrics, therefore the recommended upper 
limits of visible transmittance are lower when ap-
proaching the window.  
Should a less strict criterion be selected, allowing a 
minimum of 95 % of the annual working hours to 
be complying with the visual comfort restrictions, 
the upper limits of the fabric properties become 
more flexible, as shown in Table 5. 
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Table 5 – Allowed fabric combinations for 0.75 m (VCA>0.95) 

S  1 % (6 %), 2 % (7 %), 3 % (6 %), 4 % (4 %) 
W 1 % (6 %), 2 % (7 %), 3 % (5 %) 
E 1 % (8 %), 2 % (9 %), 3 % (9 %), 4 % (8 %) 
N No restriction 

However, glare occurrences for up to 5 % of annual 
working hours, associated with the VCA>0.95 limi-
tation, get essentially translated to up to 200 hours 
of visually uncomfortable conditions annually. Due 
to the nature of visual discomfort (potentially in-
stantaneous) and the resolution of the annual si-
mulations (hourly time steps reflecting the avail-
able weather data), the authors believe that a strict 
consideration of zero glare hours, as reflected in 
Tables 1 to 4 is the most conservative approach 
towards glare-free zones in indoor environments. 

4. Conclusion

This paper presented a methodology to recom-
mend optical properties of shading fabrics in terms 
of openness factor and visible transmittance with 
respect to glare mitigation, energy performance, 
and connection to the outdoors, using the newly 
proposed GlareEV and VCI indices to assess visual 
comfort and connection to the exterior respectively. 
Visual comfort was used as a constraint, aiming to 
ensure glare free conditions for the entire portion 
of annual working hours, while the two contradict-
ing objectives of lighting energy performance and 
connection to the outdoors were handled using 
four different objectives. 
The results showed that openness factors should be 
always kept within 2 % in order to ensure visual 
comfort throughout the entire year, with visible 
transmittance upper limits ranging from 8% for 
southern facades to 10 % for eastern facades. For 
positions closer to the window, and in order to 
account for the potential increase of the total verti-
cal illuminance due to the higher visible window 
surface, lower limits of visible transmittance are 
recommended. To maximize view to the outside, 
openness factor values close to the visible transmit-
tance are recommended in order to minimize the 
direct to diffuse portion of the light transmission, 
while to maximize lighting energy performance, 

the key is increasing the aforementioned portion 
by using a visible transmittance much higher than 
the openness factor.   
Future work includes the development of a unified 
fabric rating index that will be used in design as a 
fabric selection tool, as well as an investigation of 
the thermal implications caused by fabric selection 
based on the visual environment performance. An-
nual comfort metrics, zonal, spatial and temporal, 
with respect to usability and availability (Atzeri 
et al., 2016), should be used for such an analysis. 
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Abstract 
Dynamic simulation allows us to foresee the actual 

behavior of a building as a whole, namely of the 

envelope, its occupants, and HVAC equipments. This 

approach requires a huge amount of data of current in-

homogeneous variables related to local climate, shelter’s 

shapes and materials, fenestration and lighting techno-

logies, mechanical and electrical facilities, air quality 

needs, etc. Consistency and accuracy of input data, 

together with a comprehensive and integrated know-

ledge of the performance of all the parts involved, act as 

the crucial points of the process. The paper, by means of 

a proprietary simulation SW proposed and used in the 

past by one of the Authors, shows first results in terms of 

impact of different degrees of buildings fenestration on 

needs of energy for either lighting and air conditioning. 

Conflicting opportunities when comparing locations in 

Southern (Rome) and in Northern (Berlin) Europe are 

found. A focus on crucial points is made using a case 

study as a reference. 

1. Introduction

The correct evaluation of energy consumption of 
buildings is a necessity either to fulfill legal obliga-
tions, either to find the fittest improvements for ex-
isting buildings. Dynamic simulation models allow 
us to enhance the representation of the physical 
characteristics of the materials and to deeply fore-
cast the effects of any change of the envelope 
and/or the plant facilities (Hensen and Nakahara, 
2001; Hensen and Lamberts, 2011; Reddy, 2006). In 
the present paper we will stress a basic aspect often 
underestimated: the study of the lighting system 
with respect to the daylighting contribution (Fon-

toynont, 1999). This actually influences the overall 
energy consumption of buildings, as much as they 
are highly performing from the merely thermal 
point of view (Bazjanac, 2004; Fumo et al., 2009). 

2. Aim of the Work

The purpose of the work is to evaluate and 
compare the different energy needs of an overall 
building-plant system (in terms of thermal, 
cooling, and electric demand) when varying both 
fenestration and climatic conditions, through the 
implementation and execution of a computer code 
(Spena, 1984) acting as a dynamic simulation 
model. The comparison will be carried out on dif-
ferent scenarios referring to a base-case, focusing 
on the influence of different kinds of glass of the 
frames, as follows: 
- Fenestration: 

- Double glass, low emissivity (base-case) 
- Single glass, low emissivity 
- Triple glass, low emissivity. 

- Locations and scenarios: 
- South Europe (city of Rome), standard 

building broadly exposed to insolation 
(base-case)  

- South Europe (Rome), building with smaller 
window’s areas, and actually sun-shaded 

- South Europe (Rome), fully shaded building 
(no direct sunlight) 

- North Europe (city of Berlin), standard 
building broadly exposed to insolation 

- North Europe (Berlin), building with 
smaller windows areas, and actually sun-
shaded 
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- North Europe (Berlin), fully shaded build-
ing (no direct sunlight). 

The case study is the model of a real building locat-
ed in Rome, used as an office from Monday to Fri-
day in the daily range of 7 am–8 pm. The character-
istics of the overall building-plants system together 
with the input data considered will be displayed in 
§ 4, 5, 6. 

3. Climate Simulation 

3.1 The Stabilized-Periodic Regime 

In order to get a correct energy need for HVAC 
plants, a detailed knowledge of the thermal behav-
ior of the building during time is necessary. For 
this purpose, the study of heat transfer must be 
taken considering the stability of a harmonic ther-
mal fluctuation (Clarke, 2001; Fisher and Pedersen, 
1997). The temperature-response of the system was 
obtained from the Fourier’s general equation reso-
lution under realistic boundary conditions. For the 
wall’s temperature on the inner face we used: 

Tpi(s, t) = Te��� + θ ∗ e−βs ∗ sen(ωt − βs) (1) 

Inside the wall, anywhere at an x-distance from the 
outer face, we supposed a temperature periodic 
oscillation delayed and damped when compared 
with the fluctuation acting on the outer side. 
Both damping and phase-delay are functions of the 
parameter β: it depends on material’s properties, 
according to the expression: 

𝛽𝛽 =  � 𝜋𝜋
𝑎𝑎∗𝜏𝜏0

      (2) 

This assumption, valid for a single-layer, may be 
extended to multi-layer walls by introducing (Ta-
bunschikov, 1993) an equivalent homogeneous 
wall. Solar radiation on the outer surface is also 
taken into account, by means of the “sun-air tem-
perature” (ASHRAE, 2000). 

3.2 Insolation and IR Radiation 

Solar radiation on the building surfaces affects 
both the thermal loads due to transmission through 
opaque and transparent walls, and the loads due to 
solar gains by transparency (Gugliermetti et al., 
2004). The radiation intensity on the building sur-

faces not only depends on geographical coordi-
nates, hour of the day, and sky conditions, but also 
varies according to the exposure of the lighted area 
(Spena et al., 1997). Calculations of the three com-
ponents of global solar radiation have been per-
formed following the semi-empirical model of 
atmosphere provided by Spena et al. (2010). 
No IR radiative transfer is considered at nighttime, 
assuming all windows as fully shaded.  

4. Building Simulation 

 

Fig. 1 - The case-study building (Google Earth) 

The architecture of the simulated building (Fig. 1) 
fits well with both sites (Rome and Berlin). It is 8 
floors tall, with a total height of 27 m and an aspect 
ratio of roughly 0.3. The window/total wall surface 
ratio varies along the three main building facades, 
with values: 0.48, 0.28, 0.20. 

5. HVAC Facilities Simulation 

5.1 Air Conditioning 

Thermal comfort within the building is provided by 
a fully conditioned air system (air-water mixed type, 
namely primary air + fan-coil) that controls: ambient 
temperatures, relative humidity, airflow, and re-
newal. Primary air is treated in several AHU (Air 
Handling Units) and sent to spaces to balance latent-
heat loads. Sensible-heat loads are balanced by the 
fan-coil water system. Space inner temperatures 
were set according to the current standard comfort 
requirements. External air handling acts as follows: 
- winter: pre-heating, humidification, post-heating 
- summer: cooling & dehumidification, post-

heating. 
Renewal air flow-rates were calculated as: 
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�̇�𝑉 = 𝑛𝑛 ∗ 𝑉𝑉 (𝑚𝑚
3

ℎ
)    (3) 

𝑛𝑛 = 0.15 ∗ �24−𝑡𝑡𝑡𝑡𝑡𝑡
24

� +  𝑡𝑡𝑡𝑡𝑡𝑡∗𝜙𝜙∗𝑖𝑖𝑎𝑎∗𝐴𝐴𝐴𝐴
2400∗𝑉𝑉𝑎𝑎   (4) 

5.2 Inner Lighting 

The lighting system is designed to guarantee and 
maintain given levels and uniformities of light on 
the work-field; to this purpose, according to UNI 
EN 12464, for offices and connecting spaces 
lighting levels were respectively averaged to 300 
and 50 lx. Current standards on natural lighting in 
Italy (UNI 10840: 2000) impose an "average 
daylight factor" to be higher than 2 %, and the fe-
nestration area to be greater than 1/8 of the floor 
area. It is then possible to evaluate the artificial 
lighting needs during time. The case study actual 
lighting system was based on halogen incandescent 
lamps with an efficiency of 22 lm/W. It was rough-
ly assumed that 90 % of the electrical lighting po-
wer was released into the rooms, and the remain-
ing 10 % wasted to the outer environment through 
the windows. 

6. The Input Data of the Model 

The listing of the code (Spena, 1984) is composed of 
a main routine and of four different subroutines 
operating iteratively to be applied simultaneously 
to the different scenarios, while composing a 
unique code that can inherently generate the 
results of each comparison. In order to correctly 
take into account the radiation and sun-air tem-
peratures dependence on both time and exposure, 
in the iterative control procedures the execution of 
paths was stepped with reference to: 
- day of the year (one reference day per month) 
- surfaces exposure  
- hourly building usage range (7 am – 8 pm). 
A lean flow-chart is given in Fig. 2. 
 
 
 
 
 
 
 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 – Simulation flow-chart 

The daily results were then extended prior month-
ly and then yearly in terms of total heating, cool-
ing, and electrical energy loads. Heating and cool-
ing loads are supposed to be respectively covered 
by boilers, and electrical chillers. The correspond-
ing electrical needs are then computed in the over-
all electrical energy (Spena, 1984; Spitler, 2009; 
Pedrini et al., 20002). 
The following main input quantities are consid-
ered. 
- Weather data: 

- Daily maximum and minimum external air 
temperatures; sunny hours per day; 
maximum and minimum shading; urban 
surfaces albedo; 

- Building data: 
- Total area of walls, roof, windows, floor, 

connective, inner surfaces; inter-storey 
height; total building volume; thermo-
physical characteristics of walls, roof, floors; 
characteristics of the windows; solar 
radiation absorptance from walls and from 
the roof; 

- Facilities data: 
- airflow-rates; room temperature setpoints; 

performances of the major components; 
conversion efficiencies of the plants. 

Building 
data 

Climatic and 
locational data 

Plants data 

Walls 
inertia 

Astronomical 
parameters 

Natural 
lighting 

Primary 
air 

Insolation External 
temperature

 

Artificial 
lighting 

Sun-air 
temperature 

Heating and cooling loads related to the site and the 
consequent air treatments 

Electrical consumptions 
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7. Simulation Results 

7.1 The Base-Case: South Europe, 
Rome 

7.1.1 Site 
The reference site for the base-case is Rome. 
The windows have the following properties 
(Table 1): 

Table 1 – Base-case windows properties 

Properties Values 

Glass type Low-emissivity double glass 

Transparency 

Window factor 

0.64 

0.35 

Alignment factor 

Shading factor       

Solar factor 

0.8 

0.5 

0.32 

Chassis factor 

Transmittance 

1.17 

1.3 kcal/(h*m2*K) 

7.1.2 External conditions, inner lighting 
The hourly outside temperature maximum value is 
attributed to 3 pm of each day. The absolute maxi-
mum was recorded in August (31.9 °C), the abso-
lute minimum (2.5 °C) in December. As far as inso-
lation is concerned, when clear sky is recorded we 
assume for the considered building that the maxi-
mum values are reached before midday for expo-
sures that include South, after midday for expo-
sures that include West (Gugliermetti et al., 2004). 
The cover receives maximum insolation at noon. 
The artificial lighting needs are closely related to 
the contribution of the sunlight, due to their intrin-
sic complementarity; so lighting needs occur 
mainly at sunrise and at sunset, while lacking 
around the midday (Pedrini et al., 2002; Li and 
Wong, 2007). This range is wider in summer. 

7.1.3 Energy loads 
As a matter of main interest, the amounts of the 
fan-coil loads of each different exposure are report-
ed in Fig.s 3 and 4. 
 

Fig. 3 – Fan-coil loads, heating demand 

Fig. 4 – Fan-coil loads, cooling demand 

The month requiring more local heating is January 
(2441 kWh), while the higher demand for local 
cooling occurs in August (50 676.5 kWh). The 
entity of those loads shows that relatively low ther-
mal dissipation and high internal loads charac-
terize the considered building. Monthly electrical 
requests are dominated by the use of lighting sys-
tems and chilling units. 
Adding AHU demand, and reassuming:  
- Thermal energy required: 391 765.8 kWh/year 
- Cooling energy required: 624 801.9 kWh/ year 
- Electrical energy required: 778 846.3 kWh/ year 

7.1.4 Glass sensitivity 
The kind of glass (Tables 2 and 3) influences either 
thermal and daylighting contributions (due to dif-
ferent transparencies), either loads due to the 
transmission through the glass (due to different 
transmittances). 

Single glass  

Table 2 – Single glass properties 

Properties Values 

Transmittance 

Transparency 

Solar factor 

2.6 kcal/(h*m2*K) 

0.8 

0.4 

 
The monthly thermal needs keep on growing (the 
higher transmittance and the lower artificial lighting 
contribution prevail over the higher transparency to 
insolation); the cooling requests decrease in winter 
and rise in summer (the combination of greater 
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transmittance and transparency prevail over the low 
artificial lighting contributions). Electricity is mostly 
influenced by the lower cooling demand. 
The annual need relative departures (%) from the 
base-case are as follows: 
- Heating: +8.7 %; Cooling: -6.4 %;  

Electricity: -2.9 %. 

Triple glass 
Table 3 – Triple glass properties 

Properties Values 

Transmittance 

Transparency 

Solar factor 

1.1 kcal/(h*m2*K) 

0.51 

0.25 

The heating demand results lower in all months. 
The cooling demand increases in winter and de-
creases in summer, because of the lower transmit-
tance and transparency. Electrical consumption in-
creases, following the artificial lighting needs. 
Departures from the base-case: 
- Heating: -1 %; Cooling: -0.37 %;  

Electricity: +1.1 %. 

7.2 Lower Fenestration: The Case of 
Rome 

In the reference site of Rome, the building was 
modified by reducing the window surfaces and 
their outer shield (shading factor = 0.9). The new 
window/total wall surfaces ratios are respectively 
equal to 0.05-0.10-0.20. The glass type of the initial 
configuration is the base case one. The reduction of 
the glass surfaces affects both the loads due to 
radiation and the loads due to artificial lighting, as 
the average daylight factor diminishes. Departures 
from Case 1 in standard configuration are: 
- Heating: -2.28 %; Cooling: +8.8 %;  

Electricity: +10 %. 

Single glass  
Departures from the initial configuration: 
- Heating: +1 %; Cooling: -4.6 %;  

Electricity: -3.4 %. 
Similarly to the previous case, the transition from 
double to single glass leads to a greater heat con-
sumption (due to greater transmittance) and to a 
lower electrical (related to lighting devices) and 
cooling request: the latter due to the lower dissipa-

tion by internal light that prevails over the greater 
solar gain. Departures from Case 1 with the same 
kind of glass: 
- Heating: -9.2 % ; Cooling: +10.9 %;  

Electricity: +9.4 %. 
These departures show how the same kind of glass 
over greater surfaces (and greater outer shield) 
requires: less cooling and electricity, more heating. 

Triple glass 
Departures from the initial configuration: 
- Heating: -0.1 %; Cooling: +1.1 %;  

Electricity: +1.1 %.  
For this different building configuration the effect 
of the triple glass gives a greater cooling request. 
Departures from Case 1 with the same kind of glass: 
- Heating: -1.4 %; Cooling: +10.4 %;  

Electricity: +11.9 % 

7.3 Total Shading: The Case of Rome 

The new outer condition accounts for the lack of di-
rect radiation on the building surface in the stand-
ard configuration. The presence of solely diffuse ra-
diation implies a lower global radiation intensity 
that leads to both sun-air temperature and solar gain 
reductions. Spaces inner lighting doesn’t undergo 
any changes. Departures from Case 1 in the stand-
ard configuration: 
- Heating: +0.3 %; Cooling: -9.8 %;  

Electricity: -2.9 %. 

Single glass  
For this scenario we considered true to evaluate the 
relative departures only from Case 1. In the stand-
ard configuration they resulted in: 
- Heating: +9.7 %; Cooling: -18.2 %;  

Electricity: -6.48 %.  
Departures from Case 1 with the same kind of glass: 
- Heating: +0.9 %; Cooling: -12.6 %;  

Electricity: -3.7 %. 
The lower insolation leads to smaller cooling and 
electricity request, and to higher heating 

Triple glass 
Departures from Case 1 in standard configuration: 
- Heating: -0.72 %; Cooling: -8.4 %;  

Electricity: -1.3 %.  
The general reduction of all annual loads enable us 
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to conclude that using a triple glass in the absence of 
direct radiation performs better than using a double 
glass in standard insolation conditions. 
Departures from Case 1 with the same kind of glass: 
- Heating: +0.28 %; Cooling: -8 %;  

Electricity: -2.4 %. 

7.4 The Case of North Europe: Berlin 

7.4.1 Site, insolation, outer daylighting 
The selected site is Berlin. The building is assumed 
to be the same of base case, in the standard con-
figuration. 
A different siting involves variations of climatic 
conditions such as temperature, insolation, dura-
tion of the day and of actual hours of sunshine, 
external average illumination values. In Berlin, 
temperatures are always lower than in Rome. As 
the absolute maximum temperature is recorded in 
summer in Rome (31.9 °C), the absolute minimum 
occurs in winter in Berlin (-2 °C). The irradiation 
trend for the different exposures is similar to that 
of Rome, while the intensity values are in general 
lower. A higher latitude also means that days are 
shorter in winter and longer in summer (Fig. 5). 

Fig. 5 – Durations of the reference days vs. months of the year

7.4.2 Energy loads 
The maximum fan-coil heating demand occurs (see 
Fig. 6) in February, with a value of 12 085 kWh 
(almost 5 times the maximum monthly in Rome). 
The chilling fan-coil request (Fig. 7) is highest in 
July, namely up to 43 378 kWh (lower than the 
maximum cooling load occurred in Rome); high 
values are also recorded in January and December 
as the consequence of a high artificial lighting 
demand. The results reflect what above exposed in 
terms of climatic diversity between the two 

locations. The electrical energy performance (peak 
of 88 656 kWh in December, mainly due to lighting 
need) corroborates what said until now. 
Adding AHU demand, and reassuming: 
- Thermal energy required: 567 271.6 kWh/year 
- Cooling energy required: 390 216.5 kWh/year 
- Electrical energy required: 703 721 kWh/year. 

Fig. 6 – Fan-coil loads, heating demand 

Fig. 7 – Fan-coil loads, cooling demand 

Departures from Case 1 in standard configuration: 
- Heating: +44.8 %; Cooling: -37.5 %;  

Electricity: -9.6 %. 

7.4.3 Sensitivity to the kind of glazing 

Single glass  
Heating demand keeps on growing; cooling re-
quest is instead always decreasing, the highest de-
partures occurring in months with low external 
solar radiation (in other months higher solar gains 
are offset by low lighting devices thermal dissi-
pation). 
Departures from initial configuration: 
- Heating +15.6 %; Cooling: -17.3 %;  

Electricity: -4.7 %.  
Departures from Case 1 with the same kind of glass: 
- Heating: +53.9 %; Cooling: -44.8 %;  

Electricity:-11.3 % 
Lower outdoor temperatures, lower radiation and 
external lighting lead to: a greater demand for heat-
ing; a lower demand for cooling and electricity. 
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Triple glass 
Heating needs departures are again negative, but 
lower in absolute values. Cooling requirements 
instead grow in colder months and decrease in 
warmer months (due to lower heat transmission 
and lower transparency). 
Departures from the initial configuration: 
- Heating: -2.2 %; Cooling: +2.5 %;  

Electricity: +2.1 %.  
We can observe that, unlike Rome, triple glazing 
leads to an increase of the cooling need (the lower 
external insolation makes the artificial lighting 
dissipation dominant in the overall energy 
balance). 
Departures from Case 1 with the same kind of glass: 
- Heating: +43 %; Cooling: -35.7 %;  

Electricity: -8.8 %. 

7.5 Lower Fenestration: The Case of 
Berlin 

Still in Berlin; reference building the same of Case 2. 
Departures from Case 4 in the standard configura-
tion: 
- Heating: -2.3 %; Cooling: +8.9 %  

Electricity: +17 %.  

Single glass 
Departures from the initial configuration: 
- Heating: +3 %; Cooling: -12.5 %;  

Electricity: -6 %.  
The trend is similar to the previous cases of single 
glazing. Departures from Case 4, same kind of 
glass: 
- Heating:-16.6 %; Cooling:+31.8 %;  

Electricity: +15.5 % 
Departures result similar to those of Case 2. 

Triple glass 
Departures from the initial configuration: 
- Heating: -0.4 %; Cooling: +4.6 %;  

Electricity: +2.1 %.  
The use of a more insulating and less transparent 
glass, in this site reduces the transmission and 
solar gain loads; but globally amplifies the effect of 
the other inner loads. Departures from Case 4 with 
the same kind of glass: 
- Heating: -4.8 %; Cooling: +27 %;  

Electricity: +19.9 %. 

7.6 Total Shading: The Case of Berlin 

Still in Berlin; outer conditions changed as in Case 3. 
Departures from Case 4 in the standard configura-
tion: 
- Heating: +0.6 %; Cooling: -8.1 %;  

Electricity: -1.7 %. 
  

Single glass 
Departures from Case 4 in the standard configura-
tion: 
- Heating: +17.1 %; Cooling: -26.4 %;  

Electricity: -6.6 %  
Using the single glass instead of the double one, 
when adverse changes in insolation occur, in-
volves: higher heating demand; lower cooling de-
mand; lower electrical demand. Departures from 
Case 4 with the same kind of glass: 
- Heating: +1.3 %; Cooling: -11 %;  

Electricity: -1.9 %. 

Triple glass 
Departures from Case 4 in the standard configura-
tion: 
- Heating: -1.7 %; Cooling: -4.2 %;  

Electricity: +0.7 %.  
Departures from Case 4 with the same kind of 
glass: 
- Heating: +0.5 %; Cooling: -6.5 %;  

Electricity: -1.3 %. 

8. Discussion 

Consistently with the results reported in § 7, in the 
following pictures it may be observed, as a conse-
quence of the transmittance and transparency re-
ductions (transition from single to triple glass), a 
general heating (fan-coils+AHU) needs decrease 
(Fig. 8) together with a cooling (fan-coils+AHU) 
needs increase (Fig. 9). 
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Fig. 8 – Heating overall demand for different glasses (from left: 
single, double, triple) in the 6 analyzed cases 

 

 

Fig. 9 – Cooling overall demand for different glasses (from left: 
single, double, triple) in the 6 analyzed cases 

 

 

Fig. 10 – Electricity demand for different glasses (from left: single, 
double, triple) in the 6 analyzed cases 
 
The highest thermal needs for the same site are rec-
orded in case of lack of direct radiation; while the 
highest cooling needs occur in case of reduced win-
dows area (electrical needs trends follow the cooling 
ones). The merely electrical demand (which inher-
ently compounds all the HVAC facilities) is repre-
sented in Fig. 10, while in Fig. 11 the total energy 
required for the overall building performance is 
shown. 
 

 

Fig. 11 – Annual total heating and cooling demand for different 
glasses (from left: single, double, triple) in the 6 analyzed cases 
 
In this last picture we can observe that the overall 
heating and cooling demand doesn’t follow a pre-
dictable trend. Considering the scenarios #1 and #4 
(Rome and Berlin in standard configuration), and 

not taking into account the final building system 
electrical consumptions, we could conclude that by 
replacing single glasses with triple ones (of the giv-
en properties) could be beneficial to both the sites 
of Rome and Berlin. A general assessment of this 
kind, however, is not always predictive for the 
actual suitability for dedicated, specific solutions. 
As a matter of fact, a more comprehensive analysis 
should consider indeed the global amount of the 
final energy requirement, especially if energy for 
the HVAC service is partly electrical (chillers, fans, 
pumps) and partly thermal (boilers), while the 
energy used by the lighting systems is merely 
electrical (Spena, 1984; Zhu, 2006). This could 
correctly lead to assess the solution that – the same 
comfort levels given - involves smaller overall 
values of both terms. And, in case of conflicting 
demand trends, the choice of the best solution 
would require an additional analysis in terms of 
primary energy, to be expressed in economic terms 
(Fumo et al., 2009). It appears necessary, as an 
example, in the two previously mentioned cases 
when, moving from single to triple glazing, 
thermal and electrical performances oppose. 

9. Conclusion 

Methodology appears validated by the intrinsic 
coherence of the results, and the tool fit for build-
ing comprehensive simulations. Actions and retro-
fittings on fenestration made with the aim of opti-
mizing the building performance not always lead 
to intuitive goals: as a matter of fact, with respect 
to the site we can obtain different performances for 
the same category of glass. The critical issue of 
glasses resides in their wide field of influence on 
building energy consumption: mainly inner room 
HVAC (due to the influence on heat transmission, 
solar gains, artificial lighting) together with 
lighting system energy needs. The mere assump-
tion that single, double, triple glasses can un-
doubtedly - in this order – increasingly reduce 
building energy needs in any climatic condition, 
has been demonstrated to be not self-evident. Fur-
ther insights will explore the sensitivity of the re-
sults to the use of led lamps at a user’s level, and of 
heat pumps at a central level. 
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Nomenclature 

Symbols 
Tpi Internal wall temperature (°C) 
𝑇𝑇𝑇𝑇��� Average outside temperature (°C) 
θ Fluctuations half-amplitude (-) 
t Time (s) 
ω Frequency of fluctuations (𝑠𝑠−1) 
s Wall thickness (m) 
β Damping factor (𝑚𝑚−1) 
a Thermal diffusivity (𝑚𝑚2 ∗ 𝑠𝑠−1) 
τ0 Time of oscillation (h) 
�̇�𝑉 Ventilation air flow-rate (𝑚𝑚3 ∗ ℎ−1) 
n Renewal air rate (ℎ−1) 
V Room volume (𝑚𝑚3) 
toc Room occupancy time (h) 
ϕ Specific flow-rate (𝑚𝑚3 ∗ ℎ−1 ∗ 𝑝𝑝𝑇𝑇𝑝𝑝𝑠𝑠𝑝𝑝𝑛𝑛) 
ia Occupancy (person * (100 𝑚𝑚2)−1) 
Ap Useful floor area (𝑚𝑚2) 
Va Air volume in HVAC service (𝑚𝑚3) 
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Abstract 
In the US, more than 45 % of the building primary 
energy is used for space cooling, space heating, 
and water heating. Advanced HVAC systems are 
key to building energy consumption reduction. A 
variable refrigerant flow (VRF) system is a promis-
ing solution to this problem, because it can precise-
ly provide space cooling and/or space heating for 
different zones. A literature review of previous 
VRF modeling studies shows that the use of exist-
ing simulation tools, such as EnergyPlus, can result 
in more than 20 % deviation in both capacity and 
energy consumption. In this study, a new VRF 
model is proposed to improve the accuracy over 
conventional models. Simulation results show that 
the proposed model agrees with experimental field 
test data within a 10 % deviation in hourly capacity 
and 5 % in hourly energy consumption. After the 
validation of the VRF system model, a new VRF 
control strategy was proposed based upon evapo-
rating/condensing temperature controls. The sea-
sonal performance of VRF system with the new 
control strategy was simulated for the same build-
ing design in four different climates representing 
these US cities: Miami, Houston, Baltimore, and 
Chicago. 

1. Introduction

The variable refrigerant flow (VRF) system is an air 
conditioning solution introduced by Japanese 
manufacturers in mid-1980s. It is well known for 
its excellent systematic modularity and installation 
flexibility as compared to ducted air conditioners. 
Among various VRF types, two types of VRF sys-
tems, the heat pump type (HPVRF) and the heat 
recovery type (HRVRF), are of interest. The differ-

ences and similarities between HPVRF and HRVRF 
are illustrated in Fig.s 1 and 2. In Fig. 1, the HPVRF 
system works in a cooling mode while HRVRF 
works in a cooling main mode where the system 
provides more cooling than heating to the build-
ing. Both systems have four indoor units (IUs) and 
one outdoor unit (OU).  
In addition, HRVRF has one extra component, 
which is a heat recovery unit (HRU). In the OU of 
HPVRF system (Fig. 1), the discharged refrigerant 
from the compressor rejects heat to the ambient air 
and is cooled down to subcooled state. The sub-
cooled refrigerant bypasses the main electronic 
expansion valve (EEV) via the check valve, and 
flows into the IU side where it is distributed 
among different IUs. As shown in Fig. 1, a typical 
IU is made of one crossflow fan, direct expansion 
coils and one EEV. The subcooled refrigerant ex-
pands through the EEV and cools down room air 
by forced convection. Then, the refrigerant is sent 
back to the suction port of the compressor.  
In the heating season, the four-way valve is re-
versed and refrigerant flow direction is alternated 
so that the system is working in the heat pump 
mode where the room air is heated. Fig. 2 shows 
the cooling main operation of the HRVRF. There-
fore, in order to meet the demands of the rooms, a 
HRU has three pipes of refrigerant: low pressure 
vapor, high pressure vapor, and high pressure liq-
uid. HRU distributes the refrigerant based on de-
mands of the IUs. For example, in Fig. 2, part of the 
high-pressure refrigerant vapor is delivered to the 
IU via the HRU, instead of it being sent to the OU, 
when one or more rooms need heating. For the rest 
of the rooms, the HRU also delivers the subcooled 
liquid to these IUs. Finally, HRU also sends the 
superheated vapor back to the suction port of the 
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compressor. As can be seen in Fig.s 1 and 2, 
HRVRF is preferred over HPVRF where the cool-
ing and heating loads from different parts of the 
building need to be satisfied at the same time, such 
as hospitals and office buildings. 

Fig. 1 – HPVRF operated in cooling mode 

Fig. 2 – HRVRF operated in cooling main mode 

However, in the buildings, the occupants could 
actually have more demands than space cooling or 
heating. For example, occupants also need ventila-
tion and hot water. As a comprehensive and flexi-
ble building HVAC solution, VRF systems could 
also provide other functionality than cooling or 
heating. Zhu et al. (2015; 2014a; 2014b) proposed a 
VRF system incorporated with a dedicated outdoor 
cooling system. Simulation results showed that the 
proposed system could provide a better indoor 
thermal comfort with a 12.2 % higher coefficient of 
performance (COP) in cooling season than conven-
tional AC systems.  

Similarly, Aynur et al. (2010a; 2010b; 2008) and 
Aynur (2008) tested an integrated system made of 
HPVRF system and a solid desiccant heat pump 
unit. They found that the CO2 concentration of the 
room could be kept within 450-500 ppm. In addi-
tion, another perspective in building VRF research 
is to use the simulation tools to evaluate the per-
formance of the system. For example, eQuest and 
EnergyPlus are the two most popular tools used in 
open literature.  
Most of the existing VRF models in building simu-
lation tools are based on performance mapping 
method. This method is effective only with a care-
fully tuned model with accurate onsite parameters 
and schedules, as found by Lin et al. (2015a). For 
example, the performance mapping model devel-
oped by Zhou et al. (2008; 2007) and Zhou and 
Wang (2006) could yield weekly cooling energy 
and power consumption errors of 25.2 % and 28.3 
%, respectively when applied to a real building. 
Researchers also observed that the model could 
lead to a higher uncertainty when the focus of the 
study switched from weekly data to hourly data. 
Moreover, another disadvantage of performance 
mapping method is the insufficiency in adopting 
new control strategies when focusing on hourly 
performance. Lin et al. (2015b) suggested and de-
veloped a first-principle based VRF model. In this 
paper, the development of the model is explained 
before the extended modeling work with the new 
control. After the model was validated, a new am-
bient temperature based evaporating/condensing 
temperature control strategy was applied to the 
model and the seasonal energy saving potential 
was demonstrated. 

2. VRF Model

2.1 Model Flow Chart 

Performance mapping model was firstly developed 
by Zhou et al. (2007a; 2007b; 2008) and Zhou and 
Wang (2006). A model of similar concept was later 
incorporated into EnergyPlus 6.0 as part of the 
official engine developed by Raustad and Sharma 
(2013); Nigusse and Raustad (2013); and Sharma 
and Raustad (2013). The basic idea is illustrated in 
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Fig. 3. The first step is to process the building ge-
ometry file and weather data specified by the user. 
The model then calculates the required space cool-
ing and heating loads of the rooms. In the earlier 
versions of building model, the VRF model does 
not have its own IU module. Therefore, some re-
searchers would use the window AC module in-
stead of VRF IU module. Based on the room load, 
the required IU (or window AC) cooling or heating 
capacity is calculated. Once the engine has ob-
tained all the information from the IU and building 
side, the OU module of the VRF model is called. 
This module reads two maps as the lookup tables. 
The first one is the system capacity map based on 
indoor and outdoor temperatures. The second map 
is the energy consumption map. The OU module 
searches the operation point in the cooling capacity 
map. The ideal operation point should deliver the 
required IU load to the building. Once the opera-
tion point is found, the energy consumption of the 
system is calculated accordingly.  
Lin et al. (2015b) analyzed the uncertainty of per-
formance mapping method and concluded that a 
thermodynamic model could be a proper way to 
reduce the model uncertainty. The flow chart of the 
new model is shown in Fig. 4. As compared to 
Fig. 3, the model still begins with the estimation of 
room load and IU load. After that, the model calls a 
thermodynamic OU module to find the energy 
consumption of the system. The required inputs for 
the OU module are the polynomial equations of the 
compressor performance and user-specified control 
parameters such as the degree of superheating. In 
order to quantify the accuracy of the new model, 
the normalized mean bias error (NMBE) concept 
(Eq. 1) from ASHRAE guideline (ASHRAE, 2002) 
was used. The target NMBE value was less than 
5 %. 

Fig. 3 – Flow chart of performance mapping method 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 100 ∗
�∑ (𝑦𝑦𝑖𝑖−𝑦𝑦𝚤𝚤�)𝑛𝑛

𝑖𝑖=1

(𝑛𝑛−1)∗𝑦𝑦�
(1) 

where 𝑦𝑦𝑖𝑖 is the simulation result, 𝑦𝑦𝚤𝚤�  is the experi-
mental result, n is the amount of points, and 𝑦𝑦� is 
the mean of experimental results. 

Fig. 4 – Flow chart of the new method 

The model was validated in the cooling season 
while focusing on hourly operation data with a 
VRF system having seven IUs. The system has a 
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rated cooling capacity of 28.1 kW. The hourly en-
ergy consumption validation result is shown in 
Fig. 5. The obtained NMBE value was 3.7 %, which 
means the hourly model uncertainty is less than 
5 %. The details of the model could be found in Lin 
et al.’s study (2015b). 

Fig. 5 – Hourly energy consumption validation 

2.2 New Control Strategy 

As mentioned by Chen et al. (2005), the control 
mechanism of VRF system is less discussed in ex-
isting literature as compared to the field tests or si-
mulation studies due to commercial confidentiali-
ty. Even though the details of control mechanism 
are not available and vary with products, manufac-
turers generally use lookup tables to control com-
pressors (LG Electronics 2015), as mentioned by Tu 
et al. (2010). 

The controller estimates the building load based on 
ambient condition. Then it references a table to 
find out the proper compressor frequency meeting 
the estimated building load. The map is generated 
by laboratory testing. For example, during the 
cooling operation, the evaporating temperature is 
designed based upon the rated condition where the 
ambient temperature is 35 °C. When the ambient 
temperature decreases, the cooling demand also 
decreases. In a conventional fix-speed air condi-
tioning system, the evaporating temperature de-
creases with ambient temperature. However, in the 
VRF system the evaporating temperature can be 
maintained by reducing the compressor frequency. 

The energy consumption of the system is thereby 
reduced. Therefore, increasing the evaporating 
temperature can achieve energy saving. As shown 
by the experimental work from Anyur et al. (2008) 
and Shao et al. (2004), the compressor could oper-
ate under a further lower frequency with a higher 
evaporating temperature, but still delivers suffi-
cient amount of refrigerant to the IUs, which re-
duces the energy consumption. Zhao et al. (2015) 
found that by increasing the evaporating tempera-
ture from 8 °C to 12 °C, 15 % energy saving could 
be achieved. Typically, the latent cooling load in 
the room is lower at a lower ambient temperature. 
When a higher evaporating temperature is used, 
the latent cooling capacity is decreased. Therefore, 
using a higher evaporating temperature at lower 
ambient temperature can save energy while deliv-
ering a proper sensible cooling. This means that the 
control of evaporating temperature is critical to 
energy saving in the cooling season. Similarly, in 
the heating operation, the condensing temperature 
of the system could be a key design parameter for 
energy saving.  Therefore, in this study, a new con-
trol strategy was proposed. Instead of using single 
linear map based on single evaporating/con-
densing temperature, this new control strategy de-
termines the compressor frequency under a vary-
ing evaporating/condensing temperature. The con-
trol strategy follows two simple rules:  
- The evaporating temperature of the system is 

adjusted linearly from 11 °C to 4.2 °C when the 
ambient air temperature increases from 20 °C to 
35 °C.  

- The condensing temperature of the system is 
adjusted linearly from 50 °C to 40 °C when the 
ambient air temperature increases from -10 °C 
to 5 °C.  

3. Results and Discussion

The specifications of the VRF system used in this 
study are listed in Table 1. The floor map of the 
building where the system was installed is shown 
in Fig. 6. The test VRF system has seven IUs and a 
rated OU cooling capacity of 28.1 kW. The IU #1 
was installed in Room A. IU #2 and #3 were in-
stalled in Room B. IU #4 and IU #5 were installed 
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in Room C. IU #6 was installed in Room D. IU #7 
was installed in Room E.  For the cooling opera-
tion, the running period was set from July 1 to Sep-
tember 1. The set point of the rooms was 25 °C in 
cooling season. The TMY3 weather data in Balti-
more, MD was used. Fig. 7 shows the daily energy 
consumption reduction when compared to the de-
fault VRF control strategy in the cooling season. 
Overall, in the cooling season, the seasonal energy 
consumption is reduced from 1,938 kWh to 1,764 
kWh with energy savings of 8.9 %. For heating op-
eration, the running period was set from February 
1 to April 1. The set point of the rooms was 22 °C. 
Similarly, Fig. 8 shows the daily energy consump-
tion reduction of the new control strategy. In heat-
ing season, the energy consumption is reduced 
from 2,753 kWh to 2,329 kWh with energy savings 
of 15.4 %. 

Table 4 – VRF system specifications 

Component Cooling (kW) Heating (kW) 

OU 28.1 31.6 

IU #1 2.2 2.5 

IU #2 3.6 4.0 

IU #3 3.6 4.0 

IU #4 5.6 6.0 

IU #5 5.6 6.0 

IU #6 2.2 2.5 

IU #7 2.2 2.5 

Fig. 6 – Building floor map 

Fig. 7 – Cooling seasonal energy savings by new control strategy 
in Baltimore, MD 

Fig. 8 – Heating seasonal energy savings by new control strategy 
in Baltimore, MD 

The same building and VRF system were also sim-
ulated in Miami, Houston, and Chicago, which are 
the representative cities of the respective climate 
zones. The seasonal performance in different cli-
mates is listed in Table 2.  Energy saving potential 
of the new control strategy is reduced when it is 
applied to Miami. That is because the key of the 
new control strategy is the applicable temperature 
range. In this case, the applicable range is selected 
based on the climate of Baltimore, MD. Therefore, 
the applicable range is relatively narrow as com-
pared to the weather conditions in Miami, which 
leads to a degradation of the performance. 
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Table 5 – Cooling and heating energy savings in different climates 

City Cooling Season 
Energy Savings 
(%) 

Heating Season 
Energy Savings 
(%) 

Miami, FL 6.8 % 10.5 % 

Houston, TX 5.2 % 11.2 % 

Baltimore, MD 8.9 % 15.4 % 

Chicago, IL 10.8 % 14.1 % 

4. Conclusion

In this study, a new control strategy based on 
evaporating/condensing temperature control was 
proposed and embedded on a validated VRF mod-
el. The seasonal performance of the new control 
strategy was simulated in a seven-IU VRF system 
with a rated cooling capacity of 28.1 kW. The simu-
lation results show that the VRF system with the 
new control strategy could save 8.9 % and 15.4 % 
of energy during the cooling and heating seasons 
in Baltimore, MD.  

Acknowledgements 

This work was supported by LG Electronics Inc. 
and the sponsors of the Energy Efficiency and Heat 
Pumps Consortium, the Center for Environmental 
Energy Engineering (CEEE) at the University of 
Maryland, College Park, MD, USA. 

Nomenclature 

Symbols 

COP Coefficient of performance 
EEV Electronic expansion valve 
HRU Heat recovery unit 
HPVRF Heat pump variable refrigerant 

flow 
HRVRF Heat recovery variable refrigerant 

flow 
IU Indoor unit 

NMBE Normalized mean bias error 
OU Outdoor unit 
VRF Variable refrigerant flow 
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Abstract 
Building energy benchmarking is a system to evaluate 

and compare the energy performance of a building over 

time, relatively to other similar buildings, or to a refer-

ence building, which can be used to continuously manage 

the energy performance of the building. An energy-

benchmarking model is a mechanism to develop the 

benchmarks necessary for the benchmarking process. It 

should be selected appropriately considering the availa-

bility of building energy performance information and 

building specification data. The purpose of this study is 

to develop an energy performance-benchmarking model 

for existing office buildings by analysing energy con-

sumption data from the national building energy con-

sumption database (DB) in Korea. The results of this 

study can be used as the energy performance evaluation 

and diagnostic criteria for existing office buildings 

1. Introduction

Building energy use benchmarking can help build-
ing owners and facility managers to assess build-
ing energy performance and to identify energy 
efficiency opportunities. With the advanced infor-
mation technologies, many countries have provid-
ed databases, tools, and evaluation frameworks to 
assess energy performance as well as to compare 
buildings to standards or their peer group based 
on the real energy data collection. As a way to im-
prove energy efficiency in the building sector, the 
Korean government developed a nation-wide inte-
grated energy consumption DB with about 6.8 mil-
lion building records and has operated an energy 
benchmarking system based on the DB. The cur-
rent energy performance-benchmarking model 
uses the annual primary energy consumption of 
electricity and heat energy as a benchmark. The 

primary energy or CO₂ emissions are appropriate 
to compare national consumption of natural re-
sources such as petroleum and coal, or to check 
implementation status on GHG reduction targets. 
However, stakeholders such as building owners 
and facility managers in individual buildings are 
less aware of the concept of primary energy. There-
fore, it seems difficult to evaluate the heating and 
cooling energy consumption by the seasonal 
change thoroughly as well as to identify potential 
energy waste and the savings opportunities for 
improvement. 
The purpose of this study is to improve the build-
ing energy benchmarking model for office build-
ings that can provide benchmarks with more de-
tailed information to compare the energy perfor-
mance of buildings. For this purpose, the building 
specification data and the final energy consump-
tion data (end-use data) were collected from the 
Korean National Energy Performance Integrated 
Information System (EPIIS). By use of ASHRAE in-
verse modelling methods, parameterized models 
were derived from weather-dependent energy use 
and weather-independent use, and then an energy 
performance benchmarking model was developed 
by a more detailed analysis of the building infor-
mation and energy use data. 

2. Methods

To develop the energy performance-benchmarking 
model, building specifications, and energy con-
sumption data of 4,304 office buildings were col-
lected from the EPIIS. The monthly and annual 
electricity and heat energy consumption data for 36 
months of the recent three years (2013–2015) were 
collected. Next, buildings with too high or low 
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energy consumption that could cause distortion in 
the analysis (399 office buildings) were excluded 
using the box-plot outlier removal method. To of-
fer benchmarking information to energy consum-
ers such as building owners and facility managers, 
we analyzed the energy consumption data of 3,905 
buildings selected from the initial 4,304 buildings 
and developed the benchmarking model based on 
the following contents. 

2.1 Energy Consumption by Usage 

Different types of energy performance information 
were used as benchmarks to easily determine the 
current level of energy performance of the build-
ings. Energy performance indicators that are famil-
iar to energy consumers include the final energy 
consumption by an energy source, such as electrici-
ty and gas, and energy performance according to 
the purpose of use. The final energy consumption 
is the energy sources provided to consumers to 
meet the energy demands for each purpose of use, 
such as heating and cooling, and it can be con-
structed easily based on the utility data. Accord-
ingly, the energy consumption DB of each energy 
source can be used as a criterion to compare the 
performance level. However, in order for energy 
consumers to make retrofitting decisions to im-
prove energy performance, the energy consump-
tion for each purpose of use should be analyzed in 
detail.  
Based on the utility data, we separated the energy 
performance by the purpose of usage for detailed 
analysis. For this separation, the change point 
method was applied among the ASHRAE inverse 
modelling techniques, which uses the point where 
the energy performance changes based on the am-
bient temperature. This method derives a regres-
sion equation for energy performance by climate in 
order to separate heating, cooling, and base load 
from final energy consumption.  Therefore, this 
method requires monthly energy consumption of 
electricity and heat, and the dry bulb temperature. 
The EPIIS collected monthly and yearly electricity 
and heat consumption data in detail via a meter. 
However, these data were made from the meas-

ured values for the building own billing period 
and require correction for various periods. Thus, 
before separating energy consumption data by 
usage, the monthly mean dry bulb temperature 
data provided by the National Meteorological 
Administration were collected. Then, the monthly 
consumption data were corrected based on the 
collected billing periods information of the 3,905 
buildings, and matched the temperature data and 
energy consumption data. 
Fig. 1 shows the change point method that will 
derive five parameters according to the graph 
shapes, as follows: 

b0 Base-load (kWh/m2·monthly) 
b1 Heating sensitivity (slope coefficient) 
b2 Cooling sensitivity (slope coefficient)  
b3 Heating start temperature (℃)
b4 Cooling start temperature (℃)

Fig. 1 – Five-Parameters of the cooling and heating models 

Also, the following equations show a method to 
separate the heating and cooling energy consump-
tion using a separated base-load. 

A = ECM – b0 
B = ECA - 12× b0 
C = ∑(ECMs of the month which the T( ℃  )  is lower than b3) 
D = ∑(ECMs of the month which the T( ℃  ) is higher than b4) 

ECM Monthly final energy consumption(kWh/m2)  
ECA Annual final energy consumption(kWh/m2)  
A Cooling and Heating ECM (kWh/m2) 
B Cooling and Heating ECA (kWh/m2) 
C Heating ECA (kWh/m2) 
D Cooling ECA (kWh/m2) 
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In this method, as a first step in separating energy 
performance, the amount of the base-load must be 
estimated in the total energy consumption. The 
base-load generally appeared in April-May and 
September-October every year. However, the base-
load of each year is not the same, because the vari-
ables, exception made for temperature, influenced 
the base-load. Therefore, it is necessary to calculate 
the representative base-load of the building.  
To calculate the representative base-load, two 
months were selected that showed the lowest ener-
gy consumption each year from 2013 to 2015. The 
use of the selected six energy consumptions set up 
the cases as shown in Table 1, and examined the 
cooling and heating energy regression models for 
each case. 

Table 1 – Base-load calculation cases 

 Definition of cases 

A Selects the smallest value among the six energy con-
sumptions as the representative base load. 

B Selects the second smallest value among the six energy 
consumptions as the representative base load. 

C Selects the third smallest value among the six energy 
consumptions as the representative base load. 

D Selects the fourth smallest value among the six energy 
consumptions as the representative base load. 

E Selects the fifth smallest value among the six energy 
consumptions as the representative base load. 

F Selects the largest value among the six energy con-
sumptions as the representative base load. 

 
As a result, the number of buildings with high ab-
normal data and R2 was examined and outlined in 
Table 2. 
 
 
 
 
 
 
 
 
 
 
 

Table 2 – Analysis the results of regression of base-load cases 

C A S E Case A Case B Case C Case D Case E Case F 
Error case① 1,653 924 419 178 165 216 

Error case② 66 85 101 102 111 179 

Total 
1,719 
(44%) 

1,009 
(26%) 

520 
(13%) 

280 
(7%) 

276 
(7%) 

395 
(10%) 

H
ea

tin
g 

re
gr

es
si

on
 

R ² < 0 . 2 2 0 % 27 1 % 55 1 % 105 3% 97 2 % 88 2 % 

R ² < 0 . 3 4 0 % 11 0 % 50 1 % 62 2% 66 2 % 76 2 % 

R ² < 0 . 4 10 0 % 26 1 % 48 1 % 84 2% 82 2 % 1 0 5 3 % 

R ² < 0 . 5 8 0 % 25 1 % 69 2 % 99 3% 123  3 % 1 0 7 3 % 

R ² < 0 . 6 33 1 % 64 2 % 1 0 5 3 % 144 4% 152  4 % 1 5 9 4 % 

R ² < 0 . 7 65 2 % 1 4 7 4 % 1 9 1 5 % 230 6% 224  6 % 2 5 9 7 % 

R ² < 0 . 8 1 7 0 4 % 2 8 4 7 % 4 0 6 10% 431 11% 458  12%  4 4 8 11% 

R ²≥ 0 . 8 1894 49%  2312 59%  2461 63% 2470 63% 2427  62%  2268 58% 

Total 
2,186 
(56%) 

2,896 
(74%) 

3,385 
(87%) 

3,625 
(93%) 

3,629 
(93%) 

3,510 
(90%) 

C
oo

lin
g 

re
gr

es
si

on
 

R ² < 0 . 2 8 0 % 48 1 % 1 6 5 4 % 277 7% 349  9 % 3 5 9 9 % 

R ² < 0 . 3 18 0 % 43 1 % 1 1 4 3 % 164 4% 174  4 % 1 7 5 4 % 

R ² < 0 . 4 29 1 % 1 0 0 3 % 1 5 5 4 % 192 5% 188  5 % 2 0 2 5 % 

R ² < 0 . 5 58 1 % 1 1 8 3 % 1 9 8 5 % 223 6% 244  6 % 2 4 2 6 % 

R ² < 0 . 6 1 1 6 3 % 2 1 6 6 % 2 7 8 7 % 319 8% 305  8 % 3 0 9 8 % 

R ² < 0 . 7 2 1 4 5 % 3 4 0 9 % 4 0 7 10% 402 10% 424  11%  4 2 1 11% 

R ² < 0 . 8 4 4 3 11%  6 2 5 16%  6 3 5 16% 668 17% 703  18%  6 9 0 18% 

R ²≥ 0 . 8 1300 33%  1406 36%  1433 37% 1380 35% 1242  32%  1112 28% 

Total 2,186 2,896 3,385 3,625 3,629 3,510 
 
If the heating start temperature was higher than 
the cooling start temperature or the cooling and 
heating start temperatures did not correspond to 
the temperature category of the domestic climate, 
they were deemed abnormal data and removed. 
Next, the R2 values of the cooling and heating re-
gression equations of office buildings for which the 
abnormal data had been removed, were examined.  

2.2 Analysis of Building and Energy 
Performance Information 

Next, the building information was investigated 
and analysed. The building information and char-
acteristics are outlined in Table 3.  
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Table 3 – The building information of office buildings 

V
ar

ia
bl

e 
ty

pe
 

Variable Group classification criteria Frequency 

D
is

cr
et

e 
va

ri
ab

le
 Region - 16 

Structure - 9 
Roof type - 4 

C
on

tin
uo

us
 v

ar
ia

bl
e 

Gross area 
1 0 ~ 2 5 % 3000 ~ 3968 m² 

4 
2 25~50% 3968~5334 m² 

(m²) 3 50~75% 5334~9483 m² 
4 75~100% More than 9483 m² 

Floor area 
1 0 ~ 2 5 % Less than 3004 m² 

4 
2 25~50% 3004~4047 m² 

(m²) 3 50~75% 4047~6623 m² 
4 75~100% More than 6623m² 

Period 
1 0 ~ 2 5 % Less than 14years 

4 
2 25~50% 14~21years 

(years) 3 50~75% 21~26yeras 
4 75~100% More than 26year 

Ratio of the 
f l o o r s 

1 0 ~ 2 5 % Less than 0.75 

4 
2 25~50% 0.75~0.8 

(Aboveground) 3 50~75% 0.8~0.83 
4 75~100% More than 0.83 

Building 
height 

1 0 ~ 2 5 % Less than 17m 

4 
2 25~50% 17~27m 

(m) 3 50~75% 27~40m 
4 75~100% More than 40m 

 
Most of this information affects energy perfor-
mance, but it was difficult or impossible to regard 
these items as energy conservation measures 
(ECM). Furthermore, when the building infor-
mation was a nominal variable, the number of of-
fice buildings was greatly different by group. This 
implies that there is a high possibility of error in 
the statistical results. Thus, selected the building 
information corresponding to a continuous varia-
ble as peer groups, it was divided according to the 
quartiles. The quartiles of a ranked set of data val-
ues are the three points that divide the data set into 
four equal groups, each group comprising a quar-
ter of the data.  
The first quartile (Q1) is defined as the middle 
number between the smallest number and the me-
dian of the data set. The second quartile (Q2) is the 
median of the data. The third quartile (Q3) is the 
middle value between the median and the highest 
value of the data set. 
However, classifying all building data into peer 
groups may result in a large number of inefficient 

groups, or derive the insignificant statistical 
benchmarks. Thus, we analysed the building in-
formation to verify the building information that 
can classify meaningful peer groups. For the analy-
sis methods, a statistical technique to test the quan-
titative differences of the data and a practical sig-
nificance test to professionally review the possibil-
ity that such differences can occur practically were 
applied. Performing signification statistics test on a 
statistical technique can show whether the analysis 
result for a sample reached a statistical probability 
that can be regarded as an actual characteristic of 
the population. In general, the comparison of the 
representative values of the group tests the differ-
ence, and if the significance probability (p) is lower 
than the specified significance level, the difference 
can be declared statistically significant. However, 
even if statistically significant results are obtained, 
expert review is required regarding the cause(s) of 
differences in performance. 
Therefore, the Kruskal-Wallis statistical method 
was applied to analyse the difference in energy 
performance according to building information. As 
a result, the gross area was found to generate sig-
nificant differences in performance for all energy 
parameters, and the gross area was set as the clas-
sification criterion for peer groups. 

2.3 Derivation of Benchmarks 

Generally, statistical techniques are used to reflect 
the attributes of samples and to calculate them as 
the representative values of the samples. Examples 
of such statistical techniques include regression 
analysis and the representative value calculation 
methods. Regression analysis is a suitable method 
to calculate the benchmarks that reflects the char-
acteristics of the individual buildings because it 
derives a value reflecting the characteristics of in-
dividual samples. However, as has already been 
shown, the current building data has limitations. 
Thus, in this study, we used the representative 
value calculation methods. 
The representative value calculation methods in-
clude the median, mean, and mode calculation 
methods, with the appropriate method chosen ac-
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cording to the data distribution of the sample. Thus, 
the distribution of energy performance by total 
area section was analysed using the Kolmogorov-
Smirnov and Shapiro-Wilk tests to test, according 
to the p value, the hypothesis that states that the 
distribution of data corresponding to the sample 
group follows the normal distribution. The analysis 
result showed that the energy performance data 
did not follow the normal distribution in all sec-
tions. The reason for this result seems to be due to 
the energy characteristics of buildings where ex-
cessive use of energy frequently occurs. Conse-
quently, the median calculation method was ap-
plied in this analysis to determine the representa-
tive value of each peer group. 

3. Results and Discussion

Table 4 is a benchmark table of office buildings to 
compare the energy performance level of each 
gross area group, and the benchmarks in this table 
correspond to the median of each gross area group. 

Table 5 shows the criteria and indicators to diag-
nose energy consumption based on the information 
in the benchmark table. 
We compared the values for the same cumulative 
percentages from Group 1 to Group 4. From 
Group 1 to Group 4, the value equivalent to the 
same percentile gradually increased or decreased. 
That is, the increasing gross area appeared to 
influence the energy performance per unit area. 
The increasing trend of energy consumption per 
unit area with the increase in gross area was 
different from the relationship between the energy 
performance and the gross area of residential 
buildings. The number of household members is 
limited even if the area of a residential building 
increases, so the energy consumption and area do 
not increase proportionally. However, as the area 
increases, the energy also increases, because the 
characteristics of the office where the number of 
necessary manpower and equipment increases 
proportionally. 

Table 4 – Benchmark Table of existing office buildings 

Cumulative 
 percentages 

of gross area(m2) 

Benchmark Table of office building (Energy performance comparison/diagnosis table) 

b0 b1 b3 b2 b4 
ECM(Monthly energy consumption) ECA(Annual ) 

J a n Feb Mar Apr May Jun J u l Aug Sep Oct Nov Dec H + C Heating Cooling 

G
ro

up
 1

 
(~

25
 %

) 

10% 4 . 8 5 -1.37 11.63  0 . 1 6 16.29  3 . 5 0 2 . 4 4 0 . 8 8 

Re
pl

ac
ed

 w
ith

 b
as

e-
lo

ad
 b

en
ch

m
ar

k 

0 .01 0.88  1.00  

Re
pl

ac
ed

 w
ith

 b
as

e-
lo

ad
 b

en
ch

m
ar

k 

0 . 4 3 2 . 5 3 16.92 11.77 2.29 
25% 6 . 7 1 -1.03 13.14  0 . 2 8 17.24  5 . 8 0 4 . 0 5 1 . 9 1 0.61 1.89  1.89  1 . 2 5 4 . 2 1 25.98 19.09 4.71 
50% 9 . 3 0 -0.61 14.47  0 . 4 5 18.50  10.23 7 . 2 1 3 . 7 7 1.53 3.28  3.22  2 . 5 9 7 . 9 4 44.68 33.33 8.65 
75% 12.99  -0.35 15.87  0 . 7 8 20.13  17.47 13.28 7 . 5 8 3.19 6.23  6.13  4 . 7 3 14.58 80.01 60.28 17.38 
90% 17.09  -0.22 17.03  1 . 6 9 21.92  23.03 18.04 10.67 8 .64 14.85  14.26 7 . 2 7 20.34 117.98 80.53 42.35 

G
ro

up
 2

 
(2

5~
50

 %
) 

10% 5 . 1 8 -1.42 11.45  0 . 2 0 16.17  3 . 4 8 2 . 2 9 0 . 8 5 0.13 1.24  1.25  0 . 4 7 2 . 4 5 16.87 10.75 3.29 
25% 6 . 8 9 -1.12 12.89  0 . 3 2 17.10  6 . 1 3 4 . 2 9 2 . 0 1 0.72 2.19  2.27  1 . 2 0 4 . 5 3 28.64 19.53 5.74 
50% 9 . 6 0 -0.74 14.46  0 . 5 2 18.39  12.47 9 . 3 1 4 . 9 3 2.03 4.21  4.17  2 . 8 2 9 . 7 9 55.59 42.06 11.52 
75% 13.38  -0.40 15.65  1 . 1 2 19.73  18.47 14.16 8 . 2 9 4.47 9.23  9.25  5 . 3 9 16.07 91.73 64.34 25.74 
90% 18.01  -0.23 16.58  1 . 8 5 21.23  23.99 18.32 11.01 10.01 16.51  16.33 7 . 5 5 21.21 126.23 85.07 47.63 

G
ro

up
 3

 
(5

0~
75

 %
) 

10% 5 . 4 9 -1.46 11.38  0 . 2 5 15.90  4 . 5 5 3 . 0 0 1 . 2 5 0.27 1.60  1.62  0 . 5 0 3 . 2 6 22.31 14.86 3.96 
25% 7 . 5 8 -1.19 12.71  0 . 4 2 16.82  7 . 9 2 5 . 5 3 2 . 4 9 1.05 3.01  3.05  1 . 4 4 6 . 3 2 37.32 25.50 7.96 
50% 10.30  -0.85 14.09  0 . 7 7 17.97  13.38 10.18 5 . 2 6 2.77 6.41  6.38  2 . 9 3 11.26 67.27 46.18 17.10 
75% 14.50  -0.49 15.63  1 . 5 2 19.36  19.13 14.30 8 . 3 3 7.47 13.15  12.64 5 . 0 5 16.60 103.16 66.73 37.77 
90% 18.56 -0.30 16.77 2 . 0 5 20.77 23.91 18.01 11.12 11.70 18.48 18.60 7 . 5 6 20.99 133.22 84.42 53.75 

G
ro

up
 4

 
(7

5 
%

~)
 

10% 6 . 7 3 -1.44 10.10 0 . 4 2 15.48 5 . 8 9 3 . 3 0 1 . 2 5 0.79 3.19 3.19 0 . 0 0 4 . 4 9 33.47 18.92 8.31 
25% 8 . 8 7 -1.20 11.62 0 . 6 7 16.26 9 . 9 9 6 . 4 1 3 . 0 0 2.21 5.85 5.43 0 . 7 4 8 . 2 0 54.84 31.98 15.22 
50% 12.43 -0.94 13.11 1 . 1 6 17.44 14.22 9 . 5 2 5 . 1 4 5.13 10.34 9.93 2 . 3 6 12.29 78.98 47.34 28.91 
75% 17.14 -0.69 14.45 1 . 6 6 18.62 17.92 12.76 7 . 5 0 9.23 16.01 15.45 3 . 9 9 16.34 103.58 61.33 46.36 
90% 22.49 -0.40 15.87 2 . 1 3 19.87 22.12 16.17 10.03 12.99 20.30 19.75 6 . 1 4 20.59 127.74 75.77 60.01 



HyeGi-Kim, SunSook-Kim 

570 

Table 5 – Energy performance diagnostic indicators 

Indicator 
Range of cumulative percentages 

b1, b4 Others 

★★★ More than 90 % Less than 10 % 

★★☆ 75 % ~ 90 % 10 % ~ 25 % 

★★ 50 % ~ 75 % 25 % ~ 50 % 

★☆ 25 % ~ 50 % 50 % ~ 75 % 

★ 10 % ~ 25 % 75 % ~ 90 % 

☆ Less than 10 % More than 90 % 

Next, to examine the validity of the benchmarking 
model, the energy performance evaluation of the 
energy consumption of 3,625 office buildings was 
performed by using the benchmarks, and the re-
sults were analysed. This was performed with the 
following Equation: 

The Energy Efficiency Ratio (EER) approaches 1 if 
the building has the same performance as the 
benchmark. On the other hand, as the energy effi-
ciency increases or decreases, the EER of the build-
ing will deviate from 1. The accumulation of EER 
scores for individual buildings can be used to ob-
tain the cumulative frequency of buildings accord-
ing to the EER. If the building group that is closest 
to the benchmark is located at the center of the 
distribution, it can be said that the representative 
nature of the benchmark has been satisfied. 
Table 6 shows the evaluation results of the energy 
performance of five parameters for 3,625 office 
buildings using the derived benchmark. For all the 
energy performance information, the EER was 
close to 1 when the cumulative distribution of data 
was 50 %. Furthermore, in the cases of cooling sen-
sitivity, the corresponding EER score was much 
higher than the one for other energy performance 
data when the cumulative frequency distribution 
was 90 %. In other words, even though buildings 
with extremely high cooling sensitivity distorted 
the data distribution, as the benchmark using the 
median calculation method was derived, the EER 
scores of buildings with extreme performance data 

were very high and the distribution of the building 
group corresponding to the score of 1 was concen-
trated in the median. 

Table 6 – the EER evaluation results of the five parameters 

Cumulative 
percentages 

(%) 

Energy Efficiency Ratio (EER) 

b0 b1 b2 b3 b4 

10 % 0.56 0.35 0.76 0.44 0.86 
25 % 0.77 0.60 0.87 0.71 0.92 
50 % 1.07 1.08 0.97 1.29 0.98 
75 % 1.51 1.55 1.07 2.72 1.06 
90 % 2.02 1.93 1.15 3.77 1.15 

Fig. 2 shows the energy performance diagnosis 
result of a randomly selected building. The energy 
performance of the parameters is diagnosed using 
the energy performance diagnostic indicators in 
Table 5 and EER results. The energy performance 
of the parameters is diagnosed as the caution level 
if we judged that an energy performance im-
provement is necessary only in energy efficiency 
diagnosis indicators, or only in EER evaluation 
results. If both indicators and EER results indicate 
that energy efficiency is required, the diagnostic 
results are presented according to the indicators 
and EER result levels. 

Fig. 2 – Diagnosis result using developed benchmarking model 
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4. Conclusion

In this study, we developed a benchmarking model 
that can provide benchmarks of existing office 
buildings to compare the energy performance of a 
building and to provide understandable infor-
mation to building owners and operators at the 
early stage of office building retrofitting. The re-
sults of this study are summarized as follows. 
(1) To develop the benchmarking model, we ana-

lysed the DB of EPIIS. The information such as 
gross area, period, and height of the building, etc. 
was collected, but information related to energy 
performance such as window U-value, SHGC or 
envelope information was not collected.  

(2) In order to provide easy-to-understand energy 
performance information to energy consumers, 
the heating, cooling, and base loads were sepa-
rated from the final energy consumption DB. 
To do this, it was necessary to collect monthly 
temperature information and to correct the 
monthly energy performance. 

(3) Since various kinds of building information 
were not built in EPIIS, we set up a peer-group 
based on gross area and benchmarks that were 
calculated by applying the method of the cal-
culating median.  

(4) The results of this study can be used as the 
energy performance evaluation and diagnostic 
criteria for existing office buildings by provid-
ing useful energy performance information 
based on the actual energy consumption. How-
ever, to improve and manage the energy of 
buildings in the future, it is necessary to collect 
the related building information to improve 
energy such as the u-value of walls and win-
dows, SHGC of windows, and equipments, etc. 
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Abstract 
Thermal comfort is an important aspect to occupants’ well-

being and productivity in a workplace. Indeed, as ob-

served by some authors in the literature, a high thermal 

comfort can improve workers’ productivity and progres-

sively reduce the number of accidents as well as occupa-

tional diseases. This paper aims at investigating to what 

extent the level of thermal comfort in workplace influences 

productivity, estimated according to Roelofsen model 

(2001). In particular, the study analyses the economic 

benefits of investing in additional air-conditioning systems 

to improve thermal comfort conditions, considering the 

impact of insulation of the envelope, internal gains and 

climate. 

1. Introduction

In workplaces, the indoor environment quality - IEQ 
has an impact not only on people’s comfort, health 
and safety but also on their productivity (Haynes, 
2008). Moreover, in industrialized countries, labour 
costs often exceed energy costs (Wood, 1989). 
Although higher productivity rates can be key fac-
tors for economic success, limited interest is gener-
ally given to indoor comfort conditions in produc-
tive buildings and the focus is only on energy 
aspects. 
The literature reports several studies describing the 
relationship between occupants’ comfort conditions, 
health and productivity in workplaces (Milton et al., 
2000; Wyon et al., 2000). In a previous research (Tar-
antini et al., 2017), the authors focused on a specific 
IEQ aspect, i.e., thermal comfort, and reviewed the 
literature about its correlation with performance and 
productivity, observing that several researches re-

port losses due to thermal discomfort conditions. 
For example, Wyon and Wargocki (2005) underlined 
that some air temperature conditions can lower 
arousal and learning performance (Wargocki and 
Wyon, 2006), reduce manual dexterity and increase 
Sick Building Syndrome symptoms. Lan and Lian 
(2009) reported productivity loss when workers are 
in non-neutral comfort conditions, especially when 
feeling warm (Lan et al., 2011). DeRango (2003) 
observed that neutral thermal comfort conditions 
lead to a reduction of physical efforts and a growth 
of productivity. However, as observed by the au-
thors (Tarantini et al., 2017), only a limited number 
of models are available for a quantitative assessment 
of productivity changes as a function of thermal 
comfort conditions. One example is Roelofsen model 
(2001). 
This paper analyses the economic convenience of the 
adoption of HVAC solutions to ensure thermal com-
fort conditions in productive buildings. A small-size 
productive building of 1500 m3 was modelled with 
TRNSYS and a sample of 30 different configurations 
defined, from a full factorial combination of five 
European climates, two levels of internal gains and 
three different kinds of opaque components. The 
parametric set was simulated considering two sce-
narios - with or without sensible cooling system, 
and, for both, the productivity in each working hour 
was assessed by means of Roelofsen model (2001). 
Afterwards, the net present value, NPV, was calcu-
lated for each configuration without mechanical 
cooling, considering the installation cost of the sen-
sible cooling system, and the running costs related 
to the energy and workforce. 
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2. Methods

2.1 Set of Configurations 

A small productive building of 30 m x 10 m x 5 m, 
with façades oriented towards the main cardinal 
directions, was selected as the base case to build a 
parametric set of configurations and modelled with 
TRNSYS 17 (SEL, 2012) as a simplified mixed ther-
mal zone. South and north façades have a window 
area of 4.32 m2 and a door area of 14.4 m2 each. East 
and west façades have, respectively, window areas 
of 34.56 and 26.4 m2 and the latter includes also a 
door of 22 m2. 
Windows have a glazing thermal transmittance Ugl 
equal to 2.83 W m-2 K-1, a SHGC of 0.755, no shad-
ings and a frame thermal transmittance Ufr equal to 
3.2 W m-2 K-1, while doors have a thermal trans-

mittance of 1.4 W m-2 K-1. As summarized in Table 1, 
three different wall constructions (i.e., concrete wall, 
concrete wall with an external insulation and sand-
wich wall - respectively “concrete”, “ins_conc” and 
“sandwich” in the next Figures and Tables) were 
considered. Taking into account the different surfac-
es finishing, a solar absorbance of 0.3 was assumed 
for the two concrete walls and 0.6 for the sandwich 
wall. The three types of envelope were selected in 
order to cover a wide range of components, from the 
uninsulated ones, common in South Europe, to insu-
lated and well-insulated ones, more frequent in 
North Europe. The typical weekday work schedule 
was assumed from 8:00 am to 5:00 pm, including the 
break hours, and no-work was programmed over 
the week-end. A total of 30 workers were consid-
ered. 

Table 1 – Envelope details of the 3 kinds of opaque components, with materials properties according to the UNI EN ISO 10456 (UNI, 2008) 

Layer Thickness 
[m] 

Thermal 
Conductivity 

[W m-1 K-1] 

Specific Heat 
Capacity 

[kJ kg-1 K-1] 

Density 
[kg m-3] 

CONCRETE WALL (“concrete” in the Figures) 
Ground floor 
[U = 4.17 W m-2 K-1] 

Concrete slab 0.08 1.15 1 1800 

External wall 
[U = 2.91 W m-2 K-1] 

Concrete block 0.20 1.15 1 1800 

External roof 
[U = 0.44 W m-2 K-1] 

Concrete block 
Polystyrene 

0.10 
0.08 

1.15 
0.04 

1 
1.47 

1800 
40 

INSULATED CONCRETE WALL (“ins_conc” in the Figures) 

Ground floor 
[U = 4.17 W m-2 K-1] 

Concrete slab 0.08 1.15 1 1800 

External wall 
[U = 0.41 W m-2 K-1] 

External plaster 
Polystyrene 
Concrete block 

0.03 
0.08 
0.20 

0.43 
0.04 
1.15 

1 
1.47 

1 

1200 
40 

1800 

External roof 
[U = 0.44 W m-2 K-1] 

Concrete block 
Polystyrene 

0.10 
0.08 

1.15 
0.04 

1 
1.47 

1800 
40 

SANWICH WALL (“sandwich” in the Figures) 

Ground floor 
[U = 4.17 W m-2 K-1] 

Concrete slab 0.08 1.15 1 1800 

External wall 
[U = 0.11 W m-2 K-1] 

Zinc corrugated sheet 
Polystyrene 
Zinc corrugated sheet 

0.002 
0.35 
0.002 

30 
0.04 
30 

0.460 
1.47 
0.460 

7900 
40 

7900 

External roof 
[U = 0.32 W m-2 K-1] 

Zinc corrugated sheet 
Polystyrene 
Zinc corrugated sheet 

0.002 
0.12 
0.002 

30 
0.04 
30 

0.460 
1.47 
0.460 

7900 
40 

7900 
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During occupancy hours, a natural ventilation rate 
of 30 m3 h-1 per person was imposed in accordance 
with EN 13789 (CEN, 2007a). An infiltration rate of 
0.07 vol h-1 was estimated in accordance with EN 
15242 (CEN, 2007b) and UNI EN 12831 (UNI, 2006), 
considering a leakage rate at 50 Pa of 5 m3·h–1 per m2 
of façade and a shielding coefficient of 0.03. Two 
levels of internal sensible gains, i.e., 20 W·m-2 and 
40 W·m-2 (respectively “_20” and “_40” in the next 
Figures and Tables), were considered as representa-
tive of different type of activity sectors according to 
DIN V 18599 1-10 (DIN, 2016), with a total of 6000 W 
or 12000 W, half convective and half radiative as 
suggested by EN ISO 13790 (CEN, 2008). In line with 
the ISO 7730 (ISO, 2005) metabolic rate of 1.6 met 
(i.e., light industry activity) and with ASHRAE 
Handbook of Fundamentals (2009), internal gains 
per occupant were set to 75 W of sensible heat, 43.5 
W radiative and 31.5 W convective, and 158 g·h-1 of 
generated water vapour. Considering the presence 
of 30 occupants, the building was characterized by 
additional 2250 W of sensible gains. The analysis 
was performed considering five European climates: 
Berlin, Germany, Messina, Milan and Rome, Italy, 
and Vienna, Austria. TMY2 weather data were used 
as weather data source. A seasonal distinction, with 
summer lasting from June to September or from 
May to October, depending on the weather data of 
each location, was applied for the clothing factor, 
with 1 clo for winter and 0.5 clo for summer time 
according to ISO 9920 (ISO, 2007). 
Every case was simulated with an ideal sensible 
heating system with an air temperature setpoint of 
18 °C according to the Italian law, DPR 412 (Presi-
dent of the Italian Republic, 1993). The heating sys-
tem starts running an hour before the set working 
timetable (i.e., 7:00 am) and turns off at the end of 
the working timetable (i.e., 5:00 pm). The set of 30 
cases was modelled both with and without sensible 
cooling system. For those configurations with sensi-
ble cooling system, it was modelled as an ideal sys-
tem with an air temperature setpoint of 26 °C, oper-
ating during occupancy time. Heating and cooling 
systems are operative all year long, without a defini-
tion of heating and cooling seasons.  

2.2 The Estimation of the Productivity 
Loss 

As explained in the introduction, in this work Roe-
lofsen model (2001) was used to calculate the 
productivity losses due to non-neutral thermal com-
fort conditions. The model was developed for office 
environments and, in the current research, was 
applied considering specific working tasks, such as 
assembly work, manufacturing machine program-
ming and quality control, which are comparable to 
office tasks in terms of mental activities. The model 
estimates the percentage of hourly productivity loss 
as a function of Fanger’s Predicted Mean Vote, PMV, 
distinguishing thermal discomfort by cold and 
warm sensation (Fig. 1 and Table 2). 

PL = b0 + b1∙PMV + b2∙PMV2 + b3∙PMV3+ +b4∙PMV4 + 
+b5∙PMV5 + b6∙PMV6   (1) 

Productivity loss was neglected in case of a slightly 
cold sensation, i.e., in a range of PMV between 0 and 
-0.5 (see Fig. 1). Moreover, Jin et al. (2012) suggested 
a limit of applicability for the Roelofsen model, 
equal to -1.4 ≤ PMV ≤ +1.5. In this study, the produc-
tivity losses found for PMV = -1.4 and for PMV = 
+1.5 were adopted also for smaller and larger PMV, 
respectively. 

Table 2 – The values of the regression coefficients, b0 - b6, in 
Equation (1) 

Regression coefficients PMV < 0 PMV > 0 
b0 1.2802070 -0.15397397 
b1 15.9954510 3.88202970 
b2 31.5074020 25.17644700 
b3 11.7549370 -26.64136600 
b4 1.4737526 13.11012000 
b5 - -3.12968540 
b6 - 0.29260920 

Fig. 1 – Productivity loss according to Roelofsen model (2001) 
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2.3 Economic Analysis 

For each case not equipped with cooling, the Net 
Present Value, NPV, was calculated, according to 
the following assumptions: 
- investment costs of a cooling system in the range 

of 11 200 EUR to 17 000 EUR, depending on the 
required capacity, sizing from 5 kW to 20 kW 
and selected to satisfy only sensible cooling; 
indeed, considering the significant air change 
rate per ventilation and infiltration, the impact of 
internal vapour generation was assumed limited. 

- running electricity costs according to Eurostat 
data, respectively equal to 0.1979 EUR kWhel-1 
(Austria), 0.2804 EUR kWhel-1 (Germany) and 
0.3229 EUR kWhel-1 (Italy); 

- labour hourly costs according to Eurostat data, 
respectively equal to 34.9 EUR h-1 per worker 
(Austria), 37.1 EUR h-1 per worker (Germany) 
and 28 EUR h-1 per worker (Italy); 

- real discount rate of 3 % and period of con-
sideration of 20 years; 

- seasonal Coefficient of Performance, sCOP, of 
the cooling system equal to 3.5, selected to 
comply with the minimum requirements by the 
Italian law (Italian Government, 2015). 

Moreover, an economic sensitivity analysis was per-
formed on the number of workers, accounting also 
for the scenarios with 20 and 40 workers in addition 
to the reference case with 30. 

3. Results

3.1 Annual Energy Demand 

The specific annual energy demand for heating and 
cooling were analysed for each configuration. Heat-
ing demand ranges from the minimum in Messina to 
the maximum in Berlin, respectively for the insulated 
cases with high internal gains (less than 1 kWh m-2 a-1) 
and for the uninsulated cases with low internal gains 
(more than 50 kWh m-2 a-1), as it can be seen in Fig. 2. 
On the contrary, the opposite is true for the cooling 
needs, with the largest demand in Messina for the 
case with sandwich walls and high internal gains
(more than 30 kWh m-2 a-1) and almost null demand 
in Berlin and Vienna for the cases with concrete 
components and low internal gains (Fig. 3). 

Fig. 2 – Comparison of the annual heating demand for the simulat-
ed configurations 

Fig. 3 – Comparison of the annual cooling demand for the simulat-
ed configurations with cooling system 

3.2 Operative Temperature 

The annual distribution of the hourly operative tem-
peratures simulated during the working hours was 
represented by means of box and whisker charts. 
For each of the analysed cases, the upper lines rep-
resent the maximum, the lower lines the minimum, 
the points in the middle the medians and the rec-
tangular boxes the range between the first and the 
third quartile of all the operative temperatures in 
the simulated working hours. 
Focusing on the interquartile ranges of the distribu-
tions, it can be seen that the solutions with low 
internal gains show operative temperature values 
lower than the ones with high internal gain. The 
same is true for those cases with uninsulated com-
ponents with respect to those with insulated or well-
insulated envelope, and moving from colder to 
warmer climates. The result of the installation of a 
cooling system is clearly visible by comparing 
Fig.s 4 and 5. As it can be seen in the latter Figure, 
the cooling system is able to keep the maximum 
values of the operative temperature below 27 °C 
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during occupancy time, with the largest benefits 
registered for the city of Messina, especially for the 
solution with the sandwich wall and high internal 
gains. 

Fig. 4 – Distributions of hourly operative temperature for the cases 
without cooling system, during working hours 

Fig. 5 – Distributions of hourly operative temperature for the cases 
with cooling system, during working hours 

3.3 Annual Distributions of PMV and 
PPD 

The PMV annual distributions were calculated set-
ting a metabolic activity level of 1.6 met, a clothing 
insulation equal to 1 clo during the winter period 
and 0.5 clo during the summer, an air velocity of 
0.05 m s- 1, and the operative temperatures generated 
by TRNSYS output and relative humidity values 
calculated balancing internal vapour generation, 
outdoors relative humidity and mass exchanges. As 
it can be seen in Fig.s 6 and 7, the cases with lower 
operative temperatures (e.g., with uninsulated enve-
lope and low internal gains in colder climates) are 
characterized also by lower PMV. In all cities, the 
cases with uninsulated concrete walls and low in-
ternal gains are also those with PMV closest to neu-
trality, and, therefore, those with lowest productivi-
ty losses. With the use of a cooling system, the val-
ues of maximum and third quartiles and, to a lower 

extent, of medians are lowered (Fig. 7), especially for 
Messina. 

Fig. 6 – Distribution of hourly PMV for the cases without cooling 
system, during working hours 

Fig. 7 – Distribution of hourly PMV for the cases with cooling sys-
tem, during working hours 

Fig.s 8 and 9 display the predicted percentage of dis-
satisfied, PPD, highlighting those cases with im-
portant fraction of time with PPD larger than 15 %, 
i.e., category C limit according to ISO 7730. In case
of insulated envelope and high internal gain, the fre-
quency of high PPD increases, especially for south 
Europe climates. 

Fig. 8 – Distribution of hourly PPD for the cases without cooling 
system, during working hours. The red line indicates the limit of a 
category C environment (ISO 7730) 
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Fig. 9 – Distribution of hourly PPD for the cases with cooling sys-
tem, during working hours. The red line indicates the limit of a 
category C environment (ISO 7730) 

3.4 Annual and Seasonal Productivity 
Loss 

The hourly productivity losses were calculated as a 
function of hourly PMV, according to Roelofsen 
model. As a result, the configurations characterized 
most frequently by lower PMV values, i.e., the cases 
with uninsulated envelope and low internal gains, 
have the lowest loss for while the opposite occurs 
with well-insulated components and high internal 
gains. As in Fig.s 10 and 11 and in Table 3, the cooling 
system can reduce the annual average of productivity 
loss, especially in Messina during the summer season. 

Fig. 10 – Annual average of productivity loss for the cases without 
cooling system 

Fig. 11 – Annual average of productivity loss for the cases with 
cooling system 

Table 3 – Seasonal average increase of productivity after the installation of a cooling system 

Berlin Messina Milan Rome Vienna 

winter summer winter summer winter summer winter summer winter summer 

Concrete_20 - - - 1.1 % - 0.6 % - 0.4 % - 0.1 % 

Concrete_40 - 0.2 % - 2.1 % - 1.5 % - 1.3 % - 0.6 % 

Ins_conc_20 - - - 0.7 % - 0.3 % - 0.2 % - - 

Ins_conc_40 - 0.2 % - 2.1 % - 1.5 % - 1.3 % - 0.6 % 

Sandwich_20 - 0.8 % - 2.6 % - 2.3 % - 2.3 % - 1.5 % 

Sandwich_40 0.2 % 3.2 % 0.5 % 4 % 0.2 % 4.1 % 0.4 % 4.2 % 0.2 % 3.8 % 

3.5 Economic Analysis 

Fig. 12 shows the Net Present Value for the invest-
ments related to the installation of a sensible cooling 
system in the productive buildings. As costs are 
expressed as positive values, a negative NPV means 
economic benefit, with the discounted savings over-
balancing the initial costs. The investment is always 
profitable, except for 4 configurations, i.e., for the 
cases with either uninsulated and insulated concrete 
walls and low internal gains in Berlin and Vienna, 

for which the increase of productivity is null all over 
the year as seen in Table 3. 
A sensitivity analysis was performed also on the 
number of workers, considering the economic con-
venience both in case of 20 and of 40 workers. As in 
Fig. 13, with fewer employees, the cases with con-
crete walls and low internal gains have null or posi-
tive NPV also in Milan and Rome. Moreover, in Ber-
lin also those cases with high internal gains and 
concrete structures are no more convenient. As a 
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whole, for the other cases all absolute values of NPV 
are reduced when compared to the base case with 30 
workers. On the contrary, the opposite occurs with 
40 workers (Fig. 14). 

Fig. 12 – Net Present Values considering 30 workers 

Fig. 13 – Net Present Values considering 20 workers 

Fig. 14 – Net Present Values considering 40 workers 

4. Discussions and Conclusions

This preliminary study focused on thermal comfort 
in productive buildings and potential improvement 
to productivity arising from the adoption of cooling 
systems, generally not present in such a kind of 
building. A parametric set of small-size productive 

buildings was simulated with TRNSYS, considering 
different European climates, kind of envelopes, as 
well as internal gains. The economic benefit of the 
cooling system was assessed by contrasting the 
higher achievable productivity rate with the addi-
tional investment and running energy costs. We 
observed that: 
- there is a high risk of thermal discomfort by 

warm sensation because of internal gains, which 
depends on the specific machineries and type of 
process; 

- this risk can be increased further in case of 
insulated envelope and, in particular, for the 
Mediterranean climates; 

- a cooling system can successfully reduce the 
thermal discomfort, increasing the productivity 
rate up to 4 % in the most critical configurations 
during the summer season; 

- the improvement of the thermal comfort 
conditions in the workplace are economically 
convenient in most scenarios, with the exception 
of the configurations with uninsulated envelope 
and low internal gains in Berlin and Vienna; 

- even a small improvement in average 
productivity (e.g. 1-2 %) is sufficient to pay off 
the additional costs for space cooling. 

In conclusion, investments in HVAC systems for the 
improvement of workers’ thermal comfort condi-
tions demonstrated to be an effective strategy to 
increase the productivity rate and gain competitive 
advantage. Further developments are expected to 
focus on actual case-studies, with the aim of as-
sessing the limits of applicability of the Roelofsen 
correlation between productivity and thermal com-
fort to the different industrial activities as well as 
the influence of local comfort/discomfort on work-
ers’ productivity. 
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Building Simulation applications (BSA) 2017 was the third 
IBPSA-Italy conference on building performance simulation 
to take place at the Free University of Bozen-Bolzano, from 
8th to 10th February 2017. The main topics dealt with were 
the impact of micro-climate conditions on building perfor-
mance, detailed modelling of physical phenomena and build-
ing system components, optimization techniques for high 
performance buildings, energy retrofit and advanced HVAC 
controls, integrated performance analysis, and visual and 
thermal comfort assessment.
The principal mission of the International Building Perfor-
mance Simulation Association (IBPSA) is to promote and 
advance the practice of building performance simulation 
in order to improve the design, construction, operation and 
maintenance of new and existing buildings. IBPSA-Italy, the 
Italian affiliate, is a non-profit association, which includes re-
searchers, developers and practitioners acting on the topic 
of building performance simulation. IBPSA-Italy was found-
ed in January 2011 and has now more than 160 members 
including university professors, researchers, professionals, 
software developers and students.
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