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Preface 

Unlike the previous editions, the fourth Building 
Simulation Applications BSA 2019 Conference took 
place in June, from 19th to 21st, instead of during 
the winter period. For the biennial conference 
hosted by the Free University of Bozen-Bolzano, 
IBPSA Italy had to double its efforts, considering 
its concurrent commitment to the organization of 
Building Simulation 2019 in Rome.  
Even so, BSA 2019 featured more than 60 partici-
pants and around 130 different authors, with a 
significant presence of delegates from abroad and, 
in particular, from Austria. A different review pro-
cess was introduced, with the full paper submis-
sion and review following the conference. Based on 
this, only 40 out of the 54 works presented during 
the conference in two parallel sessions were ac-
cepted for inclusion in this proceedings book. 
The initiatives for students and practitioners of-
fered in the previous edition were renewed. As 
regards the former, new editions of the “Student 
School on Building Performance Simulation Appli-
cations” – this year dealing with indoor lighting 
simulation and building acoustics simulation – and 
the “Student Award” were organized. Similarly, 
the “IBPSA Italy Round Table for Designers and 
Practitioners” took place to discuss current trends, 
criticalities and the potential of the use of building 
simulations in professional activities. 
Regarding the main topics analysed in the last edi-
tion of Building Simulation Applications, in addi-
tion to the analysis of building energy perfor-
mance, particular attention was paid to hygro-
thermal simulations of building components, the 
development of advanced controls for HVAC 
components – particularly, heat pumps, urban 
simulation and urban weather data – and the inte-
gration of BIM solutions in building design. A spe-
cial and novel focus for the conference was acous-
tics, with three dedicated sessions and 15 presenta-
tions, ranging from simulations of acoustic comfort 
and room acoustics, to the acoustic behaviour of 
components and structures. 
Interesting overviews of current trends and the 
development of building simulation tools and 
methods were offered in the two keynotes hosted 

during the conference. Lori McElroy, current 
IBPSA President, spoke about “Building Perfor-
mance Simulation – Future Trends and the Role of 
IBPSA”, and Vincenzo Corrado, former IBPSA Italy 
president, discussed recent developments in tech-
nical standards in his speech “Energy Performance 
Assessment of Buildings in a Legal Context: New 
Standards and National Trends”.  
Finally, Ardeshir Mahdavi (Technische Universität 
Wien, Austria – Department of Building Physics 
and Building Ecology) offered a special lecture 
about building simulations to the PhD students 
present at the conference, titled “Some lateral 
thoughts on building performance simulation”, 
engaging all attendees in some critical reflexions 
on the uses and applications of building perfor-
mance simulations. 
With the success of the 2019 edition, six years after 
the first conference, BSA has been confirmed as a 
lively expression of the IBPSA national Building 
Simulation community, its commitment to re-
search, its attention to practice, and its internation-
al connections. 

Andrea Gasparella, Free University of Bozen-Bolzano 
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Abstract 
In building performance simulation, fixed input 

assumptions lead to fixed computed values for building 
performance indicators. This has been suggested to be 

misleading, as it does not express the uncertainty of 
simulation-based performance predictions. A counter-

argument to this position suggests that the empirical 
basis for the determination of the statistical uncertainty 

distribution of occupancy-related input assumptions is 
rather scant. Arbitrary assignment of uncertainty func-

tions (distribution ranges and shapes) to input variables 
can indeed generate corresponding performance result 

distributions. However, this could be even more mislead-
ing than fixed values, as the resulting uncertainty impres-

sion is empirically ungrounded. To address this objec-
tion, it has been suggested that the computed uncertainty 

ranges for performance indicators may be, to a certain 
extent, resistant to the ranges and shapes of associated 

input data distributions and hence still useful. In the 
present contribution, we examine the above suggestion, 

namely the resilience of performance simulation output 
distribution to the assumed model input uncertainties. To 

this end, parametric simulations were conducted and 
processed to explore the implications of different input 

data assumptions for the values of computed perfor-

mance indicator values for a sample building model. 

1. Introduction

A common argument against the use of such fixed 
input assumptions for building performance simu-
lation is the uncertainty challenge. Hence, so goes 
the criticism, the input data uncertainty is not man-
ifest in the results, which can be misleading (Me-
chri, 2009; Tian et al., 2018; Li et al., 2019).  
It has been suggested that replacing single value 
input data assumptions with distributions of input 
data variables is preferable. However, there is a 
paucity of empirical information on the uncertainty 
distributions of occupancy-related simulation 
model input data assumptions. It is of course pos-
sible to select – more or less arbitrarily – some dis-
tribution ranges and shapes of certain input varia-
bles to generate corresponding performance result 
distributions instead of single values. However, 
this approach could be even more misleading as 
the resulting uncertainty ranges are not empirically 
grounded (Mahdavi, 2015; Mahdavi & Tahmasebi, 
2019).  
The present paper examines the suggestion that 
computed uncertainty ranges for performance indi-
cators may be at least partially resistant to the rang-
es and shapes of associated input data distributions. 
We explore the validity of this suggestion via sys-
tematic simulation runs applied to a case study 
building in Italy. This case study model is subjected 
to variation (i.e. different distribution shapes and 
ranges) of input data assumptions for the values of 
computed performance indicators.  
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2. Method

In order to explore the implications of occupancy-
related input data assumptions (i.e. different dis-
tribution shapes and ranges) for the values of key 
performance indicator values, an illustrative case, 
namely a typical apartment in a residential build-
ing in Italy, was selected (Fig. 1). This building is 
located in the Italian climatic zone E (Milano, 2404 
HDD). General information on the building is giv-
en in Table 1 including geometry-related variables 
(Vg: gross volume; Af,net: net floor area; Aw: window 
area) and construction-related variables (U-values 
of external wall Uext,wall, wall adjacent to unheated 
space Uwall,unheated, floor Ufloor, and window Uwindow). 
Within this case study, the aforementioned as-
sumption, namely the resilience of performance 
simulation output distribution in view of input 
data variation, is tested via systematic simulation 
applied to this apartment. 
The building is modelled in EnergyPlus (Ener-
gyPlus, 2019) and parametric simulation runs are 
expressed in RStudio (RStudio, 2019). First, we 
obtained fix-value simulation results for the base 
case (BC), whose simulation model likewise in-
volved only fix values of input variables. Subse-
quently, we considered different distribution 
shapes and ranges and examined the effect of input 
variable distributions on the corresponding distri-
butions of computed performance indicator values. 
In the present contribution, a number of generic 
input data variations, namely three normal distri-
butions with three different widths (labelled as 
N_N, N_S, and N_W) (Fig. 2) as well as one left-
skewed distribution (S_L) and one right-skewed 
distribution (S_R) (Fig. 3) are considered.  
The study considers the following input variables: 
Heating temperature set-point (θsp-h in °C), air 
change rates (ACH in h-1), and internal gains (qint in 
W.m-2). The simulated performance indicator is the
annual heating demand (qa,h in kWh.m-2.a-1). The re-
sponse of simulated performance indicator to input
variable assumptions are captured in two distinct
sets of simulation runs. Whereas in the first set
only one input variable's value is parametrically
varied, in the second set the values of multiple in-
put variables are varied simultaneously.

In the following, the results of both groups of vari-
ation are discussed in detail.  

Fig. 1 – Case study building in Milan, Italy (Top: 3D model. 
Bottom: floor plan of the selected case study apartment) 

Table 1 – Overview of case study apartment data 
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Fig. 2 – Narrow (N_N), standard (N_S), and wide (N_W) normal 
distribution 
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Fig. 3 – Right-skewed (S_R) and left-skewed (S_L) distribution 

3. Results and Discussion

3.1 One-at-a-Time Variation of Model 
Input Variables 

The first set of results concerns the response of the 
simulated performance indicator (i.e. annual 
heating demand) to one-at-a-time variation of the 
model input variables. The distribution of the 
values of one input variable (heating temperature 
set-point) is shaped according to the 
aforementioned distributions. Fig. 4 shows the 
resulting five different heating temperature set-
point distributions.  
A total of 100 simulations are performed to gener-
ate each of the five resulting distribution functions 
of the annual heating demand. The corresponding 
simulation results are shown in Fig. 5. Table 2 
includes a number of basic statistical markers for 
both the distributions of the input variable value 
(namely the heating temperature set-point θsp-h) 
and the corresponding distributions of the com-
puted building performance indicator values (heat-
ing demand qa,h). These include the mean (μ), 
standard deviation (σ), and coefficient of variation 
(CV) for the five aforementioned distribution func-
tions.
These results suggest that the value of a computed
building performance indicator strongly depends
on the assumed distribution of the input variable
value. This means that the usability of a simula-
tion-based generation of output distributions
would be very limited, if no basis or reasoning is
provided concerning the underlying input variable
distribution assumptions.

Fig. 4 – Assumed heating temperature set-point distributions 
toward computation of annual heating demand (see Fig. 5) 

Fig. 5 – Computed annual heating demand distributions as a 
consequence of assumed input variable distributions (see Fig. 4) 

Table 2 – Statistical data regarding the first set of simulation runs 
(consequences of assumed heating temperature set-point 
assumptions for computed distributions of annual heating 
demand) 

θsp-h [°C] qa,h [kWh.m-2.a-1] 

μ σ cv μ σ cv 

BC 20.00 - - 24.15 - - 

N_S 19.89 0.89 4.46 23.86 2.74 11.48 

N_N 20.02 0.50 2.52 24.24 1.57 6.50 

N_W 19.91 1.40 7.05 24.00 4.39 18.29 

S_R 19.99 0.98 4.88 24.19 3.10 12.81 

S_L 20.12 0.94 4.66 24.59 2.89 11.75 
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3.2 Concurrent Manipulation of Multiple 
Input Variables 

As mentioned previously, the second set of para-
metric simulations explore the response of simula-
tion results to concurrent manipulation of multiple 
input variables in terms of distribution functions. 
To illustrate this point, Fig.s 6 and 7 show the 
concurrent parametric variation of two input vari-
able values, namely heating temperature set-points 
[θsp-h] and air change rates [ACH]. Thereby, three 
different combinations of distribution functions are 
considered (Fig. 6): 
A. Right-skewed distribution of θsp-h and ACH  
B. Standard normal distribution of θsp-h and ACH 
C. Right-skewed distribution of ACH and left-

skewed distribution of θsp-h 
 

The set of input values for the heating temperature 
set-points [θsp-h] and air change rates [ACH] are 
generated according to the aforementioned three 
different combinations of distribution functions. A 
total of 100 simulations are performed to generate 
the resulting distribution functions for annual heat-
ing demand for each of the three combinations (see 
A, B, and C above). 
Fig. 7 displays the resulting three different dis-
tributions of the computed heating demand of the 
aforementioned case study apartment.  
According to the results of this second set of simu-
lation runs, there is no evidence that arbitrary vari-
ations of input data distributions necessarily result 
in reproducible and consistent distributions of 
computed building performance indicator values.  

 

Fig. 6 – Selected distributions of input variables θsp-h and ACH 
toward computation of annual heating demand (see Fig. 7) 

 

Fig. 7 – Computed distributions of annual heating demand as a 
consequence of assumed input variable distributions (see Fig.6) 

To further pursue this point, we varied (concur-
rently and randomly) three different input data 
variables, namely the heating temperature set-
point [θsp-h], the air change rate [ACH], and the 
internal gain [qint] (see Fig.s 8 to 10 for the corre-
sponding distributions).  
For each of the three input variables (θsp-h, ACH, 
and qint) the distribution functions are randomly 
selected. Subsequently, the values of each of the 
three input variables are randomly selected from a 
set of 100 values that constitute each of the distri-
bution functions.  
In total, 10000 simulations are performed to generate 
the distribution function of the annual heating de-
mand. The resulting distribution of the computed 
overall annual heating demand is shown in Fig. 11. 
An overview of the statistical markers pertaining to 
distributions of the input variables and the distri-
bution of the results is given in Table 3. 
 

 

Fig. 8 – Selected distributions for heating temperature set-point  
[θsp-h] toward computation of annual heating demand (see Fig. 11) 
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Fig. 9 – Selected distributions for air change rate [ACH] toward 
computation of annual heating demand (see Fig. 11) 

 

Fig. 10 – Selected distributions for internal gains [qint] toward 
computation of annual heating demand (see Fig. 11) 

 

Fig. 11 – Computed distribution of annual heating demand as a 
consequence of assumed input variable distributions (see Fig.s 8 
to 10) 

Table 3 – Statistical data regarding the assumed distributions of 
concurrently varied input variables (θsp-h, ACH, and qint) as well 
as the resulting distribution of the output variable (qa,h) 

 μ σ cv 

θsp-h 20.00 1.50 0.08 

ACH 1.00 0.24 0.24 

qint  5.55 1.86 0.34 

qa,h  54.84 18.58 0.34 

These last results imply that a fairly stable distribu-
tion of the simulated values of a performance indi-
cator may emerge, if we conduct extensive Monte 
Carlo simulations involving both multiple input 
variables and multiple distribution shapes of those 
variables. For a given group of such variable sets 
and distributions sets, we may even be able to pro-
pose default uncertainty ranges. However, this 
approach would not resolve the problem stated at 
the outset. As long as the combination of input 
variable sets and corresponding distribution 
shapes involve arbitrary choices, the resulting out-
put distributions and corresponding uncertainty 
ranges remain likewise arbitrary. Provision of 
standardized uncertainty ranges (for instance, 
standard deviations) for simulation results may be 
a possible option, assuming the availability of pre-
defined input variable distribution shape cata-
logues. The question is, however, whether conduct-
ing an extensive set of parametric simulation runs 
is not a rather prohibitive expenditure of time and 
effort, given the fairly limited meaning and utility 
of the provided uncertainty information. 
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Abstract 
This paper presents new tools for the hygrothermal 

assessment of building components. The first assessment 
method based on the Glaser approach is implemented on 

the existing software ProCasaClima, whereas the second 
method constitutes a new tool for the dynamic simulation 

of combined transport of heat and moisture in building 
components: ProCasaClima Hygrothermal. This latter 

tool is more advanced since it takes into account capillary 
liquid transport and moisture storage properties of mate-

rials. At the same time, ProCasaClima Hygrothermal 
aims to be user-friendly to maximize its diffusion among 

technicians. The two assessment methods will be pre-
sented and compared in the results through a case study 

represented by an external wall internally insulated and 
located in the climate of Bolzano/Bozen. A second analy-

sis is carried out specifically on the Hygrothermal tool to 
compare the results obtained with two different climate 

files. The first uses the reference year data provided by 
the CTI while the second is based on climate data ob-

tained from the software Meteonorm, once again on the 
city of Bolzano/Bozen, but also including data referring 

to the rain. Finally, it will be possible to evaluate the 
influence of this phenomenon on the risk of interstitial 

condensation for the specific case analysed. The studies 
presented in this paper are supported by the ERDF Euro-

pean project BuildDOP. 

1. Introduction

The main reason behind the necessity of perform-
ing an hygrothermal assessment concerns the pre-
vention of building pathologies, degradation of 
components and comfort issues. 

The Italian building stock is rich in buildings re-
quiring energy requalification interventions.  
Based on the experience gained by CasaClima 
Agency on certified buildings, it is clear that some 
design solutions, which could be critical from the 
hygrothermal point of view, are often applied in 
the construction phase without performing the 
required hygrothermal evaluations in the design 
stage.  This issue is due to the lack of simple and 
easily accessible evaluation tools as well as to the 
lack of knowledge of stakeholders involved in the 
design and construction process of buildings. In 
particular, the use of vapor barriers or moisture-
variable vapor barriers for interior insulation in 
mixed constructions, common in the Alpine region, 
can lead to construction damage in the event of 
improper installation. Moreover, the application of 
the capillary active insulation system is often 
limited due to the absence of a user-friendly 
simulation tool that can predict properly their 
hygrothermal performances.  
Thus, within the BuildDOP project (Agenzia per 
l’Energia Alto Adige – CasaClima, 2018), the 
CasaClima Agency with the support of Eurac 
Research has developed two tools for the hygro-
thermal analysis of building components: an 
assessment tool based on the Glaser methodology 
and a dynamical simulation tool, ProCasaClima 
Hygrothermal. The aim is to push the application 
of dynamic hygrothermal simulations, even in 
smaller renovation projects where interior insula-
tion is frequently used and integrate them in the 
building certification process. The general objective 
of the implementation of these two hygrothermal 
assessment methods is to provide designers and 
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building consultants with all the tools needed to 
perform the verifications required in Appendix D 
of the CasaClima Technical Directive. This Appen-
dix requires hygrothermal verification in two cas-
es: internally insulated external walls and non-
ventilated flat roofing (Agenzia per l’Energia Alto 
Adige – CasaClima, 2017). 
This paper reports the development of the two 
different calculation approaches designated to the 
evaluation of interstitial condensation risk on 
building components i.e. a Glaser based method 
(EN ISO 13788) and a dynamic simulation tool (EN 
15026). The results of the two calculation 
approaches are compared using a case study. 
Moreover, the dynamical simulation is performed 
in two different ways: including and neglecting the 
effect of driving rain on the building component. 
The aim is to evaluate the impact of this parameter 
on the simulation results in a typical Italian 
climate.  

2. Implementation of the Standards

2.1 Glaser Method: UNI EN ISO 13788 

The implementation of the above-described meth-
odologies is carried out using the Excel GUI work-
ing environment.  
Firstly, the Glaser method (EN ISO 13788) has been 
analysed and implemented step by step following 
the prescriptions of the standard. The input 
parameters for the computation are monthly aver-
age external conditions (UNI 10349-1) and hygro-
thermal properties of the materials constituting the 
building component to be verified.  
In particular, in terms of the climate data, the fol-
lowing monthly parameters are necessary for the 
calculation: outdoor temperature, extreme relative 
humidity that allows us to obtain the vapour pres-
sure, air temperature and indoor relative humidity. 
In addition, the properties of materials and 
products concern conductivity and thermal 
resistance, the water vapour resistance factor, the 
equivalent air thickness for the diffusion of water 
vapour, to which surface resistances are added (Rse 
= 0,04 m2 x K/W ed Rsi = 0,25 m2 x K/W). At each 
interface between materials, the partial vapor and 

saturation pressures are computed and, comparing 
their values, it is possible to identify potential 
condensation interfaces. In case a condensation 
layer is identified, the vapour flow rates in that 
layer are calculated and consequently the amount 
of condensation or evaporation occurring. The 
calculation is carried out by means of a graphic 
monthly method, considering periods of accumula-
tion and evaporation.  
This tool has been integrated in the already exist-
ing software of the CasaClima Agency “Pro-
CasaClima” in the sheets dedicated to the descrip-
tion of the construction elements. It is possible to 
select different humidity classes to be applied as 
indoor climatic conditions, following the prescrip-
tions of the UNI EN ISO 13788 standard.  
As output, the user gets an initial feedback on the 
presence or absence of interstitial condensation in 
the construction under monthly stationary condi-
tions. In the case of absence, the component can be 
considered safe under the initial assumptions of 
absence of driving rain or, more generally, where 
the phenomena of the hygroscopic capacity of the 
materials, the transport of humidity to the liquid 
state and capillary ascent can be considered negli-
gible. By contrast, in the case of presence of inter-
stitial condensation in the component or if it is not 
possible to apply the stationary method due to the 
presence of the phenomena described above, the 
user will have to proceed with a more detailed 
simulation thorough a dynamic analysis by means 
of the new simulation tool ProCasaClima Hygro-
thermal. As the Glaser approach is a simplified 
method, it presents some limitations: only vapor 
diffusion is taken into account as a moisture 
transport mechanism, moisture storage properties 
of materials are neglected, average monthly cli-
mate data are considered and driving rain is com-
pletely neglected. It can therefore lead to substan-
tial errors in the evaluation when other transport 
mechanisms are relevant or when the hygroscopic 
storage properties as well as the contribution of 
rain cannot be neglected. 
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2.2 ProCasaClima Hygrothermal:  
EN 15026 

A more complex and accurate calculation tech-
nique is suggested by the EN 15026 standard which 
includes, unlike the previous procedure, the fol-
lowing aspects: 1. capillary liquid transport 2. 
hygroscopic storage properties of the material 3. 
modification of physical properties of materials 
according to the moisture content 4. hourly weath-
er data 5. effect of radiation and eventually driving 
rain. The new software ProCasaClima Hygrother-
mal, developed in cooperation with Eurac 
Research, responds to these characteristics. The 
external solver of the tool is the same used in DEL-
PHIN while the graphic interface, the selection of 
input and output parameters were developed to 
provide a user-friendly instrument for designers. 
This tool presents the advantage of combining the 
ease of use typical of any Excel file and the high 
level of performance which is featured in the most 
popular dynamic simulation software such as 
WUFI or DELPHIN. Above all, this new software is 
available to the user completely free of charge. 
Several aspects have been considered to make the 
tool user friendly, such as the guided input of data 
through drop down menus, which helps the de-
signers to select the correct parameters.  The tool is 
currently able to simulate the combined transport 
of heat and moisture in 1D wall build–ups. 
Through the application to a case study, the types 
of data input and output that the new software 
proposes will be analysed and described in more 
detail. 

3. Simulation 

The selected case study construction is reported in 
the volume “Risanare l’esistente” by Cristina Bene-
detti and consists of an external wall internally 
insulated. Referring to Fig. 1, it is possible to 
recognize the outermost layer of lime cement mor-
tar (3 cm) followed by 45 cm of stone masonry and 
another layer of mortar. Internally the element is 
insulated with 12 cm of wood fibre and finally 0.4 
cm of internal lime plaster (Benedetti C., 2011). 
Firstly, the wall is analysed according to the two 

calculation methods to compare the results that 
they generate. Secondly, the focus is applied on the 
software ProCasaClima Hygrothermal and the 
same wall is simulated both using climate data that 
do not include rain and climate date that include 
rain. 
These tests are carried out in the city of Bolzano 
(Italian climate zone E). The basic hygrothermal 
properties of the materials constituting the wall are 
reported in Table 1. 

Table 1 – Fundamental hygrothermal properties of materials used 
for the hygrothermal assessment. The reported parameters are: 
bulk density (ρ), specific heat capacity (cp), thermal conductivity 
(λ), vapor diffusion resistance factor (µ) 

ID Material ρ 
[kg/m3] 

cp 
[J/kg K] 

λ  
[W/m K] 

µ 
 [-] 

1 
Lime Plaster 
(fine) 

1600 850 0,70 7 

2 
Wood Fibre 
Insulation Board 

168 1700 0,045 39 

3 
Lime cement 
mortar 

1900 850 0,80 19 

4 Sandstone 
Krenzheimer 

2400 1000 2,00 248 

5 
Lime cement 
mortar 

1900 850 0,80 19 

3.1 UNI EN ISO 13788 Evaluation 

The interstitial condensation assessment carried 
out in accordance with the standard UNI EN ISO 
13788 is applied to the city of Bolzano using the 
monthly external climate data taken from the 
standard UNI 10349. As regards the indoor bound-
ary conditions, these are deduced in accordance 
with the UNI EN ISO 13788 standard, considering 
the third humidity class (“Buildings with unknown 
occupation”) for maritime climates. However, the 
tool implemented in ProCasaClima gives the user 
the possibility to choose any of the 5 humidity 
classes for the verification. 

3.2 ProCasaClima Hygrothermal 
Simulation 

In this section the relevant input parameters for the 
simulation with the new software and the relative 
outputs are described through the application to 
the case study construction. 
In ProCasaClima Hygrothermal materials can be 
chosen by the user from a rich database, which is 
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the same of the DELPHIN software. There is also 
the possibility for the user to customize his/her 
own materials starting from a material in the 
database and then changing its name and its main 
hygrothermal characteristics and then saving it in a 
user defined database. The component is 
graphically displayed with its own layers and the 
position of monitors, as reported in Fig. 1. 
 

 

Fig. 1 – Graphical visualization of the layers constituting the 
building element and of the monitor position within the GUI of 
ProCasaClima Hygrothermal 

Monitors provide detailed outputs for a specific 
position of the construction, considered to be 
particularly dangerous from the hygrothermal 
point of view by the user.  
In terms of the climate data, ProCasaClima Hygro-
thermal has an internal database containing the 
data for all Italian provinces developed by the CTI 
(Murano et al., 2016). A temperature correction is 
subsequently applied to the climate data if the 
analysed construction has a different altitude with 
respect to the location included in the database. 
These data, processed in the form of TRYs 
according to the standard EN ISO 15927-4, include 
outdoor temperatures, relative humidity, global 
and diffuse radiation and wind speed all on an 
hourly basis. Alternatively, the user can import his 
own climate data in a .csv format, which can also 
be generated with the support of the software 
Meteonorm. In this case, not only can the user 
select the province but also the exact GPS 
coordinates of his case study to best simulate local 
aspects such as the influence of the horizon on the 
climate. Unlike the previous case, in the latter it 
will be possible to obtain the precipitation data in 
the chosen site and see them graphically 
represented as illustrated in Fig. 2. 
 

 

 

Fig. 2 – Graphs of the annual driving rain subdivided on the 8 
orientations for the climate of Bolzano taken from Meteonorm. 
Below: hourly and cumulated driving rain data for the west façade 

The construction is simulated selecting the west 
orientation, since it represents the direction in 
which there is the greatest amount of driving rain 
during the year. This will maximize the influence 
of this parameter, for the evaluation of the impact 
of driving rain on the simulation. 
The interior climate in ProCasaClima Hygrother-
mal is calculated on the basis of external tempera-
ture and relative humidity by means of two simpli-
fied adaptive interior climate models that are 
described in the standard EN 15026 and EN ISO 
13788. The user has the possibility to select the 
classes provided by both standards, but for the 
simulation object of this paper the third class in 
maritime climate provided by EN ISO 13788 is 
chosen to have the same boundary conditions with 
respect to the simplified calculation method. This 
approach for calculating internal climate data leads 
to a variation of the internal temperature during 
the year in the range between 20 °C and 23.7 °C 
and relative humidity ranging from 43% to 71%. 
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Fig. 3 – Trend of the internal temperature and relative humidity 
during the year calculated following the prescriptions of the 
standard EN ISO 13788 

The heat and vapour transmission coefficients are 
set according to the EN ISO 6946 and EN 15026 
standards according to the type of construction 
element analysed (external wall, roof). In particular, 
for the study conducted in this paper the heat con-
duction exchange coefficient is equal to 25 W/m2K 
(Rse = 0.04 m2K/W) while the vapour diffusion coeffi-
cient is 8.034 x 10-8 s/m. For internal surfaces these 
parameters assume respectively the following val-
ues:  4 W/m2K (Rsi = 0.25 m2K/W (to take into 
account the presence of furniture) and 2.420 x 10-8 
s/m. 
The starting month for the dynamic simulation is 
conventionally fixed at October, being the first 
month of heating for the climate zones most at risk 
of interstitial condensation, i.e. Italian climate zones 
E and F. A timeframe of at least 3 years of simula-
tion is recommended in order to reduce the influ-
ence of the starting conditions set by default i.e. 
relative humidity equal to 80% and internal tem-
perature of 20 °C (Larcher et al., 2019). The driving 
rain coefficients consistent with the EN ISO 15927-3 
standard are: roughness coefficient (1.01), topo-
graphic coefficient (1.00), obstruction coefficient 
(0.80), coefficient relative to the wall (0.40), splash-
ing coefficient (0.70), total reduction coefficient 
(0.23). 

4. Discussion and Result Analysis 

The evaluation carried out in accordance with UNI 
EN ISO 13788 standard (Glaser method) presents a 
risk of interstitial condensation, even if limited. 
Two interfaces are involved: the one between the 
masonry and the internal plaster layer and the one 
between the plaster and the internal insulation. 
Globally, the period of condensation extends from 
November to March and then dries completely in 
spring. The maximum value of accumulated con-
densation occurs in the month of February and is 
equal to 64.7 g/m2.  Even if it is not a particularly 
high value, it should be taken into account that the 
Glaser method states the simplifications mentioned 
in section 2.2, so it is appropriate to evaluate the 
same component with a more detailed calculation 
method that considers phenomena such as 
capillary liquid transport and hygroscopic storage 
properties. 
The output types provided by ProCasaClima 
Hygrothermal are of a spatial and temporal nature, 
consisting of temperatures, relative humidity and 
moisture content for the different layers or monitor 
positions. In this section outputs provided by the 
software are analyzed, comparing the case in 
which the contribution of rain is taken into account 
(climate data generated with Meteonorm) to that in 
which precipitations are neglected (CTI typical 
meteorological years climate data). 
The first result analyzed is the total moisture con-
tent accumulated in the all construction over the 
years. The simulation is carried out over a period 
of 3 years and the third-year trend is the one to be 
considered significant in order to assess the risk of 
interstitial condensation. Indeed, simulating a 
longer period of time, the curve of the third year 
would be repeated periodically in the following 
years. 
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Fig. 4 – Trend of the moisture content in the constructive element 
during the 3 years of simulation taking into consideration in the 
upper graph the climate data of Bolzano provided by the CTI (no 
rain) and in the lower part the Meteonorm data 

The results for the third year of simulation show a 
higher moisture content in the second case com-
pared to the first with peaks during the rainy sea-
sons up to 7.5 kg/m² of moisture in the structure 
while in the first case this parameter never exceeds 
the value of 6.2 kg/m². However, the presence of 
driving rain introduces significant modifications of 
the total moisture content only for limited time 
frames during the most severe rain events. Far 
from these rain events the moisture accumulated in 
the construction is comparable in the two 
simulations. In addition, it can be observed that the 
overall decreasing trend of the total moisture 
content is the same in both simulations.  
The next outputs are the spatial profiles of relative 
humidity in which the minimum, average and 
maximum values of this parameter are shown in 
the component for the third and last year of simu-
lation. The interface with the highest value of rela-
tive humidity is the one between the internal plas-
ter adjacent to the insulation and the masonry. For 
this reason, in this position a monitor is inserted, 
which makes it possible to analyze this specific 
part of the construction in more detail. 

 

 

Fig. 5 – Spatial profiles representing the maximum, average and 
minimum value of relative humidity obtained in the last year of 
simulation in the element, once again comparing the situation 
starting with the climate data of Bolzano provided by the CTI (no 
rain) and in the lower part the Meteonorm data. The red circle 
contains the critical point of the element 

 

Fig. 6 – Trend of the relative humidity in the monitor position 
during the simulation period. The red line refers to the simulation 
performed with data containing rain contributes (Meteonorm). The 
green line refers to the simulation performed using CTI climate 
data 

In the interface that divides the masonry from the 
existing interior plaster, the simulation results in a 
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temperature range varying from 3 °C to 30 °C and 
a relative humidity value from 74% to 85% in the 
case of external climatic data provided by the CTI 
and present in the climate data base of Pro-
CasaClima Hygrothermal. A similar behavior is 
also found for the climatic data obtained from 
Meteonorm (that include rain) with a variation of 
temperatures from 2 to 31 °C and relative humidity 
ranging from 73% to 85%. No condensation occurs 
in the construction since the relative humidity is 
way below 95% which is considered the threshold 
where free water starts to be present in building 
materials (W.T.A. Merkblatt 6-5).   
The output presented in Fig. 5 and Fig. 6 confirms 
that the impact of driving rain is very limited in 
this climate and for this construction. The effect of 
the driving rain is visible only for short time 
frames and only in the outer layers of the 
construction and therefore it does not lead to any 
modification when analyzing the formation of 
interstitial condensation. 

5. Conclusion 

This paper has presented the approach for the 
interstitial condensation verification implemented 
in the new generation of the CasaClima software in 
order to provide the user with simple and clear 
tools to meet the requirements of the CasaClima 
Technical Directive.  
The main focus is on the new software Pro-
CasaClima Hygrothermal, a tool for the hygro-
thermal modelling of one-dimensional construction 
elements in dynamic regime. To highlight all the 
characteristics of the new tool, a case study has 
been applied, represented by an external wall in 
stone masonry insulated internally with 12 cm of 
wood fibre. Two different climatic datasets refer-
ring to the city of Bolzano are applied, one includes 
the effect of the driving rain and the other does 
not.  
The risk of condensation in stationary conditions 
was also assessed, using the Glaser method, which 
was also implemented in the CasaClima software 
package. It can therefore be considered that three 
verifications were carried out globally on the same 
stratigraphy, comparing calculation methods and 

different climatic conditions including or excluding 
rain. In all cases, the same interface was highlight-
ed as the most critical, i.e. the one between the 
stone masonry and the existing interior plaster. 
The verification in stationary conditions shows a 
risk of formation of interstitial condensation with a 
maximum value of condensation accumulated in 
the month of February equal to 64,7 g/m2. The 
other two simulations do not highlight this risk 
and do not differ with regard to the relative hu-
midity value in the critical interface. It can be con-
cluded that, in the specific case of the analysed 
wall and for the climate of Bolzano, the rain has a 
negligible impact on the results.  
Future developments of the study will focus on the 
simulation of different constructions in different 
and more extreme climatic zones to verify the 
reliability of the trend recorded for the case study 
illustrated in this paper and located in Bolzano.   
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Abstract 
Space cooling represents one of the fastest growing energy 
demands in buildings. Without any action to increase 

energy efficiency, this trend will be confirmed in the next 
decades, contributing significantly to the peak electricity 

demand growth. The need to increase both the energy 
efficiency and flexibility of the air conditioning (AC) sector 

is so urgent because of the strong penetration of renewable 
energy sources (RES) in the electricity generation mix. 

District cooling (DC) systems are recognised as one of the 
best solutions to reach this goal. As the DC energy 

efficiency benefits are not questioned, the objective of this 
paper is to provide a qualitative evaluation of the potential 

of DC networks in terms of energy flexibility. By model-
ling a small residential neighbourhood to be satisfied with 

a given cooling power availability, the effect of the differ-
ent DC thermal inertia levels (e.g. the pipelines network, 

the buildings envelope and a dedicated thermal energy 
storage device) is investigated by means of two qualitative 

flexibility indicators (the wasted cold energy and the 
overheating time). The analysis shows that a great poten-

tial of energy flexibility is contained in DC systems. In 
particular, a great thermal demand management potential 

can be obtained when the buildings envelope thermal 
inertia is activated properly. 

1. Introduction

The United Nations Environment Programme (UN 
Environment, 2018) estimates that the energy con-
sumption in the refrigeration, air conditioning (AC) 
and heat pump (HP) sectors is expected to surge by 
a factor of 33 by 2100. In particular, space cooling 
seems to be the fastest growing sector, having more 
than tripled, between 1990 and 2018, its energy 
demand (IEA, 2019). More than 1.6 billion air con-
ditioning units are now in operation around the 

world, making it the leading driver of new electric-
ity demand in buildings (IEA, 2019).  
Although the AC sector has in recent years reached 
high-performance levels (Carrier launched a new 
AC unit in early 2018 with a SEER of 12.3), the most 
widespread technologies among users are far from 
reaching such levels of performance. Moreover, a 
growing spread of localized AC technologies tends 
to increase the peak energy demand. Thus, the great 
impact of such energy demand on the overall elec-
tricity consumptions, combined with the increasing 
penetration of renewable energy sources (RES), 
whose generation is discontinuous and uncertain, 
make it necessary to plan strategies to improve the 
energy efficiency and flexibility of the AC sector, i.e. 
Demand Side Management (DSM) strategies.   
District cooling (DC) is identified as a possible so-
lution to fulfil this demand in a more efficient and 
flexible way (Connolly et al., 2012). The EU Energy 
Efficiency Directive (EED) has recognised DC sys-
tems as one of the important pillars for achieving 
the energy efficiency target (European Parliament, 
2012), and the SETIS report identifies the DC tech-
nology as the best available technology (BAT) for 
the Cooling market in the EU (Garcia et al., 2012). 
Many are the strengths of DC: (i) different cooling 
production systems can be combined (e.g. vapour 
compression chillers, absorption chillers, free cool-
ing, …) (Passerini et a., 2017), (ii) containing differ-
ent levels of thermal inertia, it can make the AC 
sector, whose energy flexibility is low (Arteconi et 
al., 2019), more suitable for load management and 
(iii) it allows the implementation of thermal energy
management strategies at district level.
There are many studies in the literature that prove
the energy benefits of district heating networks, but
not much can be found on DC. With this paper we
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will provide a preliminary qualitative analysis of 
the energy flexibility that can be obtained from a 
small residential district cooling network. By means 
of a dynamic simulation model of a residential 
neighbourhood, the effect of the different thermal 
inertia levels available in the DC plant is investi-
gated, in an attempt to maximize the use of available 
cooling energy while maintaining indoor thermal 
conditions of the users. 

2. Methods

In DC systems the achievement of good environ-
mental sustainability levels is closely linked to the 
flexibility of the network. The management of non-
simultaneous energy demand with supply would be 
very difficult with low flexible systems. In this work 
the energy flexibility of cooling networks is defined 
as the ability of the overall DC to manage and 
uncouple its energy demand and supply.  
In a DC system three levels of thermal inertia can be 
exploited (Vandermeulen et al., 2018): (i) the net-
work, (ii) the buildings envelope thermal mass and 
(iii) the contribution of a dedicated device added to
the DC plant, as a thermal energy storage (TES)
system.
In this paper each of these contributions is evaluat-
ed by means of daily energy simulations (with a
timestep of 10 minutes) of a hypothetical residential
district realized in TRNSYS (Solar Energy Labora-
tory, 2012). The thermal inertia contributions are
activated when there is a cooling demand but there
is no more cooling availability on the supply side.
Each thermal inertia contribution is activated as
explained in the following.
The network contribution (i) is represented by the
thermal energy carried by the fluid in the pipes. The
fluid can satisfy the users requirements and warm
up until a limit condition occurs (i.e. thermal
balance with the ground temperature). The second
thermal inertia contribution, the building inertia (ii),
is activated with a control strategy on the users’
temperature set-points. The building thermal mass
is used as passive thermal storage with a pre-
cooling of the living areas with programmed low-
ering of the users’ indoor temperature. The last
thermal inertia contribution (iii) is represented by a

sensible TES of different sizes. 
In the analysis, a hypothetical daily profile of 
available cooling thermal power, which is assumed 
to be recovered from a technological process (e.g. 
natural gas regassification plants), is provided to the 
district as a cold flow rate available at a given sup-
ply temperature (further details are reported in 
Section 3). It is assumed that the cooling power 
profile is able to satisfy the average daily cold 
energy demand and the peak cooling power de-
mand of the district (derived by the sizing pro-
cedure exposed in Section 3) but with a random time 
displacement between demand and supply curves 
(Fig. 1). 

Fig. 1 – Daily cooling power and cumulative cold energy demand 
and supply for the residential district

Since the purpose of an optimal network manage-
ment is the minimization of the wasted available 
cooling load, two qualitative indicators are calcu-
lated to assess the DC network flexibility potential.  
1. The wasted cold energy, defined as the

percentage of daily energy actually used
compared to the given supply cooling energy
availability.

2. The overheating time, defined as the hours per
day in which the user comfort (comfort
condition set at 26 °C) cannot be maintained.

These two indicators are obtained from the energy 
simulation results of the district described in the 
following section and they are calculated for the day 
in which the daily users cold demand is closer to the 
average cooling supply. In this way, the wasted cold 
energy is mainly due to a not effective use of the 
energy flexibility rather than to a difference 
between energy demand and supply. The results of 
the evaluation are shown and discussed in Section 5. 
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3. Case Study

In this work the DC flexibility potential of a small 
residential cooling network (14 users) is investigat-
ed. Users are located in Rome (41° 55' N, 12° 31' E) 
and modelled as modern single-family houses 
(SFH) (data for SFH built after 2006 derived from 
Tabula project (Corrado et al., 2014)). In Table 1, 2 
and 3 the structure composition and the thermal 
properties of the materials (UNI, 2014a) of the ex-
ternal walls, roof and floor are reported.  
Type 88 of TRNSYS is used to model each building 
which is composed of a single thermal zone with a 
simple lumped capacitance structure. Two parame-
ters are required by Type 88 to define the building 
thermal inertia: the overall building loss coefficient 
and the building thermal capacitance.  
As average value of the thermal transmittances of 
the different parts of the building envelope (calcu-
lated with values reported in Table 1,2 and 3 (UNI, 
2008)), the first parameter is equal to 0.38 W m-2 K-1. 
The second one is assumed to be 68.66 MJ/K. It is 
calculated according to the UNI EN ISO 13790 (UNI, 
2008) considering the building structures described 
in Table 1, 2 and 3. 
The single building is composed of two floors and 
has a living area of 160 m2 (80 m2 per floor). For each 
external wall, 8 % of window surface area rate is 
considered. Solar radiation is provided as internal 
gain to Type 88 according to the procedure reported 
in the Italian standard UNI TS 11300:1 (UNI, 2014b) 
with irradiation data contained in the weather file, 
obtained with Meteonorm V 5.0.13 (TESS, 2013). As 
far as the occupants’ gains are concerned, 4 
occupants are considered for each building and a 
corresponding internal gain of 110 W/person is 
introduced. Artificial lighting accounts for a power 
density of 5 W m-2 and it turns on if the total 
horizontal radiation is less than 120 W m-2, while it 
turns off if radiation is greater than 200 W m-2. The 
contribution of natural ventilation is introduced too, 
assuming air changes per hour equal to 0.5 h-1. 
The building cooling distribution system comprises 
fan coil units (FCU) modelled with Type 996. Cold 
water is supplied at a design temperature of 7 °C, 
with a temperature difference between delivery and 
return of 5 °C (Fig. 2 reports the TRNSYS model of 
the single user connected to the DC). 

Table 1 – External Wall structure: materials listed from inside to 
outside with their thermal properties (density, thermal conductivity 
and heat capacity) 

Material s 
[m] 

ρ 
[kg/m3] 

λ 
[W/(mK)] 

c 
[J/(kgK)] 

Internal 
plaster 0.02 1400 0.70 1000 

Hollow 
bricks 0.08 800 0.40 1000 

Thermal 
insulator 0.08 30 0.04 1250 

Bricks 0.25 1800 0.72 1000 
External 
Plaster 0.02 1800 0.90 1000 

Table 2 – Roof structure: materials listed from inside to outside 
with their thermal properties (density, thermal conductivity and 
heat capacity) 

Material s 
[m] 

ρ 
[kg/m3] 

λ 
[W/(mK)] 

c 
[J/(kgK)] 

Internal 
plaster 0.02 1400 0.70 1000 

Bricks 0.20 1800 0.72 1000 
Concrete 0.05 2400 1.91 1000 
Thermal 
insulator 0.12 30 0.04 1250 

Roof tiles 0.03 2000 1.00 800 

Table 3 – Floor structure: materials listed from inside to outside 
with their thermal properties (density, thermal conductivity and 
heat capacity) 

Material s 
[m] 

ρ 
[kg/m3] 

λ 
[W/(mK)] 

c 
[J/(kgK)] 

Floor 0.02 1700 1.47 1000 
Concrete 0.05 2400 1.91 1000 
Thermal 
insulator 0.10 30 0.04 1250 

Concrete 0.10 2400 1.91 1000 

For the plant sizing, the design peak cooling de-
mand is evaluated by means of the Carrier-Pizzetti 
(Pizzetti, 2012) technical dynamic method. For 
Rome, with the outside design conditions suggested 
by the standard UNI/TR 10349-2 (UNI, 2016), a daily 
sensible thermal load of 6.3 kWt is calculated 
(comfort conditions are set to 26 °C and 50% of 
relative humidity) with a latent contribution of 
about 2 kWt. 
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Fig. 2 – Single user model. Screen of TRNSYS Simulation Studio 

The heat exchange between the FCU water circuit 
and the DC network is realized by means of a simple 
constant effectiveness heat exchanger (Type 91 in 
TRNSYS). It is a zero-capacitance sensible heat 
exchanger that requires the value of the effectiveness 
to calculate the actual heat exchanged compared to 
the maximum possible heat transfer (based on ε-NTU 
method). In our case a constant value of 30% is used 
for the heat exchanger effectiveness. This value is 
assessed so that the peak cooling power transfer 
among the water in the FCU circuit and the cold fluid 
in the DC pipes occurs at the design temperatures.   
In Fig. 3 a scheme of the DC network is reported. A 
mixture of water and glycol is used as heat transfer 
fluid (Celsius SAS, 2019). In design conditions it is 
delivered at a temperature of -10 °C, with a design 
temperature difference between supply and return 
of 5 °C. The pipes are modelled as underground 
pipes (ground temperature of 14 °C) with Type 31. 
Type 31 models the thermal behaviour of a fluid 
flow in a pipe using variable size segments of fluid. 
Thus, it is possible to take into consideration the 
effects of heat diffusion delay along pipes.  
Referring to real pipes used for district heating and 
cooling systems (Aquatechnik Group, 2013), large 
thicknesses (26-28 cm) of thermal insulation based 
on polyurethane rigid foam (thermal conductivity 
of 0.027 W m-1 K-1) are considered to minimize the 
ground cooling energy losses. As far as the pipes’ 
length is concerned, a distance between two close 
nodes (users) of 10 m is assumed for a total piping 
length of the district cooling of 200 m.   

Fig. 3 – DC network plant scheme. Configuration 1: heat exchange 
between demand and supply realized with a heat exchanger. 
Configuration 2: heat exchange between cooling demand and 
supply realized with a TES

Two DC plant configurations, which differ on the 
interaction between the supply side and the 
demand side, are modelled (Fig. 3). In the first one 
(configuration 1) the heat exchange between the 
cooling demand and the supply is realized with a 
simple heat exchanger (Type 91). It is used to 
investigate the flexibility potential of the network 
and of the building envelope. The second 
configuration (configuration 2), by comparison, 
includes a TES on the demand side. It is a stratified 
cold-water tank, modelled through Type 4. In this 
case, the heat exchanger is not included and when 
there is cooling power availability, the heat transfer 
fluid enters directly into the cold side of the tank.  
Different sizes of the tank are tested. The sizes are 
varied in order to guarantee the users’ design cooling 
load for variable periods of time. When the 
temperature difference between the inlet and outlet 
tank flow rates is below 2 °C, the TES is considered 
discharged. 

4. Results and Discussion

In order to evaluate the energy flexibility potential of 
the residential DC system described in the previous 
section, the results of the DC daily energy 
simulations are analysed. The discussion focuses on 
a single representative summer day. It is chosen as 
the day in which the DC available cold energy is 
closer to the DC average daily cold energy demand 
(820 kWht). In this way the evaluation of the wasted 
cold energy is significative, since it represents the 
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amount of cooling demand that cannot be satisfied 
for the lack of flexibility of the system.  
The first flexibility contribution that is investigated is 
that from the network. Fig. 4 reports the daily energy 
demand, supply and total heat exchanged by the heat 
exchanger on the supply side when the cooling 
power availability is directly combined with the 
cooling demand of the users (configuration 1). 
 As can be noticed in Fig. 4, the network flexibility 
contribution is low. At 7.00 pm, when there is no 
more cooling power availability, but users continue 
to ask for cooling, the network thermal inertia al-
lows the demand to be satisfied for a very short time 
(about 25 minutes). The wasted cold energy is about 
468 kWht (57 % of the total) with more than 4 hours 
of overheating (Table 4). 
As far as the inertia of the buildings’ envelope is 
concerned, a good flexibility performance can be ob-
served.  Fig. 5 shows the case in which the buildings 
envelope thermal inertia is activated for 1 hour (pre-
cooling the buildings by lowering the internal 
temperature set-points by 1 °C) before the daily 
cooling demand occurs. In this case no overheating 
is measured and the wasted cold energy decreases 
to 337 kWht (41 %). Furthermore, different pre-
cooling strategies to activate the buildings thermal 
mass are tested. The most interesting case can be 
noticed when the internal temperature set point is 
lowasd during the early hours of the day (for 3 
hours, from 8.00 am to 11.00 am) by all the users 
simultaneously. Indeed, during this period, there is 
no cooling demand, but cold supply energy is 
available. The wasted cold energy becomes 13 % 
without overheating. However, it is important to 
underline that this solution needs predictive control 
and more sophisticated management systems to be 
implemented. 
Turning to the TES flexibility contribution evalua-
tion, it is clear from the results that it is the means 
that allows a simpler and better decoupling in real-
time of demand and supply. In Fig. 6, the cooling 
energy demand and the supply availability, when a 
4500 litres cold water tank (1 hour of autonomy) is 
added to the demand side, is shown.  

 

Fig. 4 – Daily cooling power demand, supply and heat exchanged 
in the case of DC system configuration 1. The dotted area 
represents the cold energy exchanged in the Heat Exchanger. The 
grey area is the free cooling daily availability. The blue area is the 
cooling energy demand of the district (all users) 

 

Fig. 5 – Daily cooling power demand, supply and heat exchanged 
in case of DC system configuration 1. Building envelope thermal 
inertia activation for 1 hour. The dotted area represents the cold 
energy exchanged in the Heat Exchanger. The grey area is the 
free cooling daily availability. The blue area is the cooling energy 
demand of the district (all users) 

 

Fig. 6 – Daily cooling power demand and supply in the case of DC 
system configuration 2 with a 4500 litres TES (1 hour of autonomy). 
The grey area is the free cooling daily availability. The blue area is 
the cooling energy demand of the district (all users) 

The thermal comfort can be maintained (overheat-
ing < 1%, Table 4) with 36% of wasted cooling 
energy (Table 4). Increasing the TES size, the energy 
flexibility performance increases as shown in 
Table 4. Practically without overheating (consist-
ently less than 20 minutes), the wasted cold energy 
decreases, arriving at the minimum value when a 

19



Alice Mugnini, Fabio Polonara, Alessia Arteconi 

26000 litres TES (6 hours of autonomy) is used.  
However, comparing the TES flexibility with the 
building thermal mass flexibility (Table 4), it is 
interesting to notice that, assuming it is possible to 
control the inside temperature set-points with ap-
propriate predictive control strategies, the activa-
tion of the thermal inertia of the buildings can also 
guarantee good results Indeed the building pre-
cooling for 1 hour allows a similar flexibility as a 
4500 litres TES, while a building pre-cooling for 3 
hour offers the same flexibility as a 26000 litres TES 
(6 hours). It can therefore be concluded, even if a 
higher management complexity is required, a great 
flexibility potential is contained in the building 
envelope thermal mass. This result highlights how 
promoting the diffusion of smart buildings, whose 
energy demand could be managed by a district 
energy manager, can be a useful solution to 
optimize the energy sustainability and flexibility of 
the AC sector.  

Table 4 – Qualitative indicators for the flexibility contributions 
analyzed. Wasted cold energy assessed as percentage of the 
average daily cold energy supply (820 kWht). Overheating hours 
as percentage of 24 hours 

Flexibility 
contribution 

Wasted cold 
energy [%] 

Overheating 
time [%] 

Network 57 % 18 % 

Buildings 
(activation 1 hour) 

41 % 0 % 

Buildings 
(activation 3 hour) 

13 % 0 % 

TES 4500 litres 
(autonomy 1 hour) 

36 % <1 % 

TES 9000 litres 
(autonomy 2 hours) 

17 % <1 % 

TES 13000 litres 
(autonomy 3 hours) 

19 % <1 % 

TES 26000 litres 
(autonomy 6 hours) 

7 % <1 % 

5. Conclusion 

The objective of this work is to provide a qualitative 
evaluation of the energy flexibility reserves that can 
be used in a residential district cooling system. The 
different thermal inertia assets of the network are 
investigated as flexibility providers and the main 
conclusions can be summarized in the following 
points: (i) as far as the network thermal inertia 
contribution is concerned, the pipelines provide a 
very small contribution: the cooling demand can be 
satisfied for less than 1 hour, when there is no 
cooling power availability. (ii) Assuming it is 
possible to control the inside temperature set-points 
of the users with appropriate predictive control 
strategies, the activation of the thermal inertia of the 
buildings, pre-cooling the buildings’ thermal mass 
when the cooling supply is expected to be wasted, 
seems to have a great flexibility potential, 
comparable to the installation of a TES. (iii) A ded-
icated thermal inertia device is confirmed as the best 
means to decouple and manage in real-time energy 
supply and demand in the simplest way. In 
particular, the addition of a 26000 litres tank to the 
DC plant allows the best demand/supply balance 
with low discomfort levels. 
Concluding, DC systems show benefits in terms of 
energy flexibility and environmental sustainability, 
since a good level of thermal inertia is present in the 
system. In this way it is possible to maintain the 
comfort of the users while maximizing the energy 
efficiency of the overall system.  
In particular, the analysis highlights that investing 
in smart residential districts, managed by a district 
energy manager, could greatly increase both effi-
ciency and flexibility of the AC sector. 
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Nomenclature 

AC Air Conditioning  
BAT Best Available Technology 
DC District Cooling 
DSM Demand Side Management 
EED Energy Efficiency Directive 
EU European Union 
FCU Fan Coil Unit 
HP Heat Pump 
RES Renewable Energy Source 
TES  Thermal Energy Storage 
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Abstract 
The improvement of the energy performance of a historic 

building entails a process of intervention that should take 

into account the historical, aesthetic, technical and mate-

rial features. The first step of the retrofit process is an 

accurate knowledge of the thermal behaviour of historic 

building in order to preserve this heritage and reduce their 

impact on the environment. In terms of the thermal charac-

terization of the construction elements of the traditional 

building in the Mediterranean region, the balconies 

constitute a disruptive element of the heat transfer by the 

envelope. Although there are many catalogues that collect 

typical actual constructive solutions with the correspond-

ing thermal bridge values, the use of catalogues induces 

an error of 35% compared to physical reality. In this paper, 

we present a numerical method for the evaluation that 

takes into account the effects of thermal mass of thermal 

bridges in different historic balconies in the city of 

Palermo. We select typical construction details of balco-

nies based on relevant literature on traditional architec-

ture in Palermo. We present internal heat flow results and 

we compare them with the results of homogeneous enve-

lope. Finally, we relate the results performed in dynamic 

and steady conditions. 

1. Introduction

The improvement of the energy performance of a 
historic building entails a process of intervention 
that should take into account the historical, aes-
thetic, technical and material features (Genova, 
2016). 
The first step of the retrofit process is an accurate 
knowledge of the thermal behaviour of historic 
buildings in order to preserve this heritage and 
reduce its impact on the environment. In the last few 
decades, the need to reduce energy consumption in 

the construction have led to finer analyses of the 
energy demand of buildings, taking into account 
time-varying parameters (Martin et al., 2011).  
One of the first targets is therefore the reduction of 
energy losses by the envelope (Martin et al., 2012). 
Energy simulation software for buildings (BES) is 
providing an  increasing  number of results close to 
real energy demand with the implementation of 
dynamic analysis taking into account realistic 
conditions (Martin et al., 2011). 
In terms of the thermal characterization of the con-
struction elements of the traditional building in the 
Mediterranean region, the balconies constitute a 
disruptive element of the heat transfer by the enve-
lope. In other words, they constitute thermal 
bridges (TB). Thermal bridges have a significant 
weight in the energy balance of a building (Citterio 
et al., 2008; Erhorn-Kluttig et al., 2009; Theodosiou 
et al., 2008). 
A thermal bridge is a disruptive element of the heat 
transfer by the envelope, an area with more losses 
than the rest of the envelope. There might be two 
main causes for thermal bridge: one related to the 
geometry of the constructive node (presence of cor-
ners) and the other related to changes in materials 
or thermal resistances.  
The need to facilitate the calculation of the effect of 
thermal bridges, simplified steady-state calculation 
methods have been developed in directives of dif-
ferent countries (Martin et al., 2011). 
According to EN ISO 14683 (ISO 14683, 1999), there 
are different ways to calculate the TB heat transfer 
(Martin et al., 2012): 
- Using the catalogues that collect the main tech-

nological solutions;
- Using a manual calculation for thermal bridges;
- Using a finite element method or a finite differ-

ence method.
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In this paper, we present a dynamic finite element 
method taking into account the effects of thermal 
mass of TB for the evaluation of different kinds of 
historic balconies in the city of Palermo. We present 
results and we compare them with those of 
homogeneous envelope. Finally, we relate the 
results in two different types of balcony calculated 
in dynamic and steady conditions. 

2. Method and Simulations

2.1 Method 

In order to define the simulation, we consider a gen-
eral transient thermal problem, on a domain Ω, gov-
erned by the equation of heat and Fourier's law:  

�
ρcp

∂T
∂t + div (q) = f 

q = −λ grad(T) 
  (1) 

T is the temperature; 
q is heat flow; 
t is the time; 
f is the calorific heat capacity generated by 

a heat source; 
𝜌𝜌 is the density; 
𝑐𝑐𝑝𝑝 is heat capacity at constant pressure; 
𝜆𝜆 is thermal conductivity. 

The equation system (1) is complete with the initial 
state and the boundary conditions. 
- Initial state;
- Imposed heat flow condition (adiabatic condi-

tions in cut-off planes);
- Convective boundary conditions.

For this last condition, we consider the convective 
heat transfer, on a surface ∂ΩC, according to New-
ton's law:
𝑞𝑞 = ℎ (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇𝑇)        (2) 

T is the temperature on the convection 
surface ∂ΩC; 

q is convective heat flux passing through 
the convection surface (positive if the 
heat flux is directed into the system); 

h is the convective exchange coefficient; 
Text is the outside temperature. 

The spatial discretization of this system of equations 
on a mesh of finite elements can be reduced to the 
following system of equations, to solve with differ-
ent time steps: 

𝐶𝐶 + 𝑇𝑇
.

+ �𝐾𝐾 +  𝐻𝐻�𝑇𝑇 = 𝑄𝑄 +  𝑄𝑄𝐶𝐶  (3) 

𝑇𝑇 is temperatures at the nodes; 
𝑇𝑇
.
 is the time derivative of the temperatures 
at the nodes; 

𝑄𝑄 is the heat flux integrated into the nodes; 
𝐶𝐶 is the capacity matrix; 

𝐾𝐾 is the conductivity matrix; 

𝐻𝐻 is the convection matrix; 

𝑄𝑄𝐶𝐶  is the term representing hTe. 

2.2 Simulation in Steady-State 

In steady state, an algorithm using the finite 
elements method is developed on Cast3m to solve 
Equation 3.  
The boundary conditions are:  
- a temperature difference of 20 K between inner

and outer environments;
- a surface resistance equal to 0.13 m2K/W for in-

side and to 0.04 m2K/W for outside (according
with ISO 6946).

2.3 Simulation in Dynamic State 

In dynamic conditions, the external environmental 
parameters are characterized by significant varia-
tions over a period of 24 hours. To take into account 
these oscillations, the external temperature 
variations can be represented by a sinusoidal curve. 
According to Fig. 1, for a typical summer day in 
Palermo with a variation of +/- 15 K is used for the 
calculation.  
Finally, we define heat flow conditions as a load that 
specifies the evolution of the convection outside 
temperature over time. 
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Fig. 1 – External temperature (blue curve) for a summer day and 
internal temperature (red curve) 

2.4 Case Studies 

In the Mediterranean region, climate and lifestyle 
have always favoured the construction of balconies, 
not only to provide enjoyment of the sun or pro-
tection from it, but also to have a direct relationship 
between the interior of the house and the street 
(Fatta, 2002). In spite of the differences in executive 
and formal qualities, there are two main types of 
balconies in Palermo: the first with stone consoles, 
which penetrate completely into the masonry. The 
second type is made of steel bars (Fig. 2). 
Turning to the constructive solutions that will be 
compared, we consider two types of balconies, the 
first with a metallic I-beam and low thermal inertia 
and the other with calcarenite stone and high thermal 
inertia. We analyse the geometry, compositions and 
materials of these constructive solutions (Fatta, 
2002). The thermal properties listed in Table 1, 
which define the constructive solutions of Fig. 3 are 
based on relevant literature on traditional 
architecture in Palermo (Genova, 2016).  

Fig. 2 – The main types of balconies. Stone balcony (on the top), 
metallic balcony (on the bottom) (picture by Zarcone Roberta, 2017) 

Fig. 3 – Setting up of: stone console (on the left) and metallic 
console (on the right) 

Table 1 – Thermal properties of balcony constructive solution 

Material 𝛒𝛒  
[𝒌𝒌𝒌𝒌/𝒎𝒎𝟑𝟑] 

𝛌𝛌  
[𝑾𝑾/𝒎𝒎𝒎𝒎] 

𝐜𝐜𝐩𝐩 
[𝑱𝑱/𝒌𝒌𝒌𝒌𝒎𝒎] 

1. Calcarenite stone 1600    0.75    800 

2. Floor tile 880  0.7   800 

3. Mortar 1700    0.5   1000 

4. Wood board 500    0.2   1600 

5. Marble 2700    0.3   840 

6. Metallic beam 27000    30    350 

2.5 Results and Discussion 

First, we compare the results of internal heat flow 
for each type of balcony with the homogeneous wall 
(HW) in dynamic state.  
By plotting the results, we can note a difference 
between the heat flow in TB and in the HW (Fig. 4). 
For the balcony with metal console, as expected, the 
heat flow and the phase lag through the node are 
greater than on the homogeneous envelope. This is 
not always true for the balcony with a stone console. 
Indeed, the presence of the stone console increases 
the thickness and therefore the thermal inertia of the 
node; the effects of thermal bridge are reduced, due 
to the presence of a greater thickness of the stone. 
Table 2 shows numerical values of amplitude (abso-
lute difference between the maximum or minimum 
interior heat flow from the average thermal flow) and 
phase lag (time that the outer thermal wave takes to 
penetrate inside the enclosure). Comparing these 
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results, it is possible to notice how the presence of the 
metal console reduces the phase lag compared to the 
homogeneous envelope by almost 5 hours. By 
comparison, the balcony with the stone console has a 
phase lag similar to that of the homogeneous enve-
lope. 
Secondly, we consider the internal heat flow in TB 
with standard methods, defined in steady state with 
an imposed temperature difference of 20 K, accord-
ing with EN ISO 10211-2 (ISO 10211-2, 2007) (Fig. 5). 
We can note that the heat flux in the metallic 
balcony calculated in steady state is 1.5, higher than 
the stone one (Table 3). In dynamic conditions, the 
maximum heat flow is about 5.5 higher in the stone 
balcony than the metal one (Table 4). These results 
confirm that in the steady-state calculation, the 
assumptions made on the boundary conditions sig-
nificantly affect the heat flow results. Not taking 
into account the temperature variation in time and 
therefore the thermal inertia of the nodes, the ther-
mal flow gap in the two balconies is indeed consid-
erably reduced compared to the real difference in 
thermal performance calculated in dynamic condi-
tions. 

Fig. 4 – Comparison between heat flow on the node (blue curve), 
heat flow on the homogeneous part of the envelope (red curve) 
and temperature difference (yellow curve). Stone console (top) and 
metallic console (bottom) 

Table 2 – Model's comparison of Qin amplitude and phase lag in 
homogeneous wall 

Constructive solutions 𝐀𝐀 �
𝑾𝑾
𝒎𝒎𝟐𝟐� 

𝛗𝛗 [𝒉𝒉] 

1. Stone balcony 0.34   15.33 

2. Metallic balcony 1.54   10.75 

3. Homogeneous wall 1.25   15.55 

Fig. 5 – Temperature profile according to EN ISO 10211. Metal 
balcony (top), stone balcony (bottom) 

Table 3 – Comparison between internal heat flow in steady model 

Constructive solutions 𝑸𝑸𝒊𝒊𝒊𝒊𝒊𝒊  �
𝑾𝑾
𝒎𝒎𝟐𝟐�  

Steady model 

1. Stone balcony    11.04 

2. Metallic balcony    16.11 

Table 4 – Comparison between internal heat flow in dynamic model 

Constructive solutions 𝑸𝑸𝒎𝒎𝒎𝒎𝒎𝒎
𝒊𝒊𝒊𝒊𝒊𝒊  �

𝑾𝑾
𝒎𝒎𝟐𝟐�  

Dynamic model 

1. Stone balcony   1.57 

2. Metallic balcony   8.96 
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3. Conclusion 

In this paper, we presented the evaluation of ther-
mal bridges on two typical traditional balconies in 
Palermo.  
In the Mediterranean area, the use of stone in balco-
nies leads to better thermal behaviours compared to 
metal balconies. In the case of the balcony with the 
stone console, we can disregard the influence of the 
presence of the balcony relative to a current part of 
the envelope. This means that with a calculation in 
steady state, it would be wrong to consider the bal-
cony as a thermal bridge in the overall thermal bal-
ance of a building. 
The dynamic calculations have shown that 
considering the inertia of the constructive 
component considerably reduces the effects of ther-
mal bridge, by taking into account more correctly 
the real conditions. 
The use of common catalogues can lead to 35% of 
errors, compared to physical reality. This error is 
due to different reasons: unreal dimensional and 
material characteristics of the node; calculation per-
formed on steady state; boundary conditions not 
adapted to climatic area. 
For an energetic intervention on the historic build-
ing, it seems necessary to conduct a phase of 
diagnosis of the constructive characteristics and its 
energetic behaviours with a fine approach of the 
thermal analysis. 

References  
Citterio, M., M. Cocco and H. Erhorn-Kluttig. 2008. 

“Thermal bridges in the EBPD context: overview 
on MS approaches in regulations.” EPBD Build-
ings Platform. 28-4: 64. 

Erhorn-Kluttig, H., and H. Erhorn. 2009. ”Impact of 
thermal bridges on the energy performance of 
buildings.” Information Paper P148 of the EPBD 
Buildings Platform. 

Fatta, G. 2002. Il balcone nella tradizione costruttiva pa-
lermitana. Palumbo, Palermo. 

Genova, E. 2016. Il miglioramento energetico nel 
recupero degli edifici storici. Applicazione al 
patrimonio architettonico palermitano. PhD thesis, 
Università degli Studi Di Palermo. 

ISO. 1999. ISO 14683, Thermal Bridges in Building 
Construction, Linear thermal transmittance, 
Simplified Methods and Default Values. 

ISO. 2007. ISO 10211, Thermal Performance in Building 
Construction, Heat flows and surface temperatures, 
Detailed calculations. 

Martin, K., A. Erkoreka, I. Flores, M. Odriozola and 
J.M. Sala. 2011. “Problems in the calculation of 
thermal bridges in dynamic conditions.” Energy 
and Buildings. 43(2-3):529-535. 

Martin, K., C. Escudero, A. Erkoreka, I. Flores and 
J.M. Sala. 2012. “Equivalent wall method for 
dynamic characterisation of thermal bridges.” 
Energy and Buildings. 55: 704-714. 

Theodosiou, T.G., and A.M. Papadopoulos. 2008. 
"The impact of thermal bridges on the energy 
demand of buildings with double brick wall 
constructions.“ Energy and Buildings 40 (11): 
2083-2089. 

27





Multi-Stage Multi-Level Calibration of a School Building Energy Model 

Ilaria Pittana – University of Padova/Free University of Bozen-Bolzano, Italy – ilaria.pittana@phd.unipd.it 
Alessandro Prada – University of Trento, Italy – alessandro.prada@unitn.it 
Francesca Cappelletti – Iuav University of Venice, Italy – francesca.cappelletti@iuav.it 
Andrea Gasparella – Free University of Bozen-Bolzano, Italy – andrea.gasparella@unibz.it 

Abstract 
The calibration of the building input parameters is the pro-
cess aimed at minimizing the difference between actual 

and simulated performance. It is of paramount importance 
to implement a reliable model of an existing building, as 

this enables the study of its behaviour and the evaluation 
of improvement actions. However, when the number of 

unknown or uncertain parameters (such as thermo-
physical properties of components and materials, infiltra-

tion and ventilation rates, internal thermal capacitances, 
system characteristics, etc.) is large, manual calibration 

methods require unacceptably long trial-and-error cycles 
and do not always ensure a significant improvement, as 

the complexity of the simulation increases. This paper 
explores the potential of calibrating an entire building sim-

ulation model by means of a stepwise approach and auto-
mated calibration of the model (optimization-based cali-

bration). The approach is multi-stage since it considers dif-
ferent reference periods in order to calibrate different 

parameters, and multi-level as it starts from a room level, 
in order to apply the calibrated parameters to the entire 

building, and perform calibration to refine the estimation 
of the missing parameters. The described approach is 

shown to be effective in reducing the number of initial 
unknown inputs at each step as well as in validating the 

previous calibration results when moving to the multi-
zone level. The application of the proposed calibration 

method to a case study aims at demonstrating the details 
of its implementation and its efficacy, using the available 

limited number of measurement sensors and short 
observation periods. 

1. Introduction

In the last few decades, an increasing amount of 
research has focussed on the implementation and 
applications of building simulation procedures for 

the definition and optimization of retrofitting 
strategies, for building operation or for the 
application of predictive methods for building 
system control in existing buildings (Tahmasebi and 
Mahdavi, 2013). Energy diagnoses of buildings 
require accurate simulation models to allow a 
reliable representation of the building and energy 
systems behaviour. To implementing a reliable 
building model, expensive and long-term mon-
itoring of some building performance variables (e.g. 
energy consumption, air temperature, etc.) is gener-
ally required. A calibration process, by changing 
uncertain input parameters until the output match-
es measured values is often adopted to improve the 
agreement. However, when the complexity of the 
building is high, the number of descriptive 
parameters is typically too high to rely on a 
calibration method based on an iterative manual 
procedure. Such a procedure requires a time-
consuming trial-and-error process (Yang et al., 
2015) and potentially leads to results which are still 
far from reflecting the real building data. To 
simplify the problem, the calibration process can be 
divided into different steps in order to limit the 
number of model parameters calibrated at each step, 
considering their different impact in different 
reference periods. In addition, the monitoring phase 
can be less expensive by choosing a small repre-
sentative portion of building to monitor and cali-
brate the values of some specific quantities to be ex-
tended to the whole-building model, thus leaving 
fewer parameters to calibrate when the whole 
building model is considered. This paper explores 
the potential of calibrating an entire building 
simulation model by means of a multi-stage and 
multi-level approach based on an automated 
process. The calibration was applied in a case study, 
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a school building located in the North-East of Italy, 
monitored from December 2012 to April 2014. The 
result is a multi-level calibration implemented 
through the automated discrepancy minimization 
of the simulated temperatures and the temperatures 
measured during short-term periods. 

2. Methods

2.1 Calibration Method 

The proposed calibration method is based on the 
monitoring of the air temperature of a limited part 
of a building, such as one or two reference rooms 
and all the surrounding rooms (i.e. monitored 
zones) in order to provide the required boundary 
conditions. The calibration phase is split into two 
main levels: (i) the calibration of a small part of the 
building (i.e. partial-building calibration) and (ii) 
the subsequent calibration of the whole-building 
model (i.e. whole-building calibration). To do this, a 
model of the reference rooms is set up to be 
calibrated. Inputs are not calibrated all together but 
the model is progressively calibrated during 
different periods of the year, adopting a multi-stage 
approach. These periods are chosen in order to 
avoid as much as possible any interference from 
different parameters and to be representative of 
different seasons and building operation in relation 
to people occupancy and the HVAC system mode 
(on/off). In each period, different sets of input 
parameters are consequently calibrated (e.g. physi-
cal characteristics of the building envelope and 
infiltration, heating system characteristics, shading 
level and ventilation rate due to occupants’ presence 
and behaviour). The result is a multi-stage calibra-
tion of partial-building model. The calibrated 
parameters are extended to the whole-building 
model, and the remaining unknown quantities are 
calibrated, considering again the different periods 
already defined. The simulation output considered 
to calibrate the model is the air temperature of the 
reference rooms in the first level and the air temper-
ature of all the monitored rooms in the second level. 
The calibration is performed according to an optimi-
zation-based approach (Tahmasebi et al., 2012; Tah-
masebi and Mahdavi, 2013) aimed at the 

simultaneous minimization of the differences 
between the simulated and monitored indoor air 
temperatures of the selected reference rooms in 
partial-building calibration and of all the monitored 
rooms in the whole-building calibration. In order to 
represent the cumulative differences between 
measured and simulated air temperatures, the cost 
function of the optimization-based calibration is 
defined using two statistical indexes, namely the 
Coefficient of Variation of the Root Mean Square 
Difference CV(RMSD), and the regression 
coefficient R2 (Equations 1 and 2):  

𝐶𝐶𝐶𝐶(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑚𝑚�

∙ 100    (1) 

with: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ (𝑚𝑚𝑖𝑖−𝑠𝑠𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
  (2) 

where: mi is the measured indoor air temperature; si 
is the simulated indoor air temperature; n is the 
number of the simulation time steps and  is the 
measured mean temperature. The determination 
coefficient R2 (Equation 3) is used for describing the 
proportion of the variance in measured data accord-
ing with the model (Moriasi et al., 2007):  

𝑅𝑅2 = � 𝑛𝑛∑ 𝑚𝑚𝑖𝑖∙𝑠𝑠𝑖𝑖−∑ 𝑚𝑚𝑖𝑖∙𝑠𝑠𝑖𝑖𝑖𝑖𝑖𝑖

�(𝑛𝑛∑ 𝑚𝑚𝑖𝑖
2−(∑ 𝑚𝑚𝑖𝑖)𝑖𝑖

2∙(𝑛𝑛∑ 𝑠𝑠𝑖𝑖
2−(∑ 𝑠𝑠𝑖𝑖)𝑖𝑖

2
𝑖𝑖𝑖𝑖

�

2

 (3) 

For calibration purposes, the minimization of the 
CV (RMSD) was prioritised and different weighting 
factors were assigned to the statistical indexes. A 
cost function f (Equation 4) is defined for each 
monitored zone: 

𝑓𝑓 = 0.7 ∙ 𝐶𝐶𝐶𝐶(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) + 0.3 ∙ (1− 𝑅𝑅2) ∙ (𝐶𝐶𝐶𝐶𝑖𝑖𝑛𝑛𝑖𝑖(1− 𝑅𝑅𝑖𝑖𝑛𝑛𝑖𝑖2 )) (4) 

and the overall cost function ƒtot is calculated as their 
summation. In Equation (4), CVini is the coefficient 
of variation of the RMSD of the initial model, and 
R2ini is the coefficient of determination of the initial 
model. The parameters calibrated in one period are 
also adopted for the periods following. In the same 
way, those calibrated on the partial-building model 
(e.g. reference rooms) are extended to other similar 
zones where they can reliably be expected to be the 
same. In order to test and illustrate the abov-men-
tioned methodology, a school building was cal-
ibrated in a case study. While the first level of this 
methodology (e.g. the partial calibration) has 

𝑚𝑚�  
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already been implemented and described in some 
previous works (Penna et al., 2015a and 2015b), this 
paper focuses on the implementation of the second 
level (whole-building calibration). Two periods of 
the year have been considered to date, both without 
occupants: Period 1, characterized by no occupancy 
and system off, and Period 2, characterized by no 
occupancy inside and system on (Fig. 1). In order to 
test their effectiveness, the calibrated models in 
Period 1 and Period 2 were validated in other 
periods with the same characteristics, respectively 
unoccupied building, passive mode and unoccu-
pied building, heating system on.  
 

 

Fig. 1 – Scheme of the applied calibration procedure: from partial-
building to the whole-building calibration. Period 1: non-occupied 
building, passive mode, Period 2: non-occupied building, system 
on 

2.2  Monitoring of the Case Study 

The building selected for testing the proposed 
method is a primary school located in Schio, a mu-
nicipality in the North-East of Italy (Fig. 2). The 
building has three storeys: the basement and two 
upper floors, where the classrooms are. Two overly-
ing classrooms located on the first (R1) and second 
floors (R2), were chosen as the reference rooms (Fig. 
3) for the first level of the calibration, so the 
measuring instruments were located in those rooms 
and in the adjacent spaces (B1, B2, B3, B4, B5, B6 and 
B7) in order to also monitor the boundary condi-
tions of the reference rooms. Measured air tempera-
ture was collected for 9 rooms in total (Fig. 3). The 
monitoring setup included data loggers to measure 
indoor air temperature (accuracy ±0.35°C) and 
supply and return radiator pipe temperatures at 
small intervals (10 minutes). In the first level of this 
approach (Penna et al., 2015a and 2015b), i.e. the 

partial-building calibration, also referred to as the 
‘two-zone calibration’ in the following sections, the 
monitored temperatures of the spaces adjacent to 
the reference rooms had been used as boundary 
conditions. Moving to the second level, the so-called 
multi-zone or whole-building calibration, those 
boundary temperatures were used together with 
those of the reference rooms in the calibration pro-
cess. A weather data file was created through the 
hourly weather recordings from the weather station 
of the municipality of Malo (10 km far away from 
school site).  

2.3 Whole-Building Model Simulation 
and Calibration (Period 1) 

The dynamic simulation model of the entire school 
was implemented with the simulation code 
TRNSYS v.17. A 3D geometrical model of the 
building was described using the TRNSYS plugin 
and Google Sketch-up v.8, while the building 
thermo-physical characteristics were set in 
TRNBuild. The model of the building was defined 
through the multi-zone building subroutine Type 
56, using Simulation Studio, and ground tempera-
ture profile was modelled with the subroutine Type 
77. A simulation time-step of 10 minutes was set. 
 

 

Fig. 2 – Case study: San Benedetto Primary School (Italy) 
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Fig. 3 – Monitoring of the case-study: sensors inside the 9 
monitored rooms. Letters R and B before sensor numbering 
indicate respectively Reference room and Boundary room 

Calibrated parameters from the partial-building 
(Table 1) model derived from the previous works 
(Penna et al., 2014, 2015a and 2015b) were used to 
construct the model of the entire school building. In 
detail, calibrated values of the thermal properties of 
the envelope (i), the infiltration rates (ii), the zone 
thermal capacitance, and the shading coefficients 
(iii) obtained from the two-zone calibration were 
extended to all the similar thermal zones (class-
rooms on the ground and first levels) in order to 
construct the whole-building multi-zone initial 
model (Table 1). Moreover, the multi-zone model 
requires a certain number of additional data that 
were not calibrated in the first level, namely the 
frame conductance and the glazing thickness of the 
single-glazing windows, the infiltration rate of the 
basement and the corridors, the thickness of the 
ground floor hollow slab and the shading 
coefficients. For all these quantities, tentative values 
were set in order to build the whole-building initial 
model (Table 3) and were calibrated further. For all 
calibration parameters, a variation range of ±20% of 
the initial value was determined for the calibration 
process. The parameters calibrated during Period 1, 
were extended further to the model for the 
calibration of the heating system operation during 
Period 2. The calibration was validated (Table 6) by 
simulating the building model in the period 20th 
August–1st September (unoccupied building, 
passive mode). 
 

2.4 Whole-Building Model Simulation 
and Calibration (Period 2) 

Calibration in Period 2 has the aim of calibrating the 
heating system characteristics and operation.  

Table 1 – Input calibrated in the partial-building level for Period 1 
(from 5th to 19th August) and extended to the whole building 

Parameters Calibrated value 

Envelope thermal properties  

External Wall Brick 
• Conductivity λ [W/(m K)]                                2.34 
• Density ρ [kg/m3]                                             1540 
• External Solar Absorpt.                                     0.34 

Internal Wall Brick 
• Conductivity λ [W/(m K)]                               2.484 
• Density ρ [kg/m3]                                             2140 

Internal floor Hollow Slab 
• Conductivity λ [W/(m K)]                               1.8216 
• Density ρ [kg/m3]                                             1101 

Roof Hollow Slab 
• Conductivity λ [W/(m K)]                                2.54 
• Density ρ [kg/m3]                                             1387 
• External Solar Absorpt.                                    0.58 

Window 1 
• Frame Conductance U                                       4 

[W/(m2 K)] 
• Transmittance * [W/(m2 K)]                              1.57 

Infiltration rate [ACH] 0.21 

Air node thermal capacitance 
(mult. factor)* 

                17.55 

 
The system was simulated through TRNSYS 
subroutines Types 869 and 362. The characteristics 
of the radiators calibrated during Period 2 in the 
two-zone calibration (Table 2), the heating system 
operation schedule and the radiators’ supply 
temperature collected in the same period, were 
adopted for all radiators in the school in order to 
simulate the whole-building model. Two operation 
modes were determined: one during working days, 
based on a scheduled heating time and a climatic 
control of the water supply temperature, and a 
setback mode, when the building is unoccupied for 
a long period. During the scheduled heating time, 
the system is turned on from 6 am to 12 pm and a 
climatic adjustment of the radiator supply 
temperature, Tsupply,0, is assumed as in the following 
equations: 
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If   Text<10°C;    Tsupply, 0 = (a ∙Text + b)            (5)  

If   Text>10°C;   Tsupply,0 = c          (6) 

where Text is the outdoor air temperature and a, b, c 
are the multiplying coefficients of the supply 
temperature of the radiators. Outside the scheduled 
heating time, the heating system is switched on only 
when the indoor temperature falls below 14°C. For 
this period the supply temperature Tsupply,0 assumes 
a constant value, d 

if Tindoor < 14°C;  Tsupply,0 = d  (7) 

Moreover, a decremental factor is applied to Tsupply,0 
to take into account the thermal losses due to the 
distribution system, as follows: 

Tsupply,1= Tsupply,0 – ΔT1 · (20 - Text) / ( 20 - Text,0) (8) 

Tsupply,2= Tsupply,0 – ΔT2 · (20 - Text) / ( 20 - Text,0) (9) 

where ΔT1 and ΔT2 are respectively the thermal loss 
between the basement and ground floor and 
between the basement and the first floor, calculated 
at a design external temperature (Text,0) equal to -
10°C. Firstly, the whole-building initial model was 
built using the multiplying coefficients of the 
radiators a, b, c and d calibrated during the partial 
calibration while ΔT1 and ΔT2 were set as tentative 
values (Table 7). Secondly, a, b, c and d together with 
ΔT1 and ΔT2 were calibrated. For all coefficients, a 
variation range of ±20% of the tentative values was 
determined. The calibration was validated (Table 
10) by simulating the building model in the period 
4th–7th January (unoccupied building, passive 
mode). 

3. Results  

3.1 Whole-Building Initial Model and 
Calibrated Model (Period 1) 

Table 3–6 report the standardized statistical indices 
RMSE, CV(RMSE) and R2 of the partial-building cal-
ibrated model, the initial whole-building model, the 
whole-building calibrated model and the whole-
building validated model in Period 1. Comparing 
the results of the whole-building initial model and 
those of the partial-building calibrated model, it can 

be noticed that the air temperature of the two refer-
ence rooms is less accurately predicted by the 
whole-building model. The statistical indices of the 
two reference rooms (R1 and R2) are worse in the 
initial whole-building model: RMSD=+31%, 
CV(RMSD) = +29 %, with the same R2 = 0.99 for R1 
and RMSD =+22 %, CV(RMSD) = +20 %, R2 = -1 % for 
R2). The same occurs comparing the partial-buildng 
calibrated model with the whole-building calibrated 
model RMSD=+30%, CV(RMSD)=+28%, R2=-1% for 
R1 and RMSD=+21%, CV(RMSD)=+19%, R2=-2% for 
R2), but globally, looking at the average values of 
the statistical indices calculated in all 9 monitored 
zones, the calibration leads to slight improvements 
in the initial whole-building model (RMSDavrg = -11 
%, CV(RMSD) avrg = -11 % with the same R2avrg=0.99). 
During the first validation period (from 20th August 
to 1st September), the statistical indices are slightly 
worse than those of the calibrated period 
(RMSDavrg= +21 %, CV(RMSD)avrg = +31 %, R2avrg = -1 
%). In Period 1 the CV(RMSD) related to the whole-
building and the CV(RMSD) of the single rooms 
(Table 5–6) are inside the tolerance range of ±30% 
indicated by ASHRAE Guideline 14 (2002), in all the 
models (initial, calibrated and validated). 

3.2 Whole-Building Model Simulation 
and Calibration (Period 2) 

The standardized statistical indices RMSE, 
CV(RMSE) and R2 of the partial-building calibra-
tion, the initial whole-building model, the calibrated 
model and the validated model in Period 2 are 
reported in (Table 7–10). Comparing the results of 
the whole-building initial model and those of the 
previous calibration of the partial-building model, it 
can be noticed that the air temperature of the two 
reference rooms is predicted with less accuracy by 
the whole-building model. The statistical indices of 
the two reference rooms (R1 and R2) are worse in 
the initial whole-building model (RMSD = +51 %, 
CV(RMSD) = +51 %, R2 = -6 % in the case of room R1 
and RMSD = +18 %, CV(RMSD) = +19 %, R2 = -38 % 
for room R2). Calibration slightly improves the 
accuracy of the model when comparing the partial-
building calibrated model with the whole-building 
calibrated model: it can be seen that the statistical 
indices of room R1 are worse in the whole-building 
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calibrated model (RMSD = +45 %, CV(RMSD) = 
+45 %, R2 = -9 %), while for room R2 they are slightly 
better in the whole-building calibrated model 
(RMSD = -8 % and, CV(RMSD) = -9 %), except for R2 
that is 22% worse. 

Table 2 – Input calibrated during the partial-building model in 
Period 2: characteristics of the hydronic system set as constant in 
the whole-building model 

Parameters Values 

Maximum Water Flow Rate [kg/h] 150 

Nominal Power with ΔT = 60◦C [W] 2592 

Radiator exponent  1.358 

Radiator Thermal Capacitance [kJ/K] 134.5 

Radiative Fraction (Nominal 
Conditions 

0.3 

Table 3 –Input calibrated in the whole-building model during Period 
1 (from 5th to 19th August) 

Parameters Initial 
value 

Range 
value 

Calibrated 
value 

Basement floor Hollow  
• Slab thickness [m] 

0.5 [0.4; 0.6] 0.4 

Window (single glaze)    

• Frame Conductance U  
[W /m2 K] 

7 [5.6; 8.4] 7 

• Glaze thickness * [mm] 4 [4; 6] 4 

Infiltration rate [ACH]    

• Basement (classrooms) 0.21 [0.15; 0.25] 0.21 

• Ground floor (classrooms)  0.21 [0.15; 0.25] 0.21 

• First floor (classrooms) 0.21 [0.15; 0.25] 0.21 

• Basement (corridors) 0.21 [0.15; 0.50] 0.26 

• Ground floor (corridors) 0.21 [0.15; 0.50] 0.46 

• First floor (corridors) 0.21 [0.15; 0.50] 0.46 

Shading coefficient    

• Basement 0.8 [0.45; 1] 0.81 

• 1st floor classroom (T18) 0.5 [0.25; 0.75] 0.43 

Air node thermal 
capacitance (mult. factor)* 
• Basement classrooms  

17.55 
 

[1;20] 

 

12 

• Basement corridors 8.5 

• Ground floor corridors 13 

• First floor corridors 6.5 

* The windows were evaluated as a discrete variable 
** The Air node thermal capacitance is calculated as the 
product of indoor air capacitance and a multiplicative factor. 

Table 4 – Statistical indices of Reference Room1 (R.1) and 2 (R.2) 
in Period 1 (from 5th to 19th August) 

Model type 
RMSD 

[°C] 
CV(RMSD) 

[%] 
R2 

R. 1 R. 2 R. 1 R. 2 R. 1 R. 2 
Partial-building 
calibration 0.42 0.66 1.52 2.27 0.99 1.00 

Whole-building 
initial model 0.61 0.84 2.15 2.84 0.99 0.99 

Whole-building 1st 
Calibration 0.60 0.83 2.12 2.80 0.98 0.98 

1st Validation 0.67 0.83 2.72 3.29 0.98 0.98 

Table 5 – Statistical indices of all the 9 monitored rooms in Period 
1 (from 5th to 19th August): Initial whole-building model and 
calibrated whole-building model 

Whole-building initial model 

Thermal zone RMSD  
[°C] 

CV(RMSD) 
[%] 

R2 

  Init. 
Model 

1st  

Cal. 
Init. 

Model 
1st  

Cal. 
Init. 

Model 
1st  

Cal. 
Basement  B1 0.47 0.27 1.81 1.05 0.96 0.97 

Ground 
floor 

R1  0.61 0.60 2.15 2.12 0.99 0.98 

B2 0.41 0.41 1.49 1.46 0.98 0.98 

B3 0.57 0.61 1.99 2.14 0.99 0.98 

B4 0.77 0.77 2.76 2.76 0.97 0.97 

1st floor 

R2 0.84 0.83 2.84 2.80 0.99 0.98 

B5 0.42 0.38 1.46 1.33 0.99 0.99 

B6 0.56 0.50 1.88 1.66 0.97 0.97 

B7 0.50 0.29 1.68 0.97 0.98 0.98 
Average of  
the 9 zones 0.57 0.52 2.01 1.81 0.98 0.97 

Table 6 – Statistical indices of all 9 monitored rooms: 1st validated 
model (from 20 August to 1st September) 

Thermal zone RMSD  
[°C] 

CV(RMSD) 
[%] 

R2 

Basement  B1 0.68 2.90 0.89 

Ground 
floor 

R1 0.67 2.72 0.98 

B2 0.29 1.21 0.99 

B3 0.91 3.65 0.98 

B4 0.44 1.80 0.97 

1st floor 

R2  0.83 3.29 0.98 

B5 0.45 1.81 1.00 

B6 1.02 4.03 0.97 

B7 0.59 2.35 0.98 
Average of 
the 9 zones 0.65 2.64 0.97 

Looking at the average value of the statistical indi-
ces calculated in the 9 monitored zones, the calibra-
tion of the multiplying coefficients a, b, c, d and ΔT1 
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and ΔT2 is effective in determining the improve-
ment of the simulation, leading to a decrease in the 
average statistical indices: RMSDavrg = -16 %, 
CV(RMSD) avrg = -17 %, R2avrg = +3 % (Table 9). During 
the 2nd validation period (4th January-7th January), 
RMSDavrg and CV(RMSD) avrg are slightly worse than 
those of the calibrated model, while R2avrg improves. 
Generally, looking at the whole-building perfor-
mance, including in Period 2, the CV(RMSD)avrg and 
those of the single rooms are inside the tolerance of 
±30% indicated by ASHRAE Guideline 14 (2002), in 
all the models (initial, calibrated and validated). 

4. Conclusions 

In this work a calibration methodology based on a 
“multi-stage multi-level approach” has been 
presented.  The calibration phase is split into two 
main levels: (i) the calibration of a small part of the 
building (i.e. partial-building calibration) and (ii) 
the subsequent calibration of the whole-building 
model (i.e. whole-building calibration). The main 
advantages of this method are that is it makes it 
possible (i) to extend inputs calibrated in the multi-
stage calibration of a partial-building model in 
different periods to the entire building in order to 
build the whole-building initial model in the same 
periods and (ii) to use the measurements inside a 
small portion of a building during short periods 
(i.e.: short-term measurements in 9 rooms) to 
calibrate the whole building, avoiding any 
additional monitoring costs. This method was 
tested and validated in a real school building. The 
calibrated inputs of the partial-model of the school 
in Period 1 (non-occupied building, passive mode) 
and Period 2 (non-occupied building, heating sys-
tem on) were extended to the model of the whole 
school building in order to build the whole-building 
initial model in the same periods and calibrate the 
residual unknown inputs. The application of this 
approach in this case study highlights the fact that 
the partial-building models calibrated in Period 1 
(non-occupied building, passive mode) and Period 
2 (non-occupied building, heating system on) are 
reliable approximations of the whole-building 
model in the same periods. In detail, the whole-
building initial model in Period 1 was not 

significantly improved by the whole-building 
calibration. On the one hand, this could mean that 
the new inputs chosen for the multi-level calibration 
were not relevant for improving the whole-building 
model; on the other hand, this could prove the 
effectiveness of the partial-building model 
calibration and the representativeness of the rooms 
chosen as a reference for the entire building. The 
results obtained in the whole-building initial model 
in Period 2 are somewhat worse, in terms of the 
statistical indices (RMSDavrg, CV(RMSD) avrg and 
R2avrg), than those of the partial-building calibrated 
model in Period 2, and the whole-building 
calibration proved to be more effective than in 
Period 1 in enhancing the model. This reveals that 
the inputs chosen to calibrate in this period had an 
effect on enhancing the model.  

Table 7 – Input calibrated during the Period 2 (from 24th December 
to 4th January): multiplying coefficients of the radiators’ supply 
temperature during Period 2 

Parameters Initial 
value 

Range 
value 

Calibrated 
value 

a [-] -1.108436 [-1.33; -0.89] -0.908436 

b [-] 60 [48; 72] 53.5 

c [-] 54 [43.2; 64.8] 45 

d [-] 22 [17.6; 27.192] 27 

ΔT1 [°C] 5 [3; 7] 7 

ΔT2 [°C] 10 [8; 10] 8 

Table 8 – Statistical indices of Reference Room1 (R1) and 2 (R2) 
in Period 2 (from 24th December to 4th January) 

Model type 

RMSD 
[°C] 

CV(RMSD) 
[%] 

R2 

R1 R2 R1 R2 R1 R2 
Partial-
building 
calibration 

0.37 0.92 2.39 6.13 0.92 0.93 

Whole-
building 
initial model 

0.76 1.13 4.92 7.60 0.87 0.67 

Whole-
building  
1st Calibration 

0.43 0.81 2.76 5.48 0.87 0.68 

1st Validation 0.41 0.82 2.68 5.52 0.88 0.70 

A further development of this work will be to use 
the calibrated models in Period 1 and Period 2 in 
order to calibrate users’ behavior inside the building 
in Period 3 (occupied building, passive mode) and 
Period 4 (occupied building, active heating) 
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respectively. The inputs calibrated in the partial-
building model (i.e. shading level and air change 
rates in the two reference rooms) will be extended 
to all similar thermal zones (classrooms on the 
ground and first levels) in order to construct the 
whole-building multi-zone initial model in the two 
periods. Following this, unknown inputs (i.e. 
shading level and air change rates of corridors and 
rooms located in the basement building) will be 
calibrated. Moreover, the calibration process can be 
extended to a further level by calibrating the whole-
building model on the energy consumption for 
heating.  

Table 9 – Statistical indices of all 9 monitored rooms in Period 2 
(from 24th December to 4th January): Initial model vs calibrated 
model 

Whole-building initial model 

Thermal zone RMSD  
[°C] 

CV(RMSD) 
[%] 

R2 

  Init. 
Model 

1st  

Cal. 
Init. 

Model 
1st  

Cal. 
Init. 

Model 
1st  

Cal. 
Basement  B1 1.26 1.29 7.89 8.09 0.66 0.53 

Ground 
floor 

R1  0.76 0.43 4.92 2.76 0.87 0.88 

B2 1.05 0.83 7.31 5.77 0.76 0.69 

B3 1.07 0.75 6.94 4.85 0.84 0.84 

B4 1.06 0.92 6.92 5.98 0.64 0.60 

1st floor 

R2       

B5 1.13 0.81 7.60 5.48 0.67 0.68 

B6 1.30 1.16 8.73 7.78 0.56 0.49 

B7 1.34 1.05 9.36 7.34 0.68 0.65 

Average of  
the 9 zones 1.17 0.97 7.77 6.47 0.61 0.58 

Table 10 – Statistical indices of all the 9 monitored rooms:  
2nd validated model (from 4th January to 7th January) 

Thermal zone RMSD  
[°C] 

CV(RMSD) 
[%] 

R2 

Basement  B1 0.45 2.96 0.92 

Ground 
floor 

R1    

B2 0.65 4.40 0.90 

B3 1.21 8.80 0.89 

B4 1.02 6.92 0.92 

1st floor 

R2  0.59 3.93 0.87 

B5    

B6 0.72 4.96 0.88 

B7 1.16 8.50 0.66 

Average of  
the 9 zones 1.02 7.11 0.84 
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Abstract 
Even if the energy demand for space heating/cooling of 

near zero energy buildings (nZEBs) is continuously de-
creasing due to the improvement of the insulation level 

of building envelope components, the energy require-
ment for domestic hot water (DHW) production cannot 

be similarly reduced: for this reason, the weight of DHW 
energy consumptions on the overall building energy per-

formance is becoming more and more significant for 
nZEBs. A reversible heat pump with recovery of the 

condensation heat (HPHR) is one way to obtain 
significant energy savings and respond to this increasing 

influence of DHW production with respect to the energy 
demand in residential buildings, since this kind of device 

is able to simultaneously satisfy the energy needs for 
DHW production and space cooling during the summer 

season. In order to improve the energy efficiency of a 
HPHR, the heat recovery operating mode should be max-

imized during the cooling season: for this reason, a 
detailed analysis of the heat pump control system is 

needed. Heat pump performance strongly depends on 
the values of control parameters, which are influenced by 

the system working conditions, such as DHW draw-off 
profile, building heating/cooling load and thermal 

storage size. In this paper, a detailed analysis of the 
annual energy performance of a HPHR system is ob-

tained by means of TRNSYS 17: several simulations are 
carried out by varying the control algorithm, in order to 

achieve the best seasonal performance factor of the 
system. The results reported present a series of rules for 

the best setting of the heat pump control system 
parameters to HVAC designers and heat pump manu-

facturers and highlight how significant energy savings 
can be achieved with the adoption of a HPHR with 

respect to traditional systems based on a gas boiler or a 
conventional heat pump without heat recovery. 

1. Introduction

In recent years, the efforts of public and private 
bodies have aimed to reduce the energy demand of 
buildings: recent studies have demonstrated that, 
worldwide, residential and commercial structures 
are responsible for about 40% of the gross energy 
production (Krzaczek et al., 2019). Furthermore, in 
the European Union (EU) the residential sector 
alone is responsible for about the 25% of the total 
energy demand (Karytsas et al., 2019). For these 
reasons and due to increasingly negative environ-
mental impacts, new constructions in the EU are 
required to comply with the near Zero Energy 
Building (nZEB) requirements by 2020 (EU, 2010). 
If the residential sector is considered, space heating 
(SH) accounts for the majority of the overall energy 
demand, followed by space cooling (SC), cooking, 
lighting and Domestic Hot Water (DHW) produc-
tion (Krzaczek et al., 2019); when only the heating 
energy consumption is taken into account, DHW 
preparation represented approximately 19% of the 
total energy need of European residential buildings 
in 2013 (Kitzberger et al., 2019). Furthermore, the 
relevance of DHW production is continuously 
increasing in nZEBs: as improvements in building 
thermal insulation are made, so space heating/ 
cooling energy demand is reduced, but hot water 
demand cannot be similarly decreased. For this 
reason, the contribution of DHW energy consump-
tion may reach 50% of the total energy need of this 
kind of buildings (Bertrand et al., 2017). 
Heat pumps are considered a suitable solution to 
decrease the primary energy consumption of build-
ings: these devices represent an effective alterna-
tive to traditional systems, such as boilers and 
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electric resistances, for DHW production and SH. 
Furthermore, reversible units are able to provide 
all the energy services in a building with a single 
device. In addition, in the residential sector air-
source heat pumps (ASHPs) are the most wide-
spread solution, due to the huge availability of heat 
sources, considerable efficiency and low instal-
lation costs (Wu et al., 2018).  
Different solutions are currently proposed by heat 
pump manufacturers for DHW preparation. In 
order to prepare high temperature DHW in central-
ized systems, state-of-the-art heat pump systems 
are typically equipped with a desuperheater, 
which is an additional heat exchanger installed 
between the compressor and the condenser of the 
unit (Hengel et al., 2016). Generally, with this kind 
of device the simultaneous production of hot water 
for SH at intermediate temperatures and for DHW 
at high temperatures is possible. A promising tech-
nology for DHW production is represented by CO2 
heat pumps (Trinchieri et al., 2016): CO2 is a non-
flammable, non-toxic fluid characterized by a null 
GWP, whose thermo-physical properties allow the 
achievement of high energy efficiency.  
In addition, during a significant part of the sum-
mer season heating and cooling energy are simul-
taneously needed for DHW production and SC, 
respectively. Unfortunately, traditional reversible 
ASHPs reject condensation heat to the external heat 
sink (i.e. the outdoor air) during the cooling 
operating mode; this waste thermal energy could 
be recovered and used to prepare DHW when this 
dual energy demand is requested at the same time. 
In this paper, the dynamic model of a multi-
function heat pump with recovery of the condensa-
tion heat (HPHR), able to simultaneously satisfy 
DHW production and cooling needs during sum-
mer, is presented. Several Authors (Byrne et al., 
2009; Ghoubali et al., 2014; Naldi et al., 2015) have 
focussed their research on this kind of units and 
results have shown that significant energy savings 
can be achieved with respect to traditional heat 
pumps. In this work, the model of a reversible air-
to-water HPHR, characterized by three heat ex-
changers (i.e. a fin-and-tube coil and two plate heat 
exchangers for refrigerant/air and refrigerant/water 
thermal exchange, respectively), is described. The 
model of the unit has been developed by means of 

the software TRNSYS 17, and with the cooperation 
of a heat pump manufacturer, which provided the 
performance data for the possible operating modes 
of the unit. Several simulations were carried out by 
varying the control algorithm of the HPHR in 
order to evaluate the optimal control management 
of the heat pump and to achieve the best seasonal 
energy performance. 

2. Methodology

2.1 Simulation Layout 

The dynamic model of the HPHR was coupled to a 
reference residential building. Both the heat pump 
system and the building was set up within 
TRNSYS environment, with a holistic approach. 
The reference construction considered in this paper 
is a well-insulated, detached building described in 
Dongellini et al. (2019); a 3D view of the house is 
shown in Fig. 1. 

Fig. 1 – 3D view of the reference building 

It is important to highlight that in this work the 
building heating/cooling load was modified with 
respect to that obtained in the work of Dongellini 
et al. (2019). The detached house was located in 
Palermo (lat. 38°6' North, long. 13°20' East, South 
of Italy); the thermal insulation of the building 
envelope had  also increased: for example, the U-
value of external walls had decreased to 0.34 
W/m2K. In accordance with current Italian law, the 
heating period was fixed to four months 
(December 1st – March 31st), while the cooling peri-
od to six months (May 1st – October 31st). Further-
more, the energy demand for DHW production 
was evaluated in accordance with Italian Standard 
UNI/TS 11300-2 (UNI, 2014): according to the 
methodology reported by this Standard for the 
residential sector, the daily hot water need of the 
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reference building is equal to almost 120 litres. 
Furthermore, the hourly profile introduced by 
Standard UNI/TS 11300-4 (UNI, 2012) was used to 
define the hot water draw-off request: this is 
characterized by a smooth profile, with a maxi-
mum DHW draw-off equal to 16 l/h. 
The whole dynamic model set up in this work is 
reported in Fig. 2. The behaviour of the heating 
system components was simulated by means of 
standard and TESS libraries elements. The storage 
tank for DHW production is a stratified vertical 
cylinder, divided into 5 vertical nodes with the 
same volume, characterized by a couple of in-
let/outlet ports and an immersed coiled heat ex-
changer (Type 534 with HX). The tank is filled with 
technical water, heated by the heat pump, while 
the freshwater flows within the internal heat ex-
changer. Furthermore, the loss coefficient of the 
storage was set to 0.38 W/m2K. 
 

 

Fig. 2 – Layout of the developed TRNSYS model 

Heating/cooling energy is delivered to the building 
by means of two-pipe three-speed fan-coils; four 
units were installed in the flat, one for each room, 
and they were sized on the basis of the zone 
cooling peak load. As will be seen later, the 
building cooling load is significantly larger than 
the heating required load. Fan-coil performance 
data at full and at partial load were provided by 
the manufacturer and were included within the 
External File schedule of Type 996. 
 
 
 

2.2 HPHR Modelling 

As reported in the Introduction of this paper, a 
HPHR is a device able to provide heating and cool-
ing energy at the same time. In Fig. 3 the logical 
scheme of an air-to-water HPHR is shown. 
 

 

Fig. 3 – Logical scheme of an air-to-water HPHR 

More specifically, a HPHR has three possible oper-
ating modes: heating mode (for SH or DHW pro-
duction only), cooling mode (for SC only) and heat 
recovery mode (DHW production and SC at the 
same time). It is evident that this kind of device is 
equipped with three heat exchangers and a pair of 
three-way valves: depending on the unit operating 
mode the refrigerant fluid circuit varies and the 
heat pump performance changes. The heat 
exchange between the refrigerant and the external 
air occurs within the finned-tube coil, which oper-
ates as evaporator and condenser during heating 
and cooling working mode, respectively, while it is 
bypassed in heat recovery mode. On the other 
hand, the load side plate heat exchanger has the 
function producing hot (cold) water for space heat-
ing (cooling): for this reason, it is the condenser of 
the unit when only SH is needed and the evapora-
tor during cooling and on heat recovery mode. 
Finally, the plate heat exchanger dedicated to 
DHW production is active only when hot water for 
sanitary use is needed (with or without a simulta-
neous request of SC): this element always operates 
as a condenser. 
 

Type 927

Type 941

 

Fig. 4 – Dynamic model of the HPHR set up in TRNSYS 
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A Type which simulates the behaviour of a HPHR 
is not included within TRNSYS libraries. 
Consequently, a innovative subroutine was devel-
oped, in order to evaluate the performance of this 
kind of device. Generally, the HPHR considered in 
this work has two different operating modes: when 
heat recovery mode is possible, both the plate heat 
exchangers are active and the heat pump operates 
as a water-to-water unit; by comparison, during 
working modes in which only SH, SC and DHW 
production are needed the heat pump operates as a 
traditional air-to-water device. For this reason, the 
performance of the HPHR is calculated by means 
of standard Types 927 and 941 for water-to-water 
and air-to-water operating modes, respectively. In 
Fig. 4, the TRNSYS model of the HPHR developed 
in this work is shown: the heat pump control sys-
tem, described in the following Section, selects the 
active Type based on the building loads.  

2.3 Management of the System 

The HPHR operating mode is defined by the man-
agement system according to different signals, de-
pending on the season and the building loads.  
In accordance with the standard heating/cooling 
periods reported in Section 2.1, SH mode is 
allowed only during the heating season, SC and 
heat recovery can be activated only during the 
cooling period while DHW production is poten-
tially usable for the whole year.  
On the other hand, the activation of the heat pump 
also depends on the effective load of the building. 
SH and SC working modes are, of course, activated 
when the conditioned zones need heating and 
cooling energy, respectively. In this case, the moni-
tored variable used by the control system is the 
return water temperature Tw,in (i.e. the temperature 
of the water entering the unit) and not the indoor 
air temperature directly, which is instead used by 
the fan-coil management system. The algorithm 
defined for SH is shown in Fig. 5(a); since the 
HPHR considered in this work is a single-stage 
device, the compressor has only two possible 
states: device switched on or switched off. For this 
reason, an on-off logic, characterized by a hystere-
sis cycle, is adopted: if the unit is switched off, it is 
activated when Tw,in becomes lower than the 

threshold value TON;SH. The heat pump is then 
switched off when Tw,in rises above the other 
threshold value TOFF,SH.  
The management approach for SC, represented in 
Fig. 5(b), is based on a similar algorithm: in this 
case, if the HPHR is active it is switched off when 
Tw,in is lower than the threshold value TOFF;SC and 
then it is reactivated as soon as Tw,in becomes high-
er than the parameter TON;SC. 
 

Tw,in (°C)

HP Signal
ON

OFF

TON,SH TOFF,SH

(a)

 

Tw,in (°C)

HP Signal
ON

OFF

TOFF,SC TON,SC

(b)

 

Tw,tank (°C)

HP Signal
ON

OFF

TON,DHW

ON

OFF

TOFF,DHW

(c)

 

Tw,tank (°C)

HP Signal
ON

OFF

TON,HR

ON

OFF

TOFF,HR

(d)

 

Fig. 5 – HPHR control algorithms for space heating (a), space 
cooling (b), DHW production (c), heat recovery (d) 

In Fig. 5(c) the control logic for DHW production 
working mode is reported. The heat pump is 
controlled by monitoring the temperature of water 
within the storage tank at different heights (Tw,tank). 
More specifically, when the water temperature in 
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the upper part of the tank falls below the threshold 
TON,DHW following a hot water draw-off, the HPHR 
is activated in DHW production mode, even if 
thermal energy for SH is required. This operating 
mode is active until the tank has completely heated 
up: when the temperature in the lower part of the 
storage exceeds the threshold value TOFF,DHW, DHW 
production mode is disabled. It is important to 
highlight that the values of both parameters should 
be set to ensure a DHW temperature flowing out of 
the tank of above 40°C. 
As discussed in previous sections, heat recovery 
mode is activated only following a simultaneous 
request for SC and DHW production. For this 
reason, HPHR operates in this mode if both 
services are needed (i.e. if Tw,in is higher than TON;SC 
and the DHW tank temperature decreases follow-
ing a hot water draw-off); as will be further 
discussed in the following section, in order to 
extend the duration of heat recovery mode differ-
ent values of the threshold parameters for the 
activation/deactivation of the tank heating (i.e. 
TON,DHW and TOFF,DHW) should be defined if cooling 
energy is required (with heat recovery potentially 
possible) or not. As shown in Fig. 5(d), both the 
threshold values are increased and are identified as 
TON,HR and TOFF,HR during heat recovery mode.  
Different values in the threshold parameters for the 
management of DHW production and heat recov-
ery modes were tested in order to investigate the 
potential decrease of the overall energy consump-
tions for SH, SC and DHW production along the 
year. In Section 3.1 the optimization of the HPHR 
control algorithm will be discussed and the opti-
mal values of the unit control system will be 
shown. 

2.4 HVAC system Characterization 

The heat pump performance data for each possible 
operating mode (i.e. heating mode, cooling mode 
and heat recovery mode) were obtained from the 
unit technical datasheet and have been imported 
within TRNSYS through external files. It is im-
portant to stress that these data have been validat-
ed by the heat pump manufacturer by means of 
experimental measures conducted in a climatic 
chamber. In Fig. 6, a subset of the HPHR charac-

teristic curves is reported: more specifically, in Fig. 
6(a) and Fig. 6(b) the unit performance data (i.e. 
heating/cooling capacity and COP/EER) are shown 
for different values of external air temperature and 
with the inlet water temperature fixed to 40°C for 
SH mode (Fig. 6(a)) and to 12°C for SC mode (Fig. 
6(b)). The heat pump performance data during heat 
recovery mode are reported in Fig. 6(c): EER, 
heating and cooling capacity are shown as a 
function of the return water temperature.  
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Fig. 6 – HPHR performance data for heating mode (a), cooling 
mode (b) and heat recovery mode (c) 

3. Results and Discussion 

The results of the simulations mainly relate to the 
seasonal energy performance of the HPHR during 
the cooling season and the percentage of DHW 
production energy need covered during heat 
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recovery mode: these results are reported in 
Table 1 for different settings of the heat pump 
control system.  

3.1 Optimization of HPHR Control Logic 

In a first series of simulations, the optimal values 
of the parameters introduced in Section 2 for the 
management of DHW production were assessed. 
Different settings of the control algorithm were 
considered: in Table 1 the main results obtained 
with the tested combinations (TOFF,DHW - TON,DHW / 
TOFF,HR - TON,HR) are reported. More specifically, the 
threshold values for the activation and 
deactivation of DHW production mode TON,DHW 
and TOFF,DHW were varied within the range [35°C-
42°C] and [43°C-45°C], respectively; on the other 
hand, the threshold values for heat recovery mode 
(i.e. TON,HR and TOFF,HR) were ranged between 40°C 
and 47°C and 43°C and 50°C, respectively. 
With reference to the obtained results, the best set-
ting of control system parameters (TOFF,DHW-TON,DHW 
/ TOFF,HR-TON,HR) is (42°C-45°C / 47°C-50°C): for this 
combination, the Seasonal Performance Factor 
(SPF) of the heat pump during the summer season, 
which takes into account both SC and DHW pro-
duction, increases by approximately 9% when 
compared to the reference case, characterized by 
no differentiation between the control algorithms 
for DHW and HR modes. This is a consequence of 
a twofold effect: first, the heat pump performance 
for SC slightly decreases, with a reduction of SPF 
of about 3%, while the heat pump seasonal 
performance for DHW production is enhanced by 
approximately 48%. In HR mode, the heat pump 
cooling performance is reduced with respect to SC 
mode, due to higher condensation temperatures, 
but free thermal energy is obtained for DHW prep-
aration. 

Table 1 – Energy performance of the HPHR system during the 
summer season for different settings of the management system 
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Furthermore, it has been demonstrated that when 
SC is needed and, thus, HR mode is possible, the 
best energy performance can be achieved by in-
creasing both threshold values TON,HR and TOFF,HR, in 
order to extend the duration of HR mode. With the 
reference configuration, the contribution of HR 
mode for DHW production energy need is neg-
ligible (lower than 1%, see Table 1); in comparison, 
by optimizing the system management almost 30% 
of the energy demand linked to hot water 
preparation is covered during HR working mode, 
with significant energy savings. 
Finally, the annual energy performance of the 
HPHR for all building services (i.e. SH, SC and 
DHW production) was calculated and compared to 
that of traditional systems based on: i. a 
condensing gas boiler, for SH and DHW produc-
tion, and an air-to-water chiller for SC; ii. a reversi-
ble air-to-water heat pump without condensation 
heat recovery. It is important to highlight that the 
seasonal generating efficiency of the boiler, ηs was 
fixed at 1.04, while chiller and heat pump were 
characterized by the same energy performance of 
the HPHR during heating, cooling and DHW pro-
duction modes. Furthermore, the optimal setting of 
the HPHR control parameters, defined in the pre-
vious part of this paper, was considered. 
In Table 2 the annual energy performance of the 
studied systems is shown: the seasonal efficiency 
ηs, the heating/cooling energy delivered to the 
building (Edel), the energy absorbed by the generat-
ing devices (Eabs) and the corresponding primary 
energy need (Epr) are reported. 
Results show that significant energy savings can be 
obtained with the adoption of a HPHR: the annual 
performance factor for this kind of system is 38% 
and 11% greater with respect to traditional systems 
based on two generators (i.e. a boiler and a chiller) 
or a heat pump without heat recovery, re-
spectively. Moreover, more interesting results can 
be obtained if only the energy performance of the 
system for SC and DHW are taken onto account: by 
using a HPHR the primary energy need linked to 
these services is reduced by 26%, if compared to 
the first system, and by 10% if compared to a 
traditional reversible heat pump. Finally, the 
results obtained in this work highlight that the 
primary energy demand for DHW production can 

be dramatically reduced with the adoption of a 
HPHR characterized by optimized control 
management: in this case, the energy demand for 
DHW preparation is lowered by up to 70% and 
46% with respect to the gas boiler and the 
conventional heat pump, respectively.  

Table 2 – Annual energy performance for the simulated cases 

Case Service 
Edel 
(kWh) 

Eabs 
(kWh) 

Epr 
(kWh) 

ηs 

Boiler + 

chiller  

SH 1677 1618 1637 1.04 

DHW 1741 1681 1693 1.04 

SC 4201 969 2397 1.79 

Total 7657 / 5727 1.36 

HP 

without 

HR 

SH 1676 487 1198 1.42 

DHW 1726 401 983 1.78 

SC 4201 969 2397 1.79 

Total 7641 1857 4577 1.69 

HPHR 

SH 1612 469 1154 1.42 

DHW 929 221 540 1.74 

SC 3650 823 2036 1.83 

HR (SC) 644 
181 454 3.24 

HR (DHW) 825 

Total 7660 1693 4185 1.87 

4. Conclusion 

In this work the dynamic model of a reversible air-
to-water heat pump with condensation heat recov-
ery (HPHR), able to simultaneously satisfy space 
cooling and DHW production needs, was de-
veloped by means of TRNSYS. Since this kind of 
heat pump is not included within the standard 
library of the software, an innovative dynamic 
model, able to calculate the energy performance of 
the unit in correspondence of all the possible work-
ing modes, was developed. The numerical results 
confirm that in order to increase the energy 
performance of the system, the period in which the 
heat pump operates in heat recovery mode (i.e. 
with the simultaneous production of DHW and 
cooling energy) must be expanded by optimizing 
the unit control management, which will vary 
according to the heat pump working mode 
(heating, cooling or heat recovery). The unit 
operating mode is defined by the temperature of 
the water stored in the stratified DHW tank, 
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measured at different heights: more specifically, 
when the water temperature in the upper part of 
the storage drops below a threshold value, the heat 
pump must be activated to charge the DHW tank; 
furthermore, the unit is deactivated when the 
temperature in the lower part of the storage 
exceeds a second threshold value. In order to ex-
tend the duration of heat recovery mode, the opti-
mal values of the above-mentioned threshold tem-
peratures were assessed and results show that 
these values depend on the HPHR working mode: 
when space cooling is needed and heat recovery 
mode is possible, both values should be increased 
to achieve the best energy performance. Moreover, 
the results obtained highlight how the annual 
energy performance of a HPHR is much higher (by 
up to 38%) with respect to those of traditional 
systems based on a gas boiler or a conventional 
heat pump without heat recovery, due to signifi-
cant energy savings linked to heat recovery mode 
during the summer season. 
The results outlined in this paper suggest a series 
of rules for the optimal setting of the heat pump 
control algorithm to HVAC designers and heat 
pump manufacturers: it has been demonstrated 
that by optimizing the management of the heat 
pump it becomes possible to extend the duration of 
the heat recovery mode of these kinds of units, 
thus increasing the overall energy performance of 
the system. 
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Abstract 
How does the moisture buffering capacity of the inner 

casing vary, according to the degree of the relative hu-

midity of the room? Can a "rule of thumb" be obtained 

from a numerical simulation of a case study? A numerical 

evaluation of a heavyweight building was run in order to 

estimate the different moisture buffering capacity of two 

different kinds of plasters. In this study, the environmen-

tal data of a room, calculated using a dynamic simula-

tion, was integrated with the hygroscopic properties of 

the materials obtained from the archives of the software 

WUFI, in order to simulate the variation of the relative 

humidity of a room inside a nearly Zero Energy Building 

with a mechanical ventilation with heat recovery. 

1. Introduction

The microclimate within a room is affected by sev-
eral factors, such as the relative humidity, the heat 
sources, the ventilation and the presence of hygro-
scopic materials. As observed in the literature (e.g., 
Eckermann and Ziegert, 2006; Eshrar et al., 2015; 
Svennberg, 2006), the influence of the materials is 
manifested in the effects of thermal accumulation 
of the masses and in the effect of hygroscopic accu-
mulation of porous materials overlooking the in-
door air. The hygroscopic capacity of a room con-
sists in the ability of the materials facing the inter-
nal air to moderate changes of the internal relative 
humidity. The moisture buffering function of inter-
nal casing is a passive system to reduce the fluctua-
tions of indoor humidity. This humidity has a major 
influence on the internal comfort (Ronzino, 2014). 
With this study we have investigated the moisture 
buffering value of two different casings in order to 
estimate the effect of finishing materials on indoor 
relative humidity and, indirectly, on comfort. 

2. Moisture Buffering Capacity

2.1 Hygroscopic Properties of Building 
Materials from UNI EN ISO 12571 

2.1.1 Absorption as function of Relative 
Humidity 

The moisture absorption and release of construc-
tion materials is strictly dependent on the relative 
humidity degree of the air inside a room (Fig. 1). 

Fig. 1 – Absorption/Relative Humidity (UNI EN ISO 12571:2013) 

2.1.2 Humidity absorption/release 

The UNI EN ISO 12571:2013 reports the moisture 
absorption and release test curves of several mate-
rials. Fig. 2, for instance, depicts the experimental 
curves obtained for some materials, showing very 
different behaviours. In this case, experimental 
data were obtained in a test room, first increasing 
the relative humidity at a constant temperature 
from 50 to 80% and then, after 12 hours, reducing it 
to 50%. 
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Fig. 2 – Humidity Absorption/Release (UNI EN ISO 12571:2013) 

2.2 Ideal Moisture Buffer Value 

The moisture buffering capacity is a property of 
materials, which can be described using the ideal 
Moisture Buffer Value. The MBVideal is defined as 
the exchange of moisture g(t) normalized on the 
variation of RH of the surface ΔRH: 

(1) 
Where: 

The ideal Moisture Buffer Value formula was taken 
from Carsten Rode et al. (2003, 2006). 

2.3 Practical Moisture Buffer Value 

The Moisture Buffer Value (MBV) indicates the 
amount of moisture that is absorbed or released by 
the material, per square meter of exchange surface, 
during a certain period of time when it is subject to 

a specific variation of the RH of the indoor air, at a 
specific speed of the internal air. The MBVideal is 
derived from the hygroscopic properties of the 
material and is a property of the material itself, in 
contrast to the MBVpractical, which is experimentally 
measured, and includes also the effect of moisture 
resistance of the film-air surface, while the surface 
resistance is assumed to be equal to zero in the 
formula of the MBVideal. 
Due to this simplification, the values of the calcu-
lated MBV of some materials are about three times 
larger than the measured values. The MBV 
estimates in a reliable way the moisture buffering 
capacity of building materials only when it is 
closely linked to the relative humidity rate of the 
room. For this reason, only one value of MBV is not 
enough to describe the moisture buffering capacity 
of building materials. 

3. Case study

3.1 Indoor Environment 

Starting from the results of the dynamic simulation 
of the environmental data of a sample room, run 
with the software Tas Engineering (ESDL, 2019), 
we investigated the moisture buffering capacity 
(MBVideal) of two different kinds of plasters 
(hydraulic lime plaster and clay plaster) in order to 
measure their ability to adjust the indoor relative 
humidity. 
Our test room was a kitchen-dining room of 
35.10 m2, with 77.83 m2 of plastered walls and 
ceiling, a net volume of 94.78 m3, with variable 
ventilation regime between day and night of 8.55 -
17.11 m3/h, equal to 0.09-0.18 ach, and an 
infiltration rate of about 0.06 ach at atmospheric 
pressure. 
The indoor environment of our sample room is 
described in the following graphs. 
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Fig. 3 – Relative Humidity of the room 

 

Fig. 4 – Absolute Humidity of the room (per mass of air) 
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Fig. 5 – Absolute Humidity of the room (per volume of air) 

 

Fig. 6 – Moisture content of the room 
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3.2 Plaster Moisture Storage Functions 

The experimental values of the original moisture 
storage curves, taken from the software WUFI, 
were streamlined between the given points to 
obtain a Moisture Buffering Capacity value for 
each tenth of percentage point of relative humidity, 
in order to have the same accuracy of the dynamic 
simulation data (Fig.s 7, 8, 9, 10). 
The streamlined curves were used in Excel to 
calculate the MBVideal for each hour, taking in to 
account the relative humidity values and hourly 
variations calculated with the dynamic simulation. 

Table 1 – Hydraulic lime plaster parameters from WUFI 

Bulk density kg/m³ 1830.0 

Porosity m³/m³ 0.27 

Specific Heat Capacity, Dry J/kgK 850.0 

Thermal Conductivity, Dry, 10°C W/mK 0.7 
Water Vapour Diffusion Resistance 
Factor 

- 19.99 

Reference Water Content kg/m³ 10.23 

Free Water Saturation kg/m³ 211.03 

Water Absorption Coefficient kg/m²√s 0.067 

Drying Factor - 10 
Moisture-dep. Thermal Cond. 
Supplement 

%/M.-% 9.981 

Typical Built-In Moisture kg/m³ 211.03 
Temp-dep. Thermal Cond. 
Supplement 

W/mK² 0.0002 

Table 2 – Clay plaster parameters from WUFI 

Bulk density kg/m³ 1568.0 

Porosity m³/m³ 0.41 

Specific Heat Capacity, Dry J/kgK 488.0 

Thermal Conductivity, Dry, 10 °C W/mK 0.4837 
Water Vapour Diffusion Resistance 
Factor 

- 11.0 

Reference Water Content kg/m³ 39.0 

Free Water Saturation kg/m³ 375.0 

Water Absorption Coefficient kg/m²√s 0.183 

Drying Factor - 10 
Moisture-dep. Thermal Cond. 
Supplement 

%/M.-% 8.0 

Typical Built-In Moisture kg/m³ 375.0 
Temp-dep. Thermal Cond. 
Supplement 

W/mK² 0.0002 

 

Fig. 7 – Moisture storage function of the hydraulic lime plaster  

 

 

Fig. 8 – Moisture storage function of the clay plaster 

The volumetric Moisture Buffering Capacity curves 
were used to derive the specific absorption curve, 
considering a plaster thickness of two centimeters. 
 

 

Fig. 9 – Moisture storage function of the hydraulic lime plaster per 
area 

 

Fig. 10 – Moisture storage function of the clay plaster per area 
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3.3 Interaction Between Plaster and 
Relative Humidity 

The moisture penetration depth in the plaster was 
calculated using the formula:  

  (2) 

Where: 

 

The formula of the moisture penetration depth was 
taken from: Cunningham (2003). The moisture 
penetration depth in the hydraulic lime plaster 
varies between 2.3-2.7 mm, with a peak of 1.5-3.5 
mm, depending on the relative humidity of the 
room (Fig. 11). 
The moisture penetration depth in the clay plaster 
varies between 1.5-2.5 mm, because of the greater 
absorption capacity of the clay, which tends to 
slow down the penetration capacity (Fig. 12). 
First of all, we investigated the specific ab-
sorption/release of the two materials. The specific 
moisture absorption/release of the hydraulic lime 
plaster was about ±0.5 g/m2 (Fig. 13). The specific 
moisture absorption/release of the clay plaster was 
about ±1.5 g/m2, three times bigger than the 
hydraulic lime plaster (Fig. 14). 
Following this, we investigated the absolute mois-
ture absorption/release of the two plasters, consid-
ering their extension in the envelope of the whole 

room. We did not take in to account the MBD of 
other materials present in the room, such as wood 
floor, furniture, etc. 
The hydraulic lime plaster was able to remove/add 
about 50 g of moisture from the room (Fig. 15). 
The clay plaster was able to remove/add about 100-
125 g of moisture from the room, about 2.0-2.5 
times more than the hydraulic lime plaster 
(Fig. 16). 

4. Mitigation Effects on the Room 

Finally, we calculated the effect of this moisture 
absorption/release on the relative humidity of the 
room. The absorption/release effect was calculated 
taking in to account the variation of the relative 
humidity between two consecutive hours. A 
reduction of relative humidity in the room reduces 
the moisture absorption of the plaster (induces a 
moisture release), whereas an increase of relative 
humidity in the room stops the moisture release of 
the plaster (induces a moisture absorption). 

4.1 Indoor Relative Humidity Variation 

The indoor relative humidity variation changed 
with the two different kinds of plasters. 
The hydraulic lime plaster was able to remove/add 
about 50 g of moisture from the room, varying the 
relative humidity by about ±2-3% (Fig. 17). 
The clay plaster was able to remove/add about 100-
120 g of moisture, varying the relative humidity of 
the room by about ±8-10% (Fig. 18). 
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Fig. 11 – Moisture penetration depth in the hydraulic lime plaster 

 

Fig. 12 – Moisture penetration depth in the clay plaster 
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Fig. 13 – Specific absorption/release with Hydraulic Lime mortar 

 

Fig. 14 – Specific absorption/release with Clay mortar 
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Fig. 15 – Absolute absorption/release with Hydraulic Lime mortar 

 

Fig. 16 – Absolute absorption/release with Clay mortar 
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Fig. 17 – Indoor Relative Humidity with Hydraulic Lime plaster 

 

Fig. 18 – Indoor Relative Humidity with Clay plaster 
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5. Conclusions 

The MBV is a parameter representative of the mois-
ture buffering capacity of building materials, close-
ly linked to the relative humidity rate of the inter-
nal air and to the analysed time period. 
The moisture penetration depth, in the period of 
one hour, varies between 1 and 3.5 mm for both 
plasters, indicating the size of the reactive layer. 
The Moisture Buffering Capacity of the finishing 
materials is able to correct the relative humidity of 
the room and can be used as passive strategy to 
adjust the interior relative humidity. 
The moisture penetration depth is in the same or-
der of measurement for both materials: 2.3-2.7 mm 
for the hydraulic lime plaster and 1.5-2.5 mm for 
the clay plaster. 
The specific absorption/release is about ±0.5 g/m2 
for the hydraulic lime plaster and 1.5 g/m2 for the 
clay plaster. 
The hydraulic lime plaster is able to remove/add 
about 50 g of moisture from the room, varying the 
relative humidity by about ±2-3%. 
The clay plaster is able to remove/add about 100-
125 g of moisture, varying the relative humidity of 
the room by about ±8-10%. 
The Moisture Buffer Value (MBV) is a parameter 
indicative of the hygroscopic capacity of building 
materials. It is closely linked to the content of the 
internal relative humidity of the room and the pe-
riod analysed. 
The penetration depth of the moisture in the plas-
ter, in the range of one hour, varies between 1 mm 
and 3-3.5 mm for both the layers of plaster, giving 
us the size of the reactive layer of the plaster. 
The indoor relative humidity of the room varies 
considerably depending on the type of plaster ana-
lysed. The clay plaster is able to remove/add about 
2.0-2.5 times more moisture than the hydraulic 
lime plaster and is able to vary the relative 
humidity of the room in the same proportion. 
The moisture buffering capacity of clay plaster is 
suitable to be used as a passive strategy to mitigate 
the fluctuations of indoor relative humidity, in 
lightweight and in heavyweight buildings, in order 
to improve internal comfort. 
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Abstract 

The urban territory is responsible for a high percentage of 

natural resources depletion and waste generation. Popula-

tion increases and cities expand, and thus energy demand 

climbs. Consequently, an efficient use of energy is 

becoming more and more crucial in order to promote both 

local and global sustainability. To achieve such a goal, the 

reduction of energy demand, the optimization of energy 

supply sources, and the increase of renewable energy 

share can facilitate the transition of urban areas into highly 

efficient and sustainable districts. In this framework, this 

study assesses to what extent typical building retrofit 

interventions can reduce energy consumption, enabling a 

transition towards a nearly Zero Energy District (nZED). 

A state-of-the-art urban simulation was developed with 

CitySim for part of the city of Bolzano, Italy, to evaluate 

the annual district energy uses and define possible 

efficiency measures (e.g., façade and roof insulation and 

substitution of windows). Achievable energy savings are 

analyzed and the most significant factors affecting the 

overall performance identified. 

1. Introduction

Communities around the world are entering an age 

characterized by what some authors have labelled 

the “Fourth Industrial Revolution” (Rifkin, 2004), as 

society moves from fossil fuels – used since the “Sec-

ond Industrial Revolution”, towards renewable en-

ergy generation and technologies to adopt in sus-

tainable and smart communities. For communities 

around the world, energy needs are growing year 

after year, as population increases, cities expand, 

and energy demand climbs. The challenge of sup-

plying energy for increasing demand, while reduc-

ing carbon emissions, calls for more complex and 

new creative solutions (Clark, 2010). 

Furthermore, there has been a rapid population 

shift from rural to urban areas. According to a recent 

UN report (UN, 2014), over  54 % of the total world 

population lives in cities and this is likely to increase 

to 66 % by 2050. As a result, cities, already responsi-

ble for approximately 70 % of the world’s fossil fuel 

emissions (Polly et al., 2016), are drastically expand-

ing. Consequently, urban energy efficiency is cru-

cial for promoting local and global sustainability 

(Aelenei et al., 2016; De Lieto Vollaro et al., 2014; 

Marique and Reiter, 2014). 

Several case studies in the literature have explored 

the possibility of improving energy efficiency in 

buildings (Copiello, 2017). For instance, some 

authors have used data mining techniques to iden-

tify low-efficiency buildings (Zucker et al., 2014), 

analysed the efficacy of different energy policies 

(Lee et al., 2015), and discussed the energy saving 

potential from the renovation into net zero energy 

buildings (Konstantinou and Knaack, 2013; Luddeni 

et al., 2018). Other researchers have optimized exist-

ing and new building design and features (Afram et 

al., 2017; Evins, 2013; Gong et al., 2016), and investi-

gated the effectiveness of smart energy manage-

ment for buildings (Rocha et al., 2015), with differ-

ent targets of energy consumption and renewable 

integration at district scale (Guen et al., 2018; Mo-

hajeri et al., 2019). However, energy simulation tools 

and policies have mainly addressed individual 

buildings and smart energy systems. Hence, there is 

a need to expand energy performance assessment 

and energy efficiency actions from a building scale 

to urban scale, to help identify inefficient buildings 

59



Fahad Haneef, Federico Battini, Giovanni Pernigotto, Andrea Gasparella 

and the impact of the available retrofitting measures. 

The purpose of this case study is to analyse to what 

extent a set of energy efficiency measures can re-

duce the district energy consumption, facilitating 

the transition towards a nearly zero energy district, 

nZED. In this framework, a model of part of the city 

of Bolzano, Italy, was developed according to a 

state-of-the-art urban simulation. Annual district 

energy uses are analysed, with the aim of defining 

targeted energy policies with particular attention to 

façades, roof and windows renovation. The results 

allow the estimation of the achievable energy saving 

and the assessment of the most significant factors 

affecting the overall performance. 

2. Method

2.1 Case Study and Input Data 

The case study investigated in this research is 

located in the city of Bolzano (46° N, 11° E), in the 

North of Italy. The selected area is made up of 95 

dwellings built during the period 1990-1995, all 

connected to the urban district heating network 

(Fig. 1).  

Fig. 1 – Google Map image of the selected district in Bolzano 

Considering the way in which the 95 residential 

dwellings are connected and served by the district 

heating network, for the sake of simplicity they can 

be grouped into 11 main multi-zone buildings 

(named B1, B2, …, B11 in this work).

The geometrical data relating to the district were 

available thanks to a GIS file containing detailed 

building footprints (Autonomous Province of 

Bozen-Bolzano, 2019) and a dataset of roof heights 

for the selected district developed by the authors. 

For about 2/3 of the sample of buildings in the 

district, it was possible to characterize in detail the 

thermal transmittances of the different building 

envelope components, by means of the energy 

certificates provided by the Klimahaus Agency, the 

local energy agency. 

2.2 Modelling Approach 

For modelling the buildings’ space heating and 

cooling uses at an urban scale, the simulation code 

CitySim was selected. CitySim is a command-line 

integrated solver with a JAVA based graphical user 

interface, which includes integrated custom 

modules for modelling microclimatic effects, 

transient heat flow, plants and equipment, as well 

as occupants’ presence and behaviour (Walter and 

Kämpf, 2015). In order to prepare the input 

quantities required by CitySim to run simulations, 

the approach described in Fig. 2 was implemented. 

After processing the geometrical data with QGIS, a 

3D model was prepared with SketchUp and 

subdivided into different layers – each one 

dedicated to an individual category of envelope 

components such as walls, roofs and floors, and 

incorporated into the context geometry of 

surrounding buildings. In order to optimize the 

computational time needed for the simulation, the 

11 multi-zone buildings in the district were 

aggregated into three groups considering the 

average thermal transmittances for the different 

types of components (Table 1). 

Table 1 – Average thermal transmittances (W m-2 K-1) of building 

components for the three groups 

Wall Roof Floor 

Group1 0.60 0.32 0.39 

Group2 0.64 0.24 0.46 

Group3 0.52 0.35 0.43 
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Fig. 2 – Flow chart of the developed methodology 

2.3 Model Calibration 

An initial CitySim model was developed with the 

input data collected from the building energy 

certificates, as well as some CitySim default values 

(Table 2). In order to check the representativeness of 

the model, four annual simulations were run using 

the hourly weather data collected at the 

meteorological station of Bolzano Hospital for the 

years 2012-2015, including air temperature and 

relative humidity, solar irradiation and wind speed 

data. Results were compared to the corresponding 

annual final energy uses provided by the 

Municipality of Bozen-Bolzano for each multi-zone 

building connected to the district heating network 

(B1, B2, …, B11).  

Since in a previous study (Battini et al., 2019) the 

same Bolzano district was modelled with the Urban 

Modelling Interface umi by MIT, and calibrated 

against the uses for the same period (2012-2015), a 

second CitySim simulation was run considering the 

parameters calibrated in umi as inputs. 

After the assessment of the impact of the different 

parameters through a sensitivity analysis, a manual 

calibration was performed focusing on the most 

impactive inputs, i.e., ventilation rates and HVAC 

system efficiency; this is similar to the procedure 

adopted for the development of the umi model 

(Battini et al., 2019). The ventilation rates were 

varied in the range between 0.4 and 0.6 ACH, with 

a 0.05 ACH step, while the system efficiency 

between 0.82 and 0.88, with a 0.01 step, for a total of 

30 combinations. The selection of ventilation rate 

and system efficiency minimizing the deviation 

between simulated and actual heating uses was 

done according to the k-fold cross validation 

method. Specifically, for each multi-zone building 

the root mean square difference RMSD was 

calculated over three out of the four available years, 

and the combination with the lowest RMSD value 

was selected and then validated against the fourth 

year. The procedure was repeated for all possible 

combinations of years and the most frequent pair of 

values of ventilation rate and system efficiency 

selected for each multi-zone building. 

Table 1 – Citysim simulation initial inputs 

Tmin = 20 °C; Tmax = 26 °C 

Shading device 0 

Cut-off irradiance: 1300 W m-2 

Windows U-value: 3.2 W m-2 K-1 

Windows SHGC: 0.75 

Windows operable fraction: 100 % 

Visible surface reflectance: 40 % roof, 70 % wall 

Occupants: typical residential density: 

25 m2/person  

Sensible heat: 75 W/person 

Radiant part: 60 % 

Latent heat: 45 W/person 

HVAC system efficiency: 0.85 
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2.4 Development of the Retrofit 

Scenarios 

As specified above, the energy efficiency measures 

discussed in this work relate to the building façade, 

roof or windows. In more detail, these are: 

- façade insulation with an external polystyrene 

layer (thermal conductivity: 0.04 W m-1 K-1; 

density: 40 kg m-3; specific heat capacity: 1470 J 

kg-1 K-1) of 10 cm (minimum insulation) and 15 

cm (high insulation); 

- roof insulation with an external polystyrene 

layer of 10 cm (minimum insulation) and 15 cm 

(high insulation); 

- substitution of windows with thermally 

efficient, double/triple glazing low/high SHGC 

(respectively, 0.35 or 0.6), with thermal transmit-

tance equal to 1.2 and 0.6 W m-2 K-1, respectively. 

As a whole, 15 scenarios were simulated, consider-

ing the typical year reported in EnergyPlus weather 

data as input (EnergyPlus, 2019): 

- Case 0: current situation; 

- Case 1: façade minimum insulation; 

- Case 2: façade high insulation; 

- Case 3: roof minimum insulation; 

- Case 4: roof high insulation; 

- Case 5: double glazing with high SHGC; 

- Case 6: double glazing with low SHGC; 

- Case 7: triple glazing with high SHGC; 

- Case 8: triple glazing with low SHGC; 

- Case 9: façade / roof minimum insulation; 

- Case 10: façade / roof minimum insulation and 

double glazing with high SHGC; 

- Case 11: façade / roof minimum insulation and 

double glazing with low SHGC; 

- Case 12: façade / roof high insulation; 

- Case 13: façade / roof high insulation and triple 

glazing with high SHGC; 

- Case 14: façade / roof high insulation and triple 

glazing with low SHGC. 

3. Results 

The initial CitySim model provided results 

generally within 15% of actual measurements and a 

comparison with the actual annual energy uses for 

space heating showed these to be underestimates. 

As can be seen in Fig. 3 for the year 2014 and in 

Table 3, if calibrated umi parameters are used as 

input in CitySim, there is still a significant gap 

between simulated and actual consumption data, 

suggesting that a dedicated calibration is required 

for the CitySim model. Indeed, the highest accuracy 

is found after calibration through the k-fold cross 

validation. Calibrated values of system efficiency 

and ventilation rates according to the  

k-fold approach are reported in Table 4. 

 

 

Fig. 3 – Annual energy uses for space heating for the 11 multi-zone buildings for the year 2014: comparison between actual consumption data, 

umi output, CitySim output using umi calibrated input, using the initial settings and after calibration 
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Table 3 – Percentage deviations of simulated CitySim annual heating demand using umi inputs or after CitySim calibration according to the  

k-fold approach 

 2012 2013 2014 2015 

Building# 

CitySim 

with umi 

inputs 

Calibrated 

CitySim 

CitySim 

with umi 

inputs 

Calibrated 

CitySim 

CitySim 

with umi 

inputs 

Calibrated 

CitySim 

CitySim 

with umi 

inputs 

Calibrated 

CitySim 

B1 3% -2% 6% 1% 12% 7% 1% -3% 

B2 -2% 2% -5% -1% -4% 1% -7% -2% 

B3 3% 2% 5% 4% -1% -2% -4% -5% 

B4 7% 2% 7% 2% 11% 6% -3% -7% 

B5 14% 2% 14% 3% 18% 7% 3% -8% 

B6 35% 16% 12% -4% 13% -3% 3% -12% 

B7 5% 3% 8% 5% 4% 1% -5% -7% 

B8 1% 9% 8% 17% 0% 8% -5% 3% 

B9 17% 3% 18% 4% 14% 1% 8% -5% 

B10 4% 3% 3% 2% 2% 1% -4% -5% 

B11 -3% 5% -7% 0% -7% -1% -13% -5% 

 

 
Table 4 – Calibrated system efficiencies and ventilation rates 

according to the k-fold approach 

Building 

# 

System Efficiency 

(%) 

Ventilation Rate 

(ACH) 

B1 0.86 0.6 

B2 0.88 0.6 

B3 0.85 0.55 

B4 0.87 0.55 

B5 0.86 0.45 

B6 0.87 0.45 

B7 0.83 0.6 

B8 0.85 0.55 

B9 0.88 0.5 

B10 0.86 0.6 

B11 0.87 0.5 

 

The 14 retrofit scenarios under consideration were 

simulated using the calibrated CitySim model and 

compared with the base case (Case 0), to assess the 

annual energy reduction that could be achieved by 

such refurbishments for each group of buildings. As 

highlighted by Fig. 4, the Case 13, i.e., high 

insulation of walls and roof (extra 15 cm insulation 

layer of polystyrene) and substitution of windows 

with triple glazing with high SHGC, would bring 

the largest energy savings, with a reduction of the 

calculated energy consumption to almost half of the 

current value. It should be noted that significant 

improvements could also be achieved in Case 9 and 

Case 12, i.e. with the insultation of both walls and 

roof, either if 10 or 15 cm of polystyrene are chosen. 

Performance could be further enhanced only 

through interventions on the transparent 

components, preferring technological solution with 

high solar gain coefficients. 

4. Discussion and Conclusion 

In this work we modelled a neighborhood of the city 

of Bolzano, Italy, served by the local district heating 

network, in order to discuss the potential of urban 

building simulation for the definition of energy re-

furbishment strategies towards the transition into 

nearly zero energy districts nZEDs. Specifically, a 

CitySim model was developed and calibrated 

against a four-year set of annual energy 

consumptions for space heating. Calibration was 

performed first considering using calibrated inputs 

from a different urban simulation tool, umi, and 

then by means of a k-fold approach. Finally, 14 

different intervention scenarios relating to the 

renovation of the building envelope (i.e., façades, 

roofs and windows) were analyzed and compared.

63



Fahad Haneef, Federico Battini, Giovanni Pernigotto, Andrea Gasparella 

 

 

 

Fig. 4 – Annual space heating uses in the Case 0 (top) and percentage variations in the 14 retrofit scenarios (middle and bottom charts) 
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It was observed that the calibration of the urban 

model is not an easy task. In particular, it was noted 

that calibrated inputs from another tool, umi in this 

case, are not directly applicable to another, i.e. 

CitySim in this case. Furthermore, the application of 

average input values is also not sufficient to 

properly match the actual energy consumption data 

and it is necessary, at least, to work with aggregated 

groups of buildings. Finally, as observed in previ-

ous studies (Battini et al., 2019), the k-fold approach 

can be a useful method to apply when only a limited 

number of annual actual consumption data are 

available. 

Regarding the retrofitting scenarios, since the dis-

trict is made up of buildings constructed in the same 

period with similar technologies, no significant 

differences were found for the different groups and 

for all of them the largest saving potential is en-

countered when coupling the insultation of vertical 

walls and roofs with high performance glazing with 

high SHGC. 

As a conclusion, although this example focused on 

only one portion of the city, it has been shown that 

it is possible to recognize the potential of urban 

modelling for defining targeted energy efficiency 

measures, enabling the identification of 

homogeneous groups and the optimization for each 

of the energy renovation solutions, maximizing in 

such a way the efficacy of the energy renovation 

strategy. 

Acknowledgement 

This study has been funded by the project “Klima-

house and Energy Production” in the framework of 

the programmatic-financial agreement with the 

Autonomous Province of Bozen-Bolzano of Re-

search Capacity Building. 

The Authors would also like to thank the Klima-

Haus Agency for providing access to the building 

energy certificates and to the Municipality of Bozen-

Bolzano for the building energy consumption data. 

References  

Aelenei, L., A. Ferreira, C.S. Monteiro, R. Gomes, H. 

Gonçalves, S. Camelo, and C. Silva. 2016. “Smart 

City: A Systematic Approach towards a 

Sustainable Urban Transformation.” Energy 

Procedia 91:970–79. 

https://doi.org/10.1016/j.egypro.2016.06.264 

Afram, A., F. Janabi-Sharifi, A.S. Fung, and K. 

Raahemifar. 2017. “Artificial Neural Network 

(ANN) Based Model Predictive Control (MPC) 

and Optimization of HVAC Systems: A State of 

the Art Review and Case Study of a Residential 

HVAC System.” Energy and Buildings 141:96–113. 

https://doi.org/10.1016/j.enbuild.2017.02.012 

Autonomous Province of Bozen-Bolzano. 2019. 

“Maps and WebGIS | Autonomous Province of 

Bolzano - South Tyrol.” Accessed September 9, 

2019. http://geoportale.retecivica.bz.it/maps-

webgis-geobrowser.asp 

Battini, F., G. Pernigotto, and A. Gasparella. 2019. 

“Calibration of a UMI simulation model for a 

neighborhood in Bolzano, Italy”. Proceedings of 

Building Simulation Applications BSA 2019, 

Bolzano, Italy: bu,press. 

Clark, W.W., ed. 2010. Sustainable Communities. New 

York, U.S.: Springer. 

Copiello, S. 2017. “Building Energy Efficiency: A 

Research Branch Made of Paradoxes.” Renewable 

and Sustainable Energy Reviews 69:1064–76. 

https://doi.org/10.1016/j.rser.2016.09.094 

De Lieto Vollaro, R., L. Evangelisti, E. Carnielo, G. 

Battista, P. Gori, C. Guattari, and A. Fanchiotti. 

2014. “An Integrated Approach for an Historical 

Buildings Energy Analysis in a Smart Cities 

Perspective.” Energy Procedia 45:372–78. 

https://doi.org/10.1016/j.egypro.2014.01.040 

EnergyPlus. 2019. EnergyPlus Weather Data. 

Accessed in May, 2019. https://energyplus.net/ 

weather 

Evins, R. 2013. “A Review of Computational 

Optimisation Methods Applied to Sustainable 

Building Design.” Renewable and Sustainable 

Energy Reviews 22:230–45. 

https://doi.org/10.1016/j.rser.2013.02.004 

Gong, J., A. Kostro, A. Motamed, and A. Schueler. 

2016. “Potential Advantages of a Multifunc-

65



Fahad Haneef, Federico Battini, Giovanni Pernigotto, Andrea Gasparella 

 

tional Complex Fenestration System with Em-

bedded Micro-Mirrors in Daylighting.” Solar 

Energy 139:412–25. 

https://doi.org/10.1016/j.solener.2016.10.012 

Konstantinou, T, and U. Knaack. 2013. “An 

Approach to Integrate Energy Efficiency 

Upgrade into Refurbishment Design Process, 

Applied in Two Case-Study Buildings in 

Northern European Climate.” Energy and 

Buildings 59:301–9. 

https://doi.org/10.1016/j.enbuild.2012.12.023 

Le Guen, M., L. Mosca, A.T.D. Perera, S. Coccolo, N. 

Mohajeri, and J.-L. Scartezzini. 2018. “Improving 

the Energy Sustainability of a Swiss Village 

through Building Renovation and Renewable 

Energy Integration.” Energy and Buildings 

158:906–23. 

https://doi.org/10.1016/j.enbuild.2017.10.057 

Lee, S., Y. Kim, and W.K. Chong. 2015. “A Statistical 

Analysis of Effectiveness of Energy Policy in the 

United States: Incentives vs. Regulations.” 

Procedia Engineering 118:1282–87. 

https://doi.org/10.1016/j.proeng.2015.08.483 

Luddeni, G, M. Krarti, G. Pernigotto, and A. 

Gasparella. 2018. “An Analysis Methodology for 

Large-Scale Deep Energy Retrofits of Existing 

Building Stocks: Case Study of the Italian Office 

Building.” Sustainable Cities and Society 41:296–

311. https://doi.org/10.1016/j.scs.2018.05.038 

Marique, A.-F., and S. Reiter. 2014. “A Simplified 

Framework to Assess the Feasibility of Zero-

Energy at the Neighbourhood/Community 

Scale.” Energy and Buildings 82:114–22. https:// 

doi.org/10.1016/j.enbuild.2014.07.006 

Mohajeri, N., A.T.D. Perera, S. Coccolo, L. Mosca, M. 

Le Guen, and J.-L. Scartezzini. 2019. “Integrating 

Urban Form and Distributed Energy Systems: 

Assessment of Sustainable Development 

Scenarios for a Swiss Village to 2050.” Renewable 

Energy 143:810–26. 

https://doi.org/10.1016/j.renene.2019.05.033 

Polly, B., C. Kutscher, D. Macumber, M. Schott, S. 

Pless, B. Livingood, and O. Van Geet. 2016. 

“From Zero Energy Buildings to Zero Energy 

Districts.” American Council for an Energy Efficient 

Economy- 2016 Buildings Summer Study. 

Rifkin, J. 2004. The European Dream. Oxford, U.K.: 

Polity. 

Rocha, P., A. Siddiqui, and M. Stadler. 2015. 

“Improving Energy Efficiency via Smart 

Building Energy Management Systems: A Com-

parison with Policy Measures.” Energy and 

Buildings 88:203–13. 

https://doi.org/10.1016/j.enbuild.2014.11.077 

Walter, E., and J.H. Kämpf. 2015. “A Verification of 

CitySim Results Using the BESTEST and 

Monitored Consumption Values.” Proceedings of 

the 2nd Building Simulation Applications Conference 

BSA 2015, 215–22. Bolzano, Italy: bu,press. 

Zucker, G., J. Malinao, U: Habib, T. Leber, A. 

Preisler, and F. Judex. 2014. “Improving Energy 

Efficiency of Buildings Using Data Mining 

Technologies.” In 23rd International Symposium 

on Industrial Electronics (ISIE), 2664–69. Istanbul, 

Turkey: IEEE. 

https://doi.org/10.1109/ISIE.2014.6865041 

 

66



Wind and Urban Spaces. Evaluation of a CFD Parametric Framework for 
Early‐Stage Design 

Viola Maffessanti – University College London, United Kingdom – viola.maffessanti.16@ucl.ac.uk 

Abstract 
Outdoor comfort and microclimate have recently gar-

nered growing interest as important factors determining 
the success of urban open spaces. Increasing urban den-

sity, amongst the consequences of global urbanisation, is 
considered environmentally positive, but can also have a 

negative impact on outdoor comfort and on the Urban 
Heat Island (UHI). Wind plays an important role in alle-

viating UHI and ensuring comfortable outdoor condi-
tions. However, accelerated winds around tall buildings 

can cause down-draughts, negatively affecting pedestrian 
comfort and safety. Monitoring airflow behaviours from 

the earliest design stages is crucial to adjusting the design 
accordingly. Expensive physical wind tunnels and so-

phisticated Computational Fluid Dynamics (CFD) are 
mainly the domain of wind engineers, while there is an 

overall lack of fast, intuitive, and yet accurate tools for 
non-specialists, such as urban designers and architects, 

particularly involved in the first design phases, to test 
several design options. Recently, CFD has been fully 

integrated within the user-friendly and fast-responsive 
Parametric Design platform, where several environmen-

tal simulations can be combined. The aim of this work is 
to evaluate CFD parametric tools from an accuracy and 

speed point of view, as a possible solution for non-special-
ist designers to simulate wind. A CFD parametric frame-

work describing the systematic process to correctly per-
form airflow simulations with these tools was set-up and 

included best practice guidelines, a CFD parametric 
model construction and verification tests. Time was rec-

orded across all simulations. Coupling CFD and para-
metric design proved positive, in terms of high accuracy 

and modelling time reduction, thanks to the automatiza-
tion of some steps. However, the simulations required a 

long time and some CFD specialist knowledge, limiting 
the use by non-specialists. Improvements to this technol-

ogy, computing time reduction strategies and future re-

search were proposed. 

1. Introduction

The progressive growth in global population since 
the 1950s has induced the phenomenon of urbani-
sation, which is predicted to rise to 68% by 2050 
(UNDESA, 2018), with consequential urban expan-
sion and densification (Rose et al., 2015). Environ-
mentally, increasing density is considered positive 
compared to urban expansion, as it limits land 
exploitation and optimizes energy efficiency and 
infrastructures (Rakha et al., 2017; Rose et al., 
2015). However, density also entails, among other 
things, worsening the outdoor air quality and the 
solar access of open spaces and buildings, and 
increases the Urban Heat Island (UHI) (Du et al., 
2017), negatively affecting the quality of neigh-
bourhoods and open spaces. It is therefore 
important to ensure comfortable outdoor envi-
ronmental conditions within the urban context 
(Rakha et al., 2017) and considering wind from 
early design stages is fundamental to improving 
outdoor comfort and ensuring pedestrian safety. In 
hot climates, shaping urban developments to en-
courage airflow at pedestrian level strongly 
improves outdoor comfort (Du et al., 2017). On the 
other hand, especially in colder climates, high-rise 
buildings cause down-draughts at pedestrian level 
which can affect both pedestrian comfort and 
safety (Blocken et al., 2012). 
However, the complexity of airflow phenomena 
has limited wind studies and simulations to the 
wind engineering discipline. Expensive physical 
wind tunnels and Computer Fluid Dynamics 
(CFD), a highly accurate but time consuming tech-
nology, require specialist knowledge (Blocken et 
al., 2012), and are usually used at later design 
stages. Early-stage design is characterised by test-
ing several design options, and therefore fast envi-
ronmental simulations are vital. Faster and easy-to-
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use wind simulation software exist, for example, 
Autodesk Flow Design or ODS-studio, but 
compared to CFD software (Phoenics), they were 
found to be either very limited in their options of 
modelling and grid resolution, or difficult because 
they involved other software. Furthermore, 
although flow patterns were similar, their 
numerical accuracy was found to be very poor 
compared to CFD (Sousa et al., 2015). The CFD 
engine Phoenics (developed by CHAM) can be 
connected to the Rhinoceros 3D modelling plat-
form through the plugin RhinoCFD, which is a 
useful starting point for neophytes. However, the 
Rhinoceros platform can run only a limited num-
ber of other environmental plugins and RhinoCFD 
does not allow iterative optimization processes. 
Furthermore, it is not a freely available software 
and its development depends on CHAM (Chronis 
et al., 2017). Overall, there is a lack of fast-
responsive, easy-to-use, and accurate wind simula-
tion tools, which can also be easily combined with 
other environmental plugins, and be used by non-
specialist designers, such as architects and urban 
designers, to inform early-stage design, when main 
decisions are made and cannot be easily adjusted 
at later stages (Bottema, 1999). 
A possible solution was recently offered by the 
integration of the Computational Fluid Dynamics 
(CFD) technology, which requires accurate inputs 
and modelling to be reliable, into the user-friendly 
and dynamic Parametric Design tools. These tools 
are particularly valid because they allow for real-
time geometry modification and for optimisation. 
Parametric design is experiencing growing success 
among the design community, and also in relation 
to the wide range of open source environmental 
tools made available to a very diverse public of 
professionals (Sadeghipour Roudsari et al., 2013). 
However, very limited literature is currently 
available on CFD parametric tools. Mackey et al., 
2017, studied the impact on a case-study of four 
main environmental factors defining outdoor com-
fort, including wind, simulated through Butterfly, 
a CFD parametric tool. In Chronis et al., 2017, 
Butterfly was technically compared to two other 
CFD tools (Rhino-CFD and Processing FFD), and 
defined as promising, but currently limited by its 
solver’s complexity and by installation difficulties, 

(Mackey, 2019) which are now mostly overcome. 
The main aim of this work is therefore to assess 
how quickly, easily, and accurately, CFD wind 
analysis within the parametric modelling environ-
ment can be performed by non-specialist designers 
at early urban design stages. In order to do this, 
two main criteria are specifically focused on: 
- Accuracy, in terms of the tool’s ability to pro-

vide reliable and realistic results;
- Speed, intended both as short simulation time,

fundamental during the iterative and dynamic
design early-stages, and as learning time re-
quired by non-specialists.

To meet requirements for accuracy, a framework 
outlining the systematic process to correctly 
perform CFD parametric simulations was devel-
oped, and also represents the novelty of this work. 
Necessary time was evaluated throughout the 
process. 

2. Methods and Simulation

The evaluation of this emerging technology was 
performed through four main steps: 
- Review of CFD tools compatible with Grass-

hopper, parametric plugin of Rhinoceros (3D
modelling software).

- Research of CFD Best Practice Guidelines
(BPG’s), to identify recommended inputs for
CFD cases set-up.

- CFD parametric framework set-up, including
initial inputs, CFD parametric model con-
struction, and verification tests.

- Testing the framework using a case-study,
including qualitative and quantitative results,
CFD convergence and grid-independence
tests, and time recording for each simulation.

2.1 CFD Parametric Tools Review 

A limited number of plugins coupling CFD and 
parametric design (Grasshopper) were identified 
within literature. They were compared using the 
same criteria, (Table 1) where possible, to identify 
the tool for this work. 

68



Wind and Urban Spaces. Evaluation of a CFD Parametric Framework for Early-Stage Design 
 

Table 1 – Comparison of CFD plugins for Grasshopper (GH) 

Criteria Ansys-
CFX 

FFD Swift Butterfly 

Integra-
tion into 
GH 

Script 
required 
(Python) 

Plugin 
required 

Yes Yes 

Speed 
n/a 

Faster 
than 
CFD 

Slower 
than 
FFD 

Slower 
than FFD 

Accuracy High Lower High High 

Cost Not free n/a Free Free 

Custom-
isation 
(language) 

n/a 
Yes 
(Program
ming) 

Yes 
(C++) 

Yes 
(Phyton, 
easier) 

Learning
material n/a n/a Less  More 

 
Butterfly was selected, based on the following 
considerations. Ansys-CFX requires an auto-run 
Python script (Chronis et al., 2017; Taleb and 
Musleh, 2015). Fast Fluid Dynamics requires an 
additional plugin and, despite being much faster 
than CFD, is inaccurate (Chronis et al., 2017). Swift 
(by ODS engineering) is fully integrated in 
Grasshopper, is freely available, and is based on 
OpenFOAM which is an established and accurate 
open source CFD engine. However, there are only 
few example files, a video, and an inactive forum 
(https://www.ods-engineering.com/tools/ods-
swift/). Butterfly has similar characteristics to 
Swift, but is written and customisable in Python, 
an easier programming language. It also has few 
example files and videos but it does have an active 
and responsive forum and forms part of the 
Ladybug Tools, an extensive spectrum of 
environmental plugins (Chronis et al., 2017). 

2.2 CFD Best Practice Guidelines (BPG) 

To reduce CFD user errors, best practice guidelines 
were developed by groups of international 
researchers to properly set-up CFD simulations. 
Three different sources were compared due to their 
availability and recent date: European COST 
Action 732 (Franke et al., 2007), German 
Association of Engineers guidelines (VDI 3783 Part 
9, 2005) and AIJ the Architecture Institute of Japan 
publication (Tominaga et al., 2008). 

Fig. 1 – Selected domain’s dimensions criteria 

Criteria for this work were selected following a 
conservative approach (Fig. 1, Table 2) and used 
for setting-up the parametric model. 
 

Table 2 – BPGs selected criteria for this work 

BPG’s Criteria Selected Criteria 

Mathematical Model steady RANS 

Turbulence Model RNG k-ε 

Blockage Ratio <3% (priority on BPG’s domain’s 
dimensions) 

Top Boundary 5H (H= tallest building‘s height) 

Lateral Boundary 5H 

Inlet Boundary 5H 

Outlet Boundary 15H 

Wind profile Logarithmic Law 

Min. grid 
resolution 

Expansion ratio between 2 con-
secutive cells= max.1.3. 
Area of interest: min.10cells per 
building side and 10cells per 
volume cube root of volume. 

Cells shape Hexahedra 

Refinement grid Number of refined cells: 8 times 
the coarser one (2 per side); to 
test: min. 3 refinement levels 

Probes extraction At 1.75 m pedestrian height 

Residuals reduction 
(CFD convergence) 

Min. 5 orders of magnitude 
(Ferziger and Perić, 2002) 
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In the case-study, it was observed that using the 
guidelines’ recommended factors, by which the 
tallest building height is multiplied to set all 
domain dimensions (Table 2: boundaries), the 
blockage ratio was greater than 3%, due to the 
blockage width resulting from the chosen wind 
direction. The 3% blockage ratio was therefore 
prioritised and the domain’s dimensions were 
increased accordingly. 
 
 

2.3 Parametric CFD Framework 
Definition 

A CFD parametric framework was developed 
based on Butterfly’s functionalities and BPG’s, 
providing the necessary steps to perform a CFD 
parametric simulation (Fig. 2). The framework pre-
sents in grey the steps which can be parametrically 
set-up and in pink those which also belong to tra-
ditional CFD. It is horizontally divided in three 
parts: Initial inputs, CFD parametric model con-
struction and Verification tests. 

 

 

Fig. 2 – CFD Parametric framework
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2.3.1 A: Initial inputs 

To focus on the tool functionality, two small 
simplified buildings were used as a case study 
(Fig. 3)  
(https://github.com/ladybug-tools/butterfly-
plus/tree/master/plugin/grasshopper/examplefiles). 

 

Fig. 3 – Case-study dimensions (meters) and orientation 

Prevailing winds from London Gatwick Energy 
plus weather file were extracted with Ladybug 
component ‘Windrose’. Average wind speed 
3.45 m/s from 70 degrees direction was used. 

2.3.2 B: CFD parametric model 

A CFD model was built by combining existing 
Butterfly and Ladybug workflows, further 
parametrically tuned. The resulting model is a pre-
set workflow, where the weather file and wind 
characteristics, geometry, and refined grid settings 
are the sole inputs to be updated for each case-
study, while most functionalities automatically 
update. For example, the geometry is set to 
automatically rotate by the chosen wind direction 
angle (Fig. 4). 

 

Fig. 4 – Automatic rotation of the geometry to the wind 

Furthermore, the domain’s dimensions, which 
depend on the height of the tallest building, are 
parametrically linked to it and automatically adjust 

at height variation.  
The recently implemented Autograding compo-
nent parametrically generates the Openfoam coarse 
grid: denser (in this case-study: 1 m cell size) 
around the case-study and progressively less dense 
towards the domain’s top and ends, following the 
set expansion ratio of 1.2 (Fig. 5). 

 

Fig. 5 – Coarse grid generated by the Autograding component 

On the area of interest, Openfoam also requires the 
application of a refined hexahedral grid (Snap-
pyHexMesh) which is, instead, case-specific. To 
define an appropriate grid refinement, six progres-
sively finer grids were tested by setting the maxi-
mum global cells to 10 million, and by changing 
the BF ‘refineLevels_’ parameter in the "createB-
FGeometry" component, using the values: (0,0), 
(1,1), (2,2), (3,3), (4,4) and (5,5) (Fig. 6), leaving all 
other parameters as “default”. Consequentially, in 
each test, the number of global cells progressively 
increased with the grid refinement. 

 

Fig. 6 - Refinement levels tested in the case-study 

2.3.3 C: Verification tests 

CFD solutions are only approximate to reality as 
they are based on the discretisation method. It is 
therefore crucial to perform verification tests to 
quantify uncertainty and ensure numerically 
accurate results (Roache, 1997). For each 
simulation, CFD convergence and grid independ-
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ence tests were performed. The first are necessary 
to control the extent of iterative errors and ensure 
that each solution ran through enough iterations to 
achieve results close to reality. Logarithmic graphs 
of the residuals were plotted to verify convergence. 
Grid independence tests must be performed on at 
least three different grids to ensure that results 
only depend on boundary conditions and not on 
the grid refinement (Ferziger and Perić, 2002). 
Velocity and pressure values were extracted for 
each of the six grids tested in this work, and the 
error Root Mean Square (RMS) was calculated to 
estimate the discretisation error of each coarser 
grid compared to grid 5, the finest grid. Verifica-
tion tests are key to determine each simulation’s 
accuracy. 

2.4 Framework Test on Case Study 

The framework was tested in the case study, quali-
tative and quantitative results were extracted, and 
verification tests performed for each simulation. 
Time spent on meshing and solution processing 
was recorded to observe its variation with the 
increase in grid resolution. An appropriate grid 
refinement was then identified for this case study, 
which could reach the fastest solution without 
excessively compromising on accuracy. 

3. Result Analysis and Discussion 

The aim of this work was to assess CFD parametric 
tools for non-specialists at early design stage, 
focusing on accuracy and speed. A framework repre-
senting the correct simulation process was set up 
and tested on a case-study, and simulation time 
was recorded. 

3.1 Result Analysis 

Test results were used to evaluate the whole 
process from the point of view of accuracy and 
speed. In terms of accuracy, CFD parametric tools 
are interfaces of CFD engines, and therefore they 
also match their high accuracy. However, 
comparing quantitative and qualitative results of 6 
different grids, it emerged that correctly setting-up 
and verifying simulations was important in order 

to avoid compromising results. CFD convergence 
was achieved for the first 5 coarser grids, reaching 
the 5th order of magnitude (Table 2), meaning that 
the CFD solution process was complete and 
correctly representing reality. On the residuals 
graph of the most refined grid 5, pressure residual 
only reached a 4th order of magnitude, fluctuating 
horizontally after almost 8 simulation hours. To 
exclude the risk of divergence, the solution ran for 
a total of 17 hours and 39 minutes (3082 iterations), 
compared to 1.5 hours for grid 4 and 10 minutes 
for grid 0 (approximately 1250 iterations) (Fig. 7). 

Fig. 7 – Residuals logarithmic graphs: grid 0, above, grid 5, below 

Grid independence tests, calculating error RMS for 
each grid compared to the most refined, showed 
that the error progressively decreased with the 
increase in the grid’s refinement (Fig. 8, 9, 10). 
Grid 4 was the coarsest grid maintaining an ac-
ceptable numerical error, and its results were 
therefore considered grid-independent. 

 

Fig. 8 – Error RMS graph: velocity U(x) 
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Fig. 9 – Error RMS graph: velocity U(y) 

 

Fig. 10 – Error RMS graph: velocity U(z) 

Differences across the six grids were also visually 
noticeable when comparing qualitative maps, 
particularly around the building corners and 
despite the low wind speed simulated (Fig. 11). 
 

Fig. 11 – Velocity vectors: grid 0, left, and grid 5, right 

Numerical and visual errors could be explained by 
observing the quality of the grids 0 and 5 applied 
on the modelled buildings (Fig. 12, in orange); grid 
0 deformed the geometries of the buildings, 
particularly in the corners, confirming visually to 
be too coarse. 

 

Fig. 12 – Refined grid: refinement level 0, left, and level 5, right 

In terms of speed, modelling time was reduced 
thanks to parametric tool: once the framework is 
correctly set-up, it can be applied to several cases 
by only updating the inputs and tuning a few 
parameters. However, time required for both 
meshing and CFD solution exponentially increased 
with the grid refinement (Fig. 13). 
 

 

Fig. 13 – Time versus Accuracy diagram 

Total time spent on performing the whole simula-
tion was about 20 hours, which are a significant 
amount for a small case study and low wind speed. 
Grid 4 achieved reliable results in a reasonable 
time, and was consequently considered 
appropriate for this case study. 

3.2 Discussion 

Computational Fluid Dynamics is generally a time-
consuming technology during modelling, meshing, 
running the solution and verification. The 
integration of CFD into the parametric design 
meant a considerable reduction of the initial 
modelling time, as once set-up the first time, the 
model can be re-used by only adjusting a small 
number of parameters. Furthermore, wind 
simulations can be included more easily in studies 
involving other environmental tools, for example 
for assessing outdoor comfort. However, 
considerable time was still required for accurate 
simulations, heavily affecting the use of these tools 
during early design stages, when simulation time 
should ideally not exceed a few minutes, 
particularly when testing design options, 
combining various environmental analyses or 
performing design optimization. Computational 
cost mainly depends on the speed of current 
computers for meshing and running the solution, 
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and on a long verification process, which, however, 
was demonstrated to be fundamental; using too 
coarse grids to speed-up the process may cause 
misleading results. 

3.2.1 ‘Speed versus Accuracy’ dilemma: a 
matter of technological progress 

Possible time-reduction strategies to overcome 
CFD bottlenecks were therefore investigated. 

Reducing number of CFD simulations 
For long annual hourly simulations, for instance, 
Ladybug tools developers suggest the use of so-
called Wind Factors: only 36 simulations were run 
to cover the wind rose directions, and results 
divided by the correspondent weather file wind 
speed. For each direction, multiplying the wind 
factor by any meteorological wind speed, the local 
wind speed could be obtained without re-running 
CFD simulations each time. It was also noted that 
reducing the 36 simulations to only 2, the Univer-
sal Thermal Comfort Index (UTCI) results were 
very similar (Mackey et al., 2017). Further testing 
of this method may provide interesting results. 

Adaptive grid refinement 
An existing technology to identify the best grid 
refinement is the adaptive grid refinement, which 
predicts the wind pattern and refines the grid only 
where required (Kim and Boysan, 1999). This func-
tion is already available in Openfoam (Berce 2010; 
Karlsson, 2012), and could be implemented in CFD 
parametric tools using this engine. 

Computational technologies 
For this work’s case study, the same simulation ran 
for 1.5 hours on a laptop (Windows 10, 64 bit, 4 
CPU, base speed: 2.0 GHz) and in 25 minutes on a 
desktop (Windows 10, 6 CPU; base speed: 3.7 
GHz); computer speed and performance are 
crucial. Running simulations in parallel, meaning 
on more computer processors at the same time and 
combining results in post-processing 
(Greenshields, 2018), is a common function availa-
ble both in Openfoam and Butterfly. The future of 
CFD technology greatly depends on High-Perfor-
mance Computers, especially with parallel and 
hybrid computing architectures. Emerging technol-
ogies linked to quantum computing and advanced 

3D memory are also promising (Slotnick et al., 
2014). Artificial Intelligence (AI) was recently 
implemented for the creation of digital twins, 
which, through algorithms, can predict and re-
produce virtual representations of airflow around 
buildings in real-time, with speeds 1000 greater 
than anything else currently available (Akselos, 
2019). Finally, combining CFD with animation 
software using Langrarian Fluid (e.g. Autodesk 
Maya) or Eulerian approaches (e.g. SideFX 
Houdini) may greatly improve computational cost; 
however, meshing and results quality requir e 
further verification (Kaushik and Janssen, 2015). 

3.2.2 Another type of ‘Speed versus 
Accuracy’ dilemma: a matter of 
purpose 

Despite the reduced modelling time, substantial 
time and effort are required for running 
simulations and also for neophytes to sufficiently 
learn CFD, the parametric tool and its correct use. 
Indeed, the tool’s accuracy cannot be 
compromised; however, the accuracy of the results 
could be evaluated against reality by assessing an 
‘acceptable error’ in relation to the purpose and 
scale of the simulation. Unlike other disciplines 
(e.g. aeronautical engineering) that require a high 
degree of accuracy, a greater error compared to 
reality may be tolerable in wind simulations for 
urban comfort. However, for early-stage design, 
although characterized by a simplified 
representation of urban context and architecture, 
wind simulation tools should be sufficiently accu-
rate to correctly reproduce wind phenomena 
around and between buildings, and model turbu-
lence, particularly in the presence of tall buildings, 
to provide correct indications for the design devel-
opment. Consistent comparison of results of 
simpler and faster wind simulation tools with 
reality and CFD could verify these conditions and 
help define an acceptable error, leading to 
interesting findings on available technologies for 
non-specialists to consider wind as a driver of 
early-stage urban design. 
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4. Conclusion 

This work aimed to evaluate CFD parametric tools 
for non-specialists to quickly, easily, and 
accurately simulate wind behaviour in early-stage 
urban design iterations. The necessary process to 
carry out simulations correctly and ensure 
accuracy of results was researched and a CFD 
parametric framework was set-up and tested. 
Although CFD parametric tools are equivalent in 
accuracy to their established CFD engines, the 
results demonstrated how their correct use is 
crucial. Regarding speed, CFD parametric tools can 
considerably reduce the modelling time and be 
integrated with other environmental plugins. 
However, significant time was still required to run 
simulations and perform verification tests, despite 
the small scale of the case study and low wind 
speed used. Existing simulation time reduction 
strategies, and ongoing and future developments 
of computer technology were explored. Finally, 
reflecting on the level of accuracy required for 
urban scale studies, further research could focus on 
faster and yet sufficiently accurate tools for 
designers to correctly simulate wind from the 
earliest stages of urban design. 
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Abstract 
This work presents a study of a physiotherapy center 

located in the southern area of Bolzano, discussing its 

indoor visual comfort conditions, energy consumption for 

artificial lighting and daylight exploitation. Specifically, 

three South-West oriented physiotherapy cabins with 

large glazed façades were analyzed, using both meas-

urements, in-situ subjective surveys, and simulations. 

First, illuminance measurements and visual comfort ques-

tionnaire responses were analyzed to detect possible 

issues related to the lighting system and the visual envi-

ronment in the therapy cabins. Daysim models were then 

developed, compared with empirical data and deployed to 

assess advantages and drawbacks of the internal double 

layer roller shades. Finally, an alternative external vene-

tian blinds system was proposed and studied. 

1. Introduction

Maximization of daylight is fundamental for light-
ing energy saving. For this reason, as well as for 
architectural reasons, modern buildings often have 
large glazed façades. However, drawbacks of this 
design approach are an increased risk of glare and 
flash blindness, of building overheating due to solar 
gains, and of larger recourse to the installed cooling 
capacity. Furthermore, Hernàndez et al. (2017) re-
marked that also productivity is influenced by day-
light. 
To prevent these negative effects, proper shading 
systems and controls should be designed and oper-
ated. To do so, as observed by Bellia et al. (2014), 
indexes like the Daylight Autonomy DA and the 
Useful Daylight Illuminance UDI should be 
calculated, and the glare risk evaluated. Moreover, 
the integrated analysis on daylight, artificial 

lighting system and shading devices is necessary to 
optimize both energy performance and occupants’ 
comfort in the early design stage. The importance of 
reducing the number of shading operations was 
clarified by Xiong and Tzempelikos (2016). They 
developed a model-based algorithm for lighting and 
shading control, aiming to minimize lighting energy 
use while taking into account the three visual com-
fort criteria of DGP, vertical illuminance and work 
plane illuminance. A variable-control interval logic 
was developed and implemented in full-scale test 
offices, resulting in the reduction in the number of 
the shading operations without compromising their 
benefits, thus decreasing the disturbance of the 
occupants and increasing the equipment’s lifespan. 
In this framework, simulation tools can be useful for 
the design of both lighting systems and daylight ex-
ploitation components. For instance, Freewan (2014) 
used IES/SunCast and Radiance simulations to 
study solar and daylight distribution on office sur-
faces during the year. Atzeri et al. (2014) used Ener-
gyPlus to simulate different configurations of an 
open-space environment in Rome with outdoor and 
indoor shades. It was found out that the thermal 
comfort is always improved by the use of shades, 
but the energy demands can increase with some 
configurations: in particular, it does with internal 
devices, depending also on the orientation and the 
glazing type. Lau et al. (2016) simulated twenty of-
fice buildings in Kuala Lumpur, Malaysia, using IES 
VE to analyze the performances of different shading 
devices. Touma and Ouahrani (2017) ran an Ener-
gyPlus simulation, experimentally validated, in or-
der to evaluate the annual energy savings achieva-
ble from the use of brise-soleil and venetian blinds 
on the south and north external façades of office 
spaces in Doha, Qatar. After a survey and in-situ 
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measurements, Maachi et al. (2019) used 3DSMax 
and Matlab to simulate and process the luminance 
level in collective housing. 
Finally, when dealing with existing buildings, sim-
ulations can be combined not only with measure-
ments but also with questionnaires to check the effi-
ciency of existing shading devices and the need for 
intervention. For example, Day et al. (2019) collected 
physical data measurements and surveys to charac-
terize the visual comfort perception in three large 
commercial office buildings, finding a relationship 
between daylight and perceived level of productiv-
ity and satisfaction. 
In this work, a physiotherapy center located in the 
southern area of Bolzano, Italy, was investigated to 
evaluate the performance of the existing roller 
shading system, i.e. internal double layer roller 
shades. Objective and subjective assessments were 
performed by measuring illuminance in-situ and 
collecting the answers to questionnaires completed 
by the occupants during the period from July 2018 
to April 2019. After detecting the main problems 
and advantages of the existing system installed, a 
Daysim model was developed and used to analyze 
an alternative venetian blinds system, by consider-
ing daylight exploitation, glare probability and 
solar gains. 

2. Case Study

The study focuses on a physiotherapy center located 
on the fourth floor of a 2015 building in the southern 
area of Bolzano, Italy. The three rooms analyzed 
(namely Room 1, 2 and 3) were characterized by 
large glazed façades facing South-West, where static 
physiotherapy therapies are performed (Fig. 1). 
With respect to Rooms 1 and 2, with the external fa-
çade almost entirely glazed, in Room 3 the transpar-
ent portion is limited to about 25 %. 
The shading system installed in the three rooms is a 
double layer (light and thick) internal roller shades 
system, with a visual transmittance of 0.3 and 0.05 
respectively for the two layers (Fig. 2 left). Each one 
can be operated separately by the users through two 
switches. Dimmable lights with manual controls 
have been installed, with a total power of 84 W (Fig. 
2 right). 

The center opens from 8:00 am to 8:00 pm, with only 
one therapist and one patient in each cabin at a time. 
Typically, the patient lies on a therapy bed, with the 
operator standing on the side.

3. Methods

3.1 Visual Survey 

First, a visual survey was conducted in the three 
rooms. Data regarding the geometry, the indoor 
surfaces, the windows and the shading devices, as 
well as the plants configuration and operating 
schemes were collected and analyzed. The technical 
datasheets delivered from the building’s designer 
were the main source, integrated with in-situ 
measurements when necessary. 

Fig. 1 – External view of the building and map of the physiotherapy 
center with the treatment cabins considered in this study high-
lighted 

Fig. 2 – The double layer internal roller shades devices (left) and 
the lighting system installed in the three cabins (right) 

3.2 Measurements and Questionnaires 

Short-term measurements of illuminance on the 
therapy bed and on the desk were taken during the 
whole period of analysis, at different times of the 
day and the measurement was repeated with 
different configurations of lights and shadings 
systems. The following instruments were used: 
1. a Delta Ohm h32.1 Thermal Microclimate data

logger with an LP 471 PHOT illuminance probe
with a resolution of 0.01 lx up to 199.99 lx, 0.1 lx
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between 200 and 1999.99 lx, 1 lx between 2000 lx 
and 19999 lx and 10 lx until 199990 lx; 

2. a Konika Minolta Illuminance Meter T-10A port-
able luxmeter with 1 lx resolution and maximum 
illuminance measurement of 299900 lx. 

Questionnaires were developed based on ASHRAE 
Standard 55 (2017), EN ISO 7730:2005 and some pre-
vious work available in the literature (Azizpour et al., 
2013; Hwang et al., 2007; Ricciardi and Buratti, 2009 
and 2018; Skoog et al., 2005; Van Gaever et al., 2014; 
Verheyen et al., 2011). Lighting questions were 
included in an overall comfort questionnaire used in 
a previous study (Zaniboni et al., 2016). Two different 
sections in the questionnaires were developed to be 
completed respectively by physiotherapists and 
patients. The questionnaires included questions 
about date, time, general information about the re-
spondent (i.e. age, weight, height, gender and health 
status) and the room where the therapy was 
performed. The questions regarding visual comfort 
comprised two 7-point scale questions about light 
and daylight satisfaction and a multiple-choice 
question regarding visual comfort problems, with the 
following options: glare, flash blindness, too low 
light, too high light, other and nothing. The questions 
needed to be answered by both occupants immedi-
ately before the therapy. 

3.3 Simulation 

Daylight simulations were performed considering 
the existing internal roller shades system and an 
alternative configuration with external venetian 
blinds, with 5 cm thick slats, 45° tilted, spaced 5 cm 
apart from each other and with a reflectance of 0.5. 
The simulations were run with Daysim, working 
with the Honeybee and Ladybug Grasshopper 
plugins of Rhinoceros (Fig.s 3 and 4). Occupancy, 
visible transmittance, and lighting power data from 
the visual survey were used as inputs. The 
reflectance of the opaque surfaces was estimated 
using the Radiance Color Pickler online tool (Jaloxa, 
2009). 
A maximum number of 5 ambient bounces was set 
for the rays in the simulation environment, in order 
to have a good balance between simulation accuracy 
and computational effort. The grid size was set to 
0.25 m, at a height of 0.8 m from the floor, following 

the suggestions of EN 12464-1:2011 for “Health care 
premises – Massage and radiotherapy”. The target 
illuminance was set equal to 300 lx, and a manual 
on/off switch set for lighting control. 

 

Fig. 3 – Rhinoceros geometrical model of the facility 

 

Fig. 4 – Honeybee Grasshopper model of the facility 

The model was validated by comparing point-in-
time measurements and simulations in the three 
cabins, using a weather file prepared with the global 
hourly horizontal irradiation data collected by the 
nearby meteorological station at Bolzano Hospital 
(Provincia Autonoma di Bolzano, 2019). After 
validation, annual simulations were run using the 
typical meteorological file included in EnergyPlus 
EPW weather file (EnergyPlus, 2019). Three types of 
outputs were obtained from annual simulations: (1) 
daylight availability on the work plane, expressed 
through daylight metrics and annual energy uses 
for lighting; (2) Daylight Glare Probability DGP, 
evaluated in the worst condition for the occupants 
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and considering different shading positions 
(Table 1); (3) total solar gains entering in the room 
with the two shading systems. 

Table 1 – The different states considered with the two shading 
systems 
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Due to the different layouts of the three rooms, day-
light availability and energy uses for indoor lighting 
were assessed, by considering the shading systems 
controlled by different lighting sensors: a control 
(Group 1) was adopted for Rooms 1 and 2 and a 
second one (Group 2) for Room 3 (Fig. 5 left). For 

each, the shadings were lowered when the illumi-
nance was larger than 2000 lx and raised when 
smaller than 300 lx at sensor’s position. Considering 
that the patients lie on the beds looking at the doors, 
the risk of glare was considered higher for the ther-
apist. Furthermore, the risk was found higher in 
Room 1 because it had the largest glazed area. 
As a consequence, DGP analysis were performed for 
Room 1 with the subject looking at the window 
(Fig. 5 right). For similar reasons, the entering solar 
gains were assessed only in Room 1. 

 

Fig. 5 – The position of the sensors in the three rooms (on the left): 
in color red the Group 1 sensors and in orange color the Group 2 
one. On the right, the worst glare condition in the case-study for a 
therapist in Room 1 

4. Results 

In terms of the subjective assessment, 25 question-
naires were collected in the cabins during the anal-
ysis period. Occupants were very satisfied with the 
visual conditions, with 96% of therapists’ and 88% 
of patients rating 7, the maximum satisfaction. 
Moreover, 96% and 92% of the answers, respectively 
by therapists and patients, reported a rating of 7, to 
the daylight satisfaction, while 100% and 88% stated 
that no visual comfort problems were present. The 
collected measurements showed that peaks over 
2000 lx are present on the rooms’ beds only when no 
shadings or just light shades are used. The objective 
assessment made it possible to check that the artifi-
cial lighting system is able to meet the EN 12464-1 
requirements of 300 lx. Annual simulations with the 
current configuration confirmed that shading is 
almost not necessary in Room 3 (Control Group 2) 
and that, in the other two rooms (Control Group 1), 
the internal roller shades system is working well in 
preventing glare problems and also ensuring a good 
level of daylight. Nevertheless, the roller shades 
required 1054 movements to avoid the glare 
discomfort and do not prevent high solar gains 
during the summer period. 

80



Analysis of Two Shading Systems in a Glazed-Wall Physiotherapy Center in Bolzano, Italy 
 

Simulations were subsequently repeated using 
venetian blinds as shading system. As shown in the 
DGP charts in Fig. 6, both systems are able to 
comply with the tolerance limit of 0.45 in the worst 
condition in Room 1, with few exceptions for the 
venetian blinds. Regarding the usage of the two 
shading systems (as shown in Fig.s 7 and 8 for the 
Control Group 1), it can be observed that the 
venetian blinds can ensure the same result as the 
roller shades but with only 693 movements during 
a typical year. Continuous daylight autonomy and 
Useful Daylight Illuminance (Table 2) showed that 
both systems ensure a high daylight exploitation. 
Values of Spatial Daylight Autonomy (sDA300, 50%) of 
65.13 % and 67.02 % were obtained with roller 
shades and venetian blinds, respectively. Total 
annual power consumption for indoor lighting in 
Room 1 is 95.9 kWhel/year for the current solution 

and 84.8 kWhel/year for the alternative solution 
(12 % less). 
As regards the solar gains in Room 1, since the roller 
shades are installed inside, all solar gains enter the 
room. In contrast, external venetian blinds can 
prevent 2359.1 kWh and 3421.4 kWh thermal gains 
from being admitted into the thermal zones, during 
heating (15/10–15/04) and cooling (16/04–14/10) 
periods, respectively (Fig. 9). Although the 
reduction of solar gains in the heating period can 
increase the energy needs for space heating, their 
reduction in the cooling period can be beneficial and 
bring energy savings. Considering that the blocked 
gains are larger in the cooling period, advantages 
from savings in energy use for space cooling are 
expected to balance out the potential increase in 
energy use for space heating. 

 

Fig. 6 – Daylight Glare Probability with the two systems 

 

Fig. 7 – Shading states during the year with internal roller shades system 
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Fig. 8 – Shading states during the year with external venetian blinds 

Table 2 – Continuous Daylight autonomy and Useful Daylight Illuminance with the current and the alternative solution 
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Fig. 9 – Solar gains blocked by the venetian blinds system in heating and cooling seasons in Room 1
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5. Discussion and Conclusions 

In this work, visual comfort and the lighting energy 
performance of a physiotherapy center in Bolzano, 
Italy, were analyzed through in-situ measurements, 
subjective surveys, and simulations. First, objective 
and subjective assessments were performed to see if 
the current internal double roller shades can 
prevent risks of glare and provide a good daylight 
exploitation. Then, an alternative shading system, 
i.e. external venetian blinds, was proposed to limit 
solar gains and reduce the lighting and cooling 
energy consumption. In order to perform a 
comparison, a model of the case-study was pre-
pared using Rhinoceros and the Grasshopper 
plugins Ladybug and Honeybee, which couple the 
parametric working environment with Daysim. In 
particular, besides risk of glare and daylight, as-
pects related to shadings controls and movements 
and excess of solar gains in the therapy rooms were 
investigated. 
It was observed that: 
- In the current configuration, with a good 

managing of the shadings, there are no problems 
of glare. This is also confirmed by the 
measurements and the questionnaire survey, 
where both therapists and patients did not 
indicate the presence of glare or visual 
discomfort issues. 

- Although both systems are effective in pre-
venting visual discomfort, external venetian 
blinds are simpler to manage and allows a 
saving of 12 % of the energy consumption for 
indoor lighting in one of the rooms. 

- Finally, the adoption of external venetian blinds 
can reduce the solar gains during summer and, 
thus, the load for space cooling as an additional 
benefit. 
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Abstract 
Downward shortwave incoming irradiance plays a key 
role in urban areas, especially in those located in complex 

terrains. Accurate modelling of this weather variable is 
crucial for the characterization of physical processes, and 

in particular heat exchanges, occurring between buildings 
and the urban atmosphere. In this framework, the present 

research evaluated the capabilities of the Solar Energy on 
Building Envelopes (SEBE) model, which can be used to 

describe the urban geometry through 2D high-resolution 
DSMs and simulate total irradiation on buildings’ façades. 

Specifically, this work focused on the urban area of Bol-
zano, a city located in the north-eastern Italian Alps in a 

basin where three valleys join, and assessed the SEBE out-
put by comparison with the total daily irradiation on a ver-

tical building façade for a six-month period (i.e. July-De-
cember 2018). Meteorological forcing for simulations was 

provided by the observed hourly data of shortwave radia-
tion (i.e. global GHI and diffuse DHI horizontal, and direct 

normal DNI irradiance), collected at rooftop level in the 
urban area of Bolzano. The overall performance of the 

model was found to be accurate, both for different ana-
lysed periods and for daily climatic classification. 

1. Introduction

The constant increase in energy demand has 
brought increasing attention to solar energy as an 
energy source which is available worldwide, espe-
cially in urban areas where other renewable ener-
gies are generally not present. Moreover, in a con-
text of continuous urbanization, the study of solar 
radiation in the complex urban environment is be-
coming crucial in order to provide building simula-
tion codes with robust and adequate inputs. Indeed, 

the shaded/sunlit urban surface portions represent 
the dominant component of shortwave energy input 
in urban areas, especially during clear-sky condi-
tions. However, the complex shadowing patterns 
led by different building distributions represent the 
main challenge in terms of computational effort 
needed to create urban models. 
For this purpose, simplifying the assumptions of the 
three-dimensional geometry of urban fabric is re-
quired in agreement with the represented level. Ac-
cordingly, several urban parametrization schemes 
have been developed since the 2000s, with different 
levels of detail, such as the slab (Liu et al., 2006), sin-
gle-layer (Kusaka et al., 2001) and multi-layer (Mar-
tilli et al., 2002; Masson et al., 2000) models, repre-
senting respectively 2D or 3D regular building vol-
ume arrays. In these schemes, the distribution and 
intensity of solar radiation reaching the different ur-
ban surfaces are computed by a simple shadow-
casting algorithm in conjunction with a rotating, in-
finitely-long street canyon scheme (Lindberg et al., 
2015a). 
In recent years, several GIS-based tools have been 
developed using high-resolution digital surface 
models (DSMs) derived from LiDAR data, in order 
to estimate solar radiation for extensive urban areas, 
such as the Solar Energy on Building Envelopes – 
SEBE (Lindberg et al., 2015b). Accordingly, 3D geo-
graphical data of urban fabric make it possible to de-
rive very high-resolution information about build-
ing structures, which are typically used in micro- to 
local scale modelling, providing realistic represen-
tations of specific building stocks. 
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Fig. 1 – (a) The urban area of Bolzano (area shaded in red). Height contours (above sea level) are also presented, (b) The zoomed-in area 
represents the position of the meteo-radiometric station located on the rooftop of the Free University of Bozen-Bolzano, (c,d) Position of SPN1 
sunshine pyranometer fixed on the vertical façade exposed to west at 25 a.g.l. 

 
In this work, Solar Energy on Building Envelopes 
(SEBE) was used to estimate the shortwave irradi-
ance on the ground, roofs and building walls 
throughout the urban core of the medium-sized (ap-
proximately 100,000 inhabitants) city of Bolzano. 
The city is located in a basin where three valleys in 
the north-eastern Italian Alps join (Fig. 1a). The cli-
matic conditions in the city are closely related to the 
complex topography of the surrounding area, which 
influences in particular the flow field and solar ra-
diation (Pappaccogli et al., 2018). It is therefore cru-
cial to take into account the interactions between the 
surrounding orography, which generates a shadow-
ing effect, and geometry of the urban fabric, which 
modifies the radiative balance within the urban en-
vironment (i.e., the share of direct and diffuse 
shortwave radiation). In the current research, ob-
served horizontal solar radiation data were used as 
meteorological input for SEBE, and the computed 
solar radiation on a vertical building surface com-
pared with measurements collected in a six-month 
period (i.e., July–December 2018). 

2. Methods 

2.1 Model Structure 

SEBE uses digital surface models (DSMs) to calcu-
late solar radiation, which consist of building and 
ground heights. In addition, two optional DSMs of 

the same resolution and extent as the ground and 
building DSM can be used to represent 3D vegeta-
tion of trees and bushes (which are not considered 
in this case study). Specifically, the SEBE model 
computes the 'shadow volumes' by sequentially 
moving the raster DSM at the azimuth angle of the 
sun, reducing the height at each iteration based on 
the elevation angle of the sun (Ratti and Richens, 
1999). For a detailed description of the shadow cast-
ing algorithm, see Ratti and Richens (2004), and 
Lindberg and Grimmond (2010). 
Based on observed hourly meteorological data as in-
put, the SEBE model uses the unobstructed three 
components of shortwave radiation: direct radiation 
perpendicular to the sun (DNI), horizontal diffuse 
(DHI) and global (GHI). As these variables are not 
commonly available (especially DNI and DHI), the 
model allows the calculation of the diffuse compo-
nent from the global through the statistical model 
presented in Reindl et al. (1990), which can take into 
account the ambient air temperature (Ta) and rela-
tive humidity (RH) to improve the accuracy of the 
calculation. Accordingly, the direct shortwave radi-
ation component (DNI) on a surface perpendicular 
to the sun rays is then estimated from DHI using the 
following equation: 
 
𝐼𝐼 = (𝐺𝐺 − 𝐷𝐷)/ sin 𝜂𝜂        (1) 
 
where η is the sun’s altitude.  
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In order to avoid the hourly time step iteration, the 
meteorological data are pre-processed and redis-
tributed into 145 patches of similar solid angles 
throughout the sky vault according to the well-
known approach presented by Tregenza and 
Sharples (1993). The diffuse radiation component is 
redistributed for the patches based on the all-
weather model of sky luminance developed by Pe-
rez et al. (1993). 
The output of the SEBE model consists of the total 
irradiance for a roof pixel (R) on a DSM by summing 
the direct, diffuse and reflected radiation as follows 
 
𝑅𝑅 = ∑ [(𝐼𝐼𝐼𝐼𝐼𝐼 + 𝐷𝐷𝐼𝐼 + 𝐺𝐺(1 − 𝐼𝐼)𝛼𝛼)]𝑖𝑖

𝑝𝑝
𝑖𝑖=1   (2) 

 
where p is the number of patches on the hemisphere, 
I is the incidence direct radiation, D is diffuse radi-
ation, G is the global radiation originating from the 
ith patch, α is the surface albedo and ω is the sun in-
cidence angle. The first and second terms represent 
the direct and diffuse irradiance respectively, 
whereas the third term accounts for reflected irradi-
ance (Lindberg et al., 2015b). S represents the 
shadow computed at each pixel: 

 
𝐼𝐼 = 𝐼𝐼𝑏𝑏 −  (1 − 𝐼𝐼𝑣𝑣)(1 − 𝜏𝜏)       (3) 
 
where Sb and Sv are respectively shadows from 
buildings and vegetation, and τ is the transmissivity 
of shortwave radiation through vegetation. 
Finally, the reflection term at the wall pixels is only 
considered for half of the hemisphere, with the re-
flected part originating from the ground calculated 
as follows: 
 
Groundreflected =  (𝐺𝐺𝛼𝛼)/2      (4) 
 
For tilted roofs, the reflection from the ground is not 
considered, as it is negligible due to the small view 
factor from the tilted roofs to the ground (Lindberg 
et al., 2015b). 
 

2.2 Model Setup 

The SEBE model was evaluated by comparing sim-
ulated and observed vertical shortwave radiation 

data on the building façade exposed to west and lo-
cated in the core area of Bolzano, Italy (Fig. 1). The 
assessment was performed by considering a daily 
time step. Surface albedo was set to 0.15, which rep-
resents the typical value for urban surfaces (Oke, 
1989). 

2.3 Simulated Domain and Meteorological 
Input Data 

A regular domain of approximately a 1 km2 horizon-
tal dimension with spatial resolution of 1 m (Fig. 2) 
was derived by the spatial average of digital surface 
models with 0.5 m resolution from the GeoCatalogo 
of the Autonomous Province of Bozen-Bolzano 
(http://geocatalogo.retecivica.bz.it/geokatalog). The 
fine resolution of DSM was able to represent differ-
ent heights and orientations of the walls, and to take 
into account the slope of the roofs, when different 
building architypes are analysed. Fig. 2 shows the 
building height distribution across the model do-
main, displaying input building information used in 
the SEBE model. 
The observed solar radiation data provided by the 
meteorological station located at the Free University 
of Bozen-Bolzano on the flat rooftop of the E-build-
ing were used as input and boundary conditions for 
SEBE simulations (Fig. 1b).This station was installed 
at the Free University of Bozen-Bolzano in 2017, on 
the rooftop of the building of the University, in a po-
sition relatively free from external obstructions 
(above the rooftop level of the city). The measure-
ments site is located in the city centre (Lat. 
+46°29.89' N; Lon. +11°20.98' E), which is representa-
tive of the climatic conditions of the basin, located 
away from the slopes of the surrounding moun-
tains. Specifically, the measurements of the direct 
normal and diffuse horizontal solar radiation are 
carried out respectively by means of an EKO MS-
56/pyrheliometer and a MS-802/pyranometer, fixed 
on a STR-22G EKO sun-tracker station, both for six 
months (i.e. from July to December 2018). 
In this study, vegetation is excluded in the DSMs, as 
it is not present in the analysed street canyon. 
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Fig. 2 – The study area in Bolzano (Italy), used for model evalua-
tion, showing building height provided by DSMs (spatial resolution 
1 m).  

2.4 Field Observations 

The SEBE model was evaluated for one point loca-
tion placed on the building façade of the Free Uni-
versity of Bolzano, located in the urban core of the 
city (Fig. 1c, d). The façade borders a regular street 
canyon with an aspect ratio H/W~1.3 (where H is the 
average building height and W is the average width 
of the street), which is delimited by multi-storey 
buildings with tilted rooftops. 
In particular, a SPN1 pyranometer was installed on 
the external façade of the E-building of the Free Uni-
versity of Bozen-Bolzano at a height of 25 m a.g.l. 
(Fig. 1c, d). The façade is exposed to the west (azi-
muth angle =270°) according to a surface analysis 
based on the DSM model. Data were collected be-
tween 5 July 2018 and 31 December 2018. Solar radi-
ation on this vertical surface was saved at the acqui-
sition sampling frequency of 1 minute, and later re-
calculated into hourly integrals by means of 
MATLAB® software, in order to match the time res-
olution needed for input data in the SEBE model. A 
total of 179 daily data points were used in the eval-
uation analysis. 

3. Results 

Using the meteorological data collected at the uni-
versity building rooftop as input for SEBE, the ob-
served and simulated daily vertical total irradiation 
were compared for the analysed period of July to 
December 2018. 

In order to obtain a representative sky-type classifi-
cation, the clearness index was computed using the 
Surface Solar Irradiance (SSI) provided by MSG Me-
teosat satellite data normalized by the correspond-
ing extra-atmospheric irradiance according to 
Ineichen et al. (2009), as ground measurements in 
complex terrain are affected by the shadowing effect 
of surrounding orography. Accordingly, the aver-
age daily values of the clearness index are used to 
classify different weather conditions. To quantita-
tively validate the results of the model, the mean er-
ror (BIAS), the root-mean-square error (RMSE) and 
the coefficient of determination (R2) were evaluated, 
quantifying the difference between the simulated 
and observed daily total irradiation on the building 
façade. 
Fig. 3 reports the comparison between observed and 
simulated total daily irradiation (expressed as wat-
thours per square meter) on the vertical surface, 
which are respectively correlated with the clearness 
index and daily climatic classification. As shown in 
Fig. 3a, the SEBE model performs well at the ana-
lysed location during different climatic conditions 
(R2 = 0.952), showing a good estimation of the 
shortwave fluxes on the vertical wall in the street 
canyon. As can be noted, a slight overestimation of 
the modelled shortwave fluxes at the wall location 
occurs, with a BIAS of 31.83 Wh m-2. 
Focusing on the different climatic classes, no spe-
cific pattern can be observed. Specifically, an over-
estimation of the simulated total daily irradiation 
occurs during overcast sky conditions (BIAS = 134.4 
W m-2), which decreases during intermediate (BIAS 
= 125.4 W m-2) and clear-sky (BIAS = 31.8 W m-2) con-
ditions. However, several significant underestima-
tions occur during clear-sky conditions, which lead 
to an increase in RMSE (246.3 Wh m-2), while no sig-
nificant outliers are observed for intermediate and 
clear-sky conditions. 
These errors are linked to the inexact partition be-
tween the global and diffuse radiation components 
during clear-sky conditions. 
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Fig. 3 – Scatter plots of observed and simulated total daily irradiation correlated to (a) clearness index, (b) daily sky-types classification, during 
the analyzed period (i.e., July–December 2018) 

Finally, it should be remembered that the university 
building is located in the historical city centre, 
which is characterized by complex envelope struc-
tures (e.g., historical towers, balconies etc.), proba-
bly not perfectly described by the 1 m digital surface 
model. 

4. Conclusions 

A six-month daily simulation was carried out by 
means of the Solar Energy on Building Envelopes 
(SEBE) model, in order to study the distribution of 
solar radiation on roofs and building walls through 
the core area of the city of Bolzano, Italy. The urban 
geometry was accurately described using high-res-
olution 2D raster DSM, which makes it possible to 
compute 3D surface irradiation information 
through an extensive area up the city-centre scale. 
Observed hourly data on shortwave radiation pro-
vided by a meteorological station installed on a uni-
versity building were used as hourly input data for 
SEBE simulations. The model was evaluated for a 
vertical façade exposed to west, in a street canyon of 
Bolzano. 
The results highlight that the SEBE model accu-
rately reproduces the downward shortwave fluxes 
for the different simulated periods (i.e. from July to 
December) and for daily classifications of sky types. 
Further developments are planned in order to test 

the sensitivity of the SEBE model on different urban 
surfaces (such as tilted and flat roofs), using differ-
ent meteorological input data (i.e. using only global 
horizontal radiation components provided by con-
ventional weather stations or from satellites). 
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Abstract 
The push towards a lower environmental impact of the 
building sector has led to the widespread adoption of 

renewable organic materials such as wood and other bio-
based insulation materials. These materials are 

characterised by a solid matrix with voids that can be 
filled with moist air and water and in which complex 

heat and mass transfer occurs, influencing the global 
thermal properties. Indeed, due to different heat transfer 

mechanisms involved, the apparent thermal conductivity 
varies both with temperature and moisture content be-

cause of water thermal conductivity is higher than air. 
However, many Building Simulation programs (e.g., 

EnergyPlus and TRNSYS) still adopt constant thermal 
properties for simulating the heat transfer in buildings, 

causing inaccuracies in calculations of heat flux and thus, 
in the prediction of the energy consumption of a 

building. The aim of this work is therefore to analyse 
experimentally and numerically the impact of both 

moisture and temperature on the thermal behaviour of an 
insulated timber wall. An experimental activity was 

conducted at the Building Physics Laboratory at the Free 
University of Bozen-Bolzano on Cross-lam (XLAM) and 

wooden insulation specimens to measure thermal 
conductivity at different temperatures and moisture 

contents by means of a heat flux meter (i.e., HFM) and a 
climatic chamber. A 1D model for coupled heat and mass 

transfer across the studied wall was then developed and 
calibrated against the experimental data. Finally, by 

simulating with both nominal (10 °C and 23 °C reference 
temperature) and actual thermal conductivity, hourly 

heat fluxes and energies were compared, taking into 
consideration climatic files relating to the Italian 

peninsula. 

1. Introduction

The need to reduce the environmental impact of 
the building sector has led to the adoption of bio-
materials such as wood. Wood, alone or as a 
component in different insulation products, 
guarantees a low environmental impact while 
ensuring reasonably good insulating properties 
because of the porosity in its structure, in which 
solid, gaseous and liquid phases coexist, and 
complex and interacting heat and mass transfer 
mechanisms operate (Bomberg and Shirtliffe, 1978; 
Künzel, 1995; Luikov, 1975; Rudtsch, 2000; 
Scheffler, 2008; Time, 1998).  
Coupled heat and mass transfer influences the ap-
parent thermal conductivity of materials, which is 
not a constant value measured at the reference 
conditions set by EN ISO 10456:2007 (CEN, 2007), 
and varies as a function of temperature and mois-
ture content. Studies have shown how the thermal 
conductivity of wood and wood-based products 
increases with temperature and values can be 35 % 
higher than the reference value if the temperature 
is higher (Suleiman et al., 1999; Vololonorina et al., 
2014). Similarly, thermal conductivity of a moist 
wood-based fibreboard can be from 12 % to 61 % 
higher than in dry conditions, depending on the 
temperature of the mean specimen (Troppová, 
2015). This phenomenon is observed by Vololonor-
ina et al. (2014) for other wood-based products. 
Furthermore, the specific heat of wood increases 
with both temperature and moisture content, as 
reported in the work of Radmanović et al. (2014). 
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This dynamic change in the properties of the 
material can cause inaccuracies in the output of 
many Building Simulation programs in which 
thermal conductivity is kept constant. For this 
reason, this work aims to evaluate to what extent 
the moisture-temperature dependent thermal 
conductivity influences heat transfer across real 
insulated timber walls with different thicknesses. 
The work includes an experimental and a numerical 
part, in Section 2.1 and 2.2, respectively. The former 
consists of measurements of thermal conductivity at 
different temperatures and moisture contents for 
XLAM specimens and wooden insulation panels, 
carried out in order to correlate thermal 
conductivity to thermo-hygrometric conditions. 
Consequently, a 1D heat and mass transfer model 
was developed for three insulated walls with 
different thicknesses and the mass transfer was 
calibrated against experimental data. In particular, 
the vapor resistance factor was tuned by comparing 
simulated results with data from the conditioning 
process, from 80 % RH/ 23 °C to 10 % RH/ 23 °C. 
Finally, annual simulations were performed using 
the thermal conductivity measured in nominal 
conditions (10 °C and 23 °C reference temperature) 
and using the thermal conductivity in the actual 
conditions (i.e. thermal conductivity obtained from 
the thermal conductivity function). The results of 
these simulations were compared in terms of hourly 
specific heat fluxes and for seasonal energy 
exchanges in 110 cities. 

2. Methodology

2.1 Experimental Activity 

The experimental activity was focused on finding a 
correlation between thermal conductivity and 
mean temperature and water vapour partial pres-
sure. Thermal conductivity measurements were 
conducted on 4 XLAM specimens (0.2 x 0.2 x 0.05 
m) and 2 wooden insulation panels made of wood
shavings, with dimensions of 0.3 x 0.3 x 0.05 m.
Thermal conductivity measurements were
repeated at different temperatures from 10 to 50 °C
with 5 °C steps and different moisture contents
(Table 1) obtained in a climatic chamber. The

thermal conductivity was measured in the Building 
Physics Laboratory at the Free University of Bozen-
Bolzano by means of a Netzsch HFM 436/3 
LambdaTM (in compliance with ISO 8301:1991, EN 
12664:2001 and EN 12667:2001). Samples had been 
previously pre-conditioned in an ATT Angelantoni 
DM340 climatic chamber, in accordance with EN 
ISO 12571:2013 (CEN, 2013). A drying process was 
carried out at 105 °C as suggested by EN ISO 
12570:2000 (CEN, 2000). Conditioning processes 
are intermediate processes where the moisture 
content of the material is either increased or 
reduced in the climatic chamber; in particular, the 
term “drying” refers to the process of removal of 
water at a higher temperature.  

2.2 Mathematical Model for Heat and 
Mass Transfer 

A numerical 1D model of heat and mass transfer 
was developed to evaluate the impact of both 
moisture and temperature on the heat flux across 
insulated walls consisting of an XLAM and an in-
sulation panel. The model was developed from 
scratch to allow for better control of its imple-
mentation. Thermal conduction (Fourier’s law) and 
surface convection (Newton’s law) were accounted 
for in the heat transfer, while Fickian vapor 
diffusion was assumed for the mass transfer 
process. The storage moisture capacity Cm adopted 
in the mass transfer model was calculated starting 
from the sorption isotherms determined 
experimentally for the insulation panel and from 
data found in the literature for the spruce 
(Fitzpatrick et al., 2013). The following heat 
(Equation 1) and mass (Equation 2) transfer 
equations were solved numerically by 
implementing a finite differences scheme. 

ρ c (∂T /∂t) - ∇ ⋅ (λ ∇T) = 0      (1) 
Cm ρ (∂pv/∂t) - ∇ ⋅ (δp ∇ pv) = 0   (2) 

The main parameters of the materials (thermal 
conductivity and density) were measured or 
calculated, while others, like specific heat capacity c 
(1380 J kg-1 K-1 and 1281 J kg-1 K-1 for spruce and 
insulation, respectively) were taken from the 
literature. The vapor permeability δp for the XLAM 
was obtained after the calibration of the mass 
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transfer model against experimental data (Section 
3.2), while for the insulation panel, water vapor 
permeability was taken from the literature (Labat et 
al., 2016). 

2.3 Simulation Procedure 

Three insulated walls with different thicknesses 
were modelled (20 cm XLAM and 5, 10, 15 cm 
external insulation, respectively) for a period of 
one year. Space and time discretisation were 0.01 m 
and 1 h in the period. Surface convective heat 
transfer coefficients for horizontal heat flux, i.e. 20 
W m-2 K-1 for the external side and 2.5 W m-2 K-1 for 
the internal side, were adopted. Effects of incident 
solar irradiance and precipitations were neglected. 
For the sake of simplicity, internal boundary 
conditions were assumed to be constant and equal 
to 20 °C, with 50 % relative humidity. On the 
external side, hourly data from the CTI database 
(https://try.cti2000.it/) for 110 Italian cities were 
considered. For all locations, simulations were run 
twice, and considered: 
- nominal thermal conductivity, measured at 

both 10 °C and 23 °C in the low moisture con-
tent state, as suggested by the EN ISO 
10456:2007 (CEN, 2007).  

- actual thermal conductivity, in which linear 
correlations (Equations 3 and 4) in temperature 
and water vapor partial pressure were obtained 
from the experimental activity. 

The analysed output variables were: 
- linear percentage trend deviation between the 

specific heat fluxes, calculated in nominal and 
actual conditions obtained as the slope of the 
scatter plot of the two quantities. 

- annual area-specific energy differences (ex-
pressed in watt-hour per square meter) for 
thermal losses, i.e. when the internal specific 
heat flux is directed towards the external, and 
positive thermal contributions, when it is di-
rected towards the inside. 

3. Results and Discussions 

3.1 Experimental Investigation 

Thermal conductivity for one representative spec-
imen for both materials was measured at three dif-
ferent moisture contents MC (Table 1). The behav-
iour of the other tested samples, both for XLAM 
and for the insulation, was analogous. The low MC 
state and the high MC states shown in Table 1 were 
obtained in the climatic chamber by conditioning 
samples at the reported values of temperature and 
relative humidity, while the “as-is” condition is 
that of the sample in equilibrium with the laborato-
ry humidity.  

Table 1 – Moisture content values for the three different 
conditions for XLAM and the wooden insulation specimen (INS) 

  XLAM INS 

State Condition MC (%) MC (%) 

Low MC 
 

23 °C/10 % RH 
 

3.5 3.6 
 

“As-is” 
20-26 °C/30-40 

% RH 

 
6.3 

 
8.0 

 
High MC 

 

 
23 °C/80 % RH 

 

 
13.2 

 
13.6 

 

As regards the XLAM, the measured dry weight 
was 651.0 g. The high MC state was obtained after 
43 days of conditioning in the climatic chamber, 
starting from the “as-is” state with a mass increase 
of 6 %., while the low MC state was obtained after 
9 days in climatic chamber at 23 °C/ 10 %, starting 
from the high MC state. The mass loss registered 
was of approximately 5 %. The drying process 
from the “as-is” state lasted 3 days and the 
registered mass loss was of 6 % with respect to the 
“as-is” condition.  
As regards the insulation panel, the measured dry 
weight was 490.9 g. The duration of the 
conditioning processes and the drying was shorter 
because of the lower inertia of the material due to 
its structure. Indeed, the high MC state was 
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obtained after 16 days in climatic chamber, while 
the low MC state was obtained after 12 days. The 
drying process lasted 3 days, as for the XLAM.  

 

Fig. 1 – λ vs. T for the XLAM specimen at three different moisture 
conditions. Vertical bars represent the measurement uncertainty 
(3 %) 

 

Fig. 2 – λ vs. T for the wooden insulation panel in three different 
moisture conditions. Vertical bars represent the measurement 
uncertainty (3 %). 

Thermal conductivity λ of XLAM increased with 
temperature T in all the three cases, as expected 
(Fig. 1). The maximum difference obtained in the 
“as-is” state was equal to 11.3 %, by varying the 
temperature from 10 to 50 °C. By passing from the 
“as-is” to the high MC state, the obtained increase 
of thermal conductivity was 13.2 % at 23 °C. Ther-
mal conductivity at the low MC state of 3.5 % had 
similar values to those in the “as-is” condition with 
6.3 % MC (differences < 3 %), meaning that thermal 
conductivity had a strong non-linear behaviour.  
As regards the wooden insulation, the trends were 
analogous (Fig. 2), but the percentage increases 
were higher. At a reference temperature of 23 °C, 
the percentage increase from the lowest MC to the 
highest was 22.6 %. By considering only tem-
perature variation, the maximum increase was 
41.7 % with the highest MC, while at the lowest 
MC the increase was 18.8 %. These larger 

differences were due to the lower value of thermal 
conductivity for the insulation than the wood. 
Nevertheless, the absolute increase was slightly 
higher for the insulation. Table 2 shows the 
calculated density and measured thermal 
conductivities used as input for the heat and mass 
transfer model. In particular, two values of 
nominal thermal conductivity were adopted: 10 °C 
and 23 °C, both in the low MC state. 

Table 2 – Some input from the heat and mass transfer model 
obtained from the experimental activity 

 XLAM INS 

Density ρ 363 106.7 

Condition   
Low MC/ 

10 °C 
Low MC/ 

23 °C 
Low MC/ 

10 °C 
Low MC/ 

23 °C 

λ 0.104 0.107 0.043 0.045 

Equations 3 and 4 represent the obtained linear 
correlations between thermal conductivity (W m-1 
K-1) and temperature (°C) and water vapor partial 
pressure (Pa) for XLAM and insulation, 
respectively. The “as-is” data were neglected in the 
determination of the correlations because this state 
was not obtained in a controlled environment. The 
two following functions were adopted for 
simulations with actual conditions. 

λ(T,pv)=0.099 + 2.125⋅ 10-4⋅ T + 7.380 ⋅10-6⋅ pv          (3) 
λ(T,pv)=0.034 + 3.694⋅ 10-4⋅ T + 6.760 ⋅10-6⋅ pv         (4) 

3.2 Mass Transfer Model Calibration 

By using the conditioning data, the mass transfer 
model was calibrated for the XLAM in order to 
obtain the vapor resistance factor used in the 
mathematical model. In particular, the vapor re-
sistance factor was tuned, by comparing simulated 
results with the process in the climatic chamber in 
which moisture content was reduced, i.e. from 
23 °C/80 % to 23 °C/10 %, and by verifying that: 

1. the simulated mass loss after 9 days is the same 
as the experimental mass loss (i.e., 34 g); 

2. simulated and calculated mean fluxes corre-
spond. 
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A value of 32 for the water vapor resistance factor 
µ was first obtained in the calibration stage by 
means of conditioning data from 23 °C/80 % to 
23 °C/10 % and then checked against the 
experimental process which started from the “as-
is” state to the high MC state (i.e., a mass increase of 
46.5 g in 43 days). For the insulating material, no 
calibration process was performed because, firstly, 
the weighing time step suggested by the Standard 
EN ISO 12571:2013 (CEN, 2013) was too long for this 
material and furthermore, a higher precision balance 
would have been necessary and because the range of 
the µ-value in the literature for this kind of materials 
is narrow. For this reason, a value of 2 was chosen 
(Labat et al., 2016; Xing et al., 2018). 

3.3 Average Percentage Impact 

The overall effect of the actual thermal conductivi-
ty is to increase the heat flux and on average the 
deviation ranges from 3.8 to 4.8 %, considering the 
three different wall thicknesses (Fig. 3). Mean de-
viations were higher in the South than in the North 
because of the smaller magnitude of the flux (i.e. 
the smaller temperature difference between inter-
nal and external on average) in all the three 
configurations. With the lowest insulation thick-
ness, the maximum mean deviation was 7.7 %, 
obtained in the southern climate of Reggio Ca-
labria. By increasing the insulation thickness, mean 
deviations increased up to values of approximately 
11 % in the South for Crotone. All the statistics 
related to the mean deviations are shown in 
Table 3.  

Fig. 3 – Percentage deviation (%) of the actual specific heat flux with respect to the nominal specific heat flux (at 10 °C) for each location in 
Italy and for the three configurations of the insulated wall 

Table 3 – Statistics related to the mean deviation (%), the increase of positive and negative thermal losses (Wh m-2) for the three wall 
configurations. Nominal thermal conductivity at 10 °C 

20 cm XLAM + 5 cm INS 20 cm XLAM + 10 cm INS 20 cm XLAM + 15 cm INS 
Mean 

deviation 
(%) 

Increase in 
thermal loss 

(Wh m-2) 

Increasein 
thermal gain 

(Wh m-2) 

Mean 
deviation 

(%) 

Increase in 
thermal loss 

(Wh m-2) 

Increase in 
thermal gain 

(Wh m-2) 

Mean 
deviation 

(%) 

Increase in 
thermal loss 

(Wh m-2) 

Increase in 
thermal gain 

(Wh m-2) 

Average 3.8 558 340 4.4 475 315 4.8 417 276 
Minimum 0.9 288 88 0.5 171 77 0.4 129 65 
1st quartile 2.6 501 247 2.8 414 229 3.0 359 201 
Median 3.7 551 325 4.1 478 300 4.5 421 262 
3rd quartile 4.9 614 413 5.7 539 381 6.3 481 330 
Maximum 7.7 872 707 9.5 764 661 10.6 665 593 
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Table 4 – Statistics related to the mean deviation (%), the increase of positive and negative thermal losses (Wh m-2) for the three wall 
configurations. Nominal thermal conductivity at 23 °C 

20 cm XLAM + 5 cm INS 20 cm XLAM + 10 cm INS 20 cm XLAM + 15 cm INS 
Mean 

deviation 
(%) 

Increase of 
thermal loss 

(Wh m-2) 

Increase of 
thermal gain 

(Wh m-2) 

Mean 
deviation 

(%) 

Increase of 
thermal loss 

(Wh m-2) 

Increase of 
thermal gain 

(Wh m-2) 

Mean 
deviation 

(%) 

Increase of 
thermal loss 

(Wh m-2) 

Increase of 
thermal gain 

(Wh m-2) 

Average 0.8 61 262 0.8 28 246 1.0 31 217 
Minimum -2.2 -424 65 -3.2 -474 57 -3.6 -427 49 
1st quartile -0.4 -51 187 -0.8 -85 175 -0.9 -67 152 
Median 0.7 81 248 0.5 46 231 0.7 46 203 
3rd quartile 1.9 187 315 2.2 159 295 2.5 149 257 
Maximum 4.8 326 557 6.1 289 529 7.0 269 483 

When considering a reference temperature of 23 °C 
for the nominal thermal conductivity, the values 
change considerably (Table 4) even if their 
distribution all over the peninsula is the same. In 
these conditions, locations where previously small 
positive mean deviations were registered are 
characterised by negative values, meaning that 
with the actual thermal conductivity the fluxes are 
smaller, so the wall performs better than in the 
nominal case. This unexpected behaviour was 
explained by the fact that in some locations the 
reference temperature of 23 °C was too high since 
the average external temperature was lower. This 
happens especially in colder locations (cities in the 
north and/or in mountainous areas). 

3.4 Absolute Impact 

By adopting a variable thermal conductivity, there 
is a general increase in thermal losses, on average 
from 417 to 558 Wh m-2 for all the three configura-
tions (Fig. 4). The maximum increase (872 Wh m-2 
higher than with the nominal conductivity) was 
registered for the less insulated wall in Oppido 
Lucano, a southern city at an altitude of approxi-
mately 700 m, with a low mean external tempera-
ture (i.e. 13 °C). By increasing the insulation layer, 
the heat fluxes towards the outside decrease, in 

addition to the thermal losses. This is why with 
higher insulation thickness, the increase in thermal 
loss is lower. Moreover, thermal gains (towards the 
inside) increase all over the peninsula by 
considering a variable thermal conductivity (Fig. 
5). On average, the increase is of approximately 
340, 315 and 276 Wh m-2 respectively for the three 
configurations with increasing insulation thick-
ness. The maximum increase is for the less insu-
lated wall, for the same reason, i.e. thermal losses. 
The maximum value is obtained for Taranto, a 
southern city, where the average external tempera-
ture and thus the inward heat flux are higher. With 
higher insulation thickness, the increase is clearly 
reduced since the magnitudes of thermal fluxes are 
lower. When the nominal thermal conductivity is 
evaluated at 23 °C, locations in which the thermal 
losses were already low, in this case, are character-
ised by negative values of variation in thermal 
losses as for the case of the mean deviations. This 
occurs because the reference wall temperature 
overestimates the actual conditions for those loca-
tions. For the thermal gains, no negative values are 
registered. This is because thermal gains usually 
occur when the external temperature is higher than 
20 °C, thus, usually higher than the reference wall 
temperature.  
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Fig. 4 – Increase in annual specific thermal losses (positive) calculated with variable thermal conductivity with respect to nominal thermal 
conductivity (at 10 °C) for the three configurations of the insulated wall (Wh m-2) 

 

Fig. 5 – Increase in annual specific thermal gains (negative) calculated with variable thermal conductivity with respect to nominal thermal 
conductivity (at 10 °C) for the three configurations of the insulated wall (Wh m-2) 

 
4. Conclusions  

A numerical and experimental study on insulated 
timber walls was conducted in order to assess the 
impact of external temperature and water vapor 
partial pressure on thermal conductivity of wood 
and wood-based materials and subsequently on the 
specific heat flux across them. The focus was on 
both wood and wooden insulation, because of the 
higher sensitivity of wood to moisture variations 
than other building materials.  
Thermal conductivity measurements were con-
ducted at different temperatures and moisture con-
tents for XLAM specimens and wooden insulation 
panels. From the experimental activity, thermal 
conductivity functions of the temperature and wa-
ter vapor partial pressure were found for both ma-
terials. This allowed the implementation of a 1D 

heat and mass transfer finite difference model. Un-
known parameters were obtained either after cali-
bration of the model against experimental data or 
from the literature. With this model, the thermal 
behaviour of three insulated wooden walls with a 
20 cm XLAM layer and 5, 10 and 15 cm of 
insulation in 110 Italian locations was studied. 
Results of the experimental activity and of annual 
simulations with both nominal (10 °C and 23 °C 
reference temperature) and actual thermal conduc-
tivity for each location show that: 
- Experimental thermal conductivity of XLAM 

and the wooden insulation panel increase both 
with temperature (+11 % for XLAM and +41 % 
for the insulation by varying the temperature 
from 10 to 50 °C) and moisture content (+13 % 
for XLAM and +22 % for the insulation by 
passing from “as-is” to the high MC state). The 
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higher percentage for the insulation is due to 
the smaller value of its thermal conductivity. 

- When the heat flux is simulated by considering 
only the nominal thermal conductivity (at 10 °C) 
of the insulated walls, there is an underes-
timation of the heat flux throughout the Italian 
peninsula for each wall configuration (i.e. -11 % 
for the less insulated wall). 

- The analysed locations show different trends, 
with northern climates characterized by a high-
er increase in thermal losses (up to 900 Wh m-2) 
and southern climates by a larger increase (of 
800 Wh m-2) for all wall configurations. 

- By increasing the external insulation thickness, 
differences among locations for both thermal 
losses and gains are less evident. This is be-
cause the specific heat flux decreases.  

- It is fundamental to choose the proper reference 
temperature at which the nominal thermal 
conductivity is measured according to the cli-
mate. For example, in cold climates a reference 
temperature of 23 °C would be too high. 

- Simulations with and without an insulation layer 
and the same boundary conditions show 
different results: without an insulation layer (i.e. 
with only 20 cm of XLAM), smaller percentage 
deviations and smaller increases in thermal 
losses and gains were obtained because the ther-
mal performance (in terms of insulation power) 
of the wall is strongly influenced by the external 
insulation layer.  

Further research in this area is planned and will 
include (i) the effects of temperature on mass 
diffusion; (ii) the effects of moisture content on 
specific heat; (iii) the phase change in the mass 
transfer model; and (iv) a better experimental 
characterisation in terms of both conditioning 
points in the climatic chamber and respective 
thermal conductivity measurements, in order to 
improve the fit for thermal conductivity data. 
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Nomenclature 

Symbols 

c  specific heat capacity (J kg-1 K-1) 
Cm linear storage moisture capacity (kg 

kg-1 Pa-1)  
∂ partial derivative 
INS insulation panel 
λ thermal conductivity (W m-1 K-1) 
µ vapor resistance factor (-) 
MC moisture content (% dry basis) 
∇ gradient  
pv water vapour partial pressure (Pa) 
ρ density (kg m-3) 
RH relative humidity (%) 
T temperature (°C) 
t time (s) 
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Abstract 
In the present study, a sensitivity analysis was carried out 
in order to evaluate the performance of the Solar Energy 

on Building Envelopes (SEBE) model to different meteor-
ological input data. The model was applied on a six-

months period from July to December 2018. Geostationary 
satellite data provided by Meteosat MSG was first vali-

dated against measurements from permanent weather sta-
tions located both in the urban area of Bolzano and in the 

surrounding countryside. Subsequently, several SEBE sim 
ulations were performed in order to compare the out-

comes obtained from satellite data against simulations fed 
by meteo-radiometric measurements. The validation of 

satellite data shows that global shortwave irradiance data 
provided by the Meteosat are representative of the solar 

radiation fluxes, even in a complex terrain. SEBE simula-
tions fed by different meteorological input performed well 

at different comparison locations although showing slight-

ly broad errors using satellite data as input. 

1. Introduction

The importance of a reliable assessment of solar 
radiation in urban environment modelling is grow-
ing together with the spatial resolutions of models. 
Monitored meteorological parameters are essential 
to provide accurate boundary conditions as input 
for the models. Indeed, a growing number of weath-
er stations are available in the complex urban envi-
ronment, but each one provides data representative 
of a specific site morphology, encouraging their use 
for a limited area. Providing proper boundary 
conditions for urban modelling remains a difficult 
task, as they are usually derived from observations 
limited at a single-point, which negatively affects 

model reliability, especially in complex terrains 
(Pappaccogli et al., 2018). 
In this work, a case study for the urban area of Bol-
zano, Italy, was proposed in order to study the ap-
plicability of satellite data as available meteorologi-
cal input for urban modelling in complex terrain. 
Furthermore, possible advantages led by satellite in-
put data over weather stations were discussed as 
well, such as: (a) a better representation of short-
wave flux in a 4-5-kilometer modelled grid; (b) the 
absence of potential biases due to the position of the 
weather station; (c) the availability of a regular pat-
tern of input data at a global scale, which allows 
modelling where ground recordings are scarce. 
As a first step, the images from Meteosat Second 
Generation (MSG) satellite were analysed to obtain 
hourly Surface Solar Irradiance (expressed as watts 
per square meter), which was first validated against 
global horizontal irradiance measurements from a 
network of ground weather stations located both in 
the urban and in the surrounding rural areas of 
Bolzano. Several simulations were then performed 
with the Solar Energy on the Building Envelopes 
(SEBE) model, in order to compare the outcomes 
obtained from satellite data against simulations fed 
by meteo-radiometric measurements. Finally, in 
order to test the performance of the SEBE model on 
different urban surfaces, such as roofs and walls, a 
validation was carried out on three different sites 
located in the urban area of Bolzano. 
This work is organized as follows. The second sec-
tion introduces the Meteosat satellite data and the 
spatial input used in the SEBE model, providing 
detailed information regarding the datasets and the 
methodologies used in this work, respectively. The 
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third section describes first the validation of the Me-
teosat satellite data by means of a comparison with 
data from a network of ground weather stations, 
and then the sensitivity analysis carried out to as-
sess the impact of different input data on SEBE 
model results. Finally, the fourth section contains 
the discussion and conclusions. 

2. Methods

2.1 Satellite Data 

The hourly solar surface irradiance (SSI) data 
(Fig. 1) were derived from images obtained by 
geostationary Meteosat Second Generation (MSG) 
class meteorological satellites, operated by 
EUMETSAT. The images were obtained using the 
Spinning Enhanced Visible and Infrared Imager 
(SEVIRI) on-board instrument. The Meteosat 
satellites were placed in two geostationary 
locations: Meteosat-8 over Indian Ocean and 
Meteosat-11 in latitude-longitude 0°. The satellite 
data was remapped onto a 0.05° regular grid and 
expressed in watt per square meter. In particular, at 
the Bolzano latitude (i.e., 46.50 °N), the horizontal 
spatial resolution of each pixel is about 25 km2. 

Fig. 1 – Example of Surface Solar Irradiance (SSI) from the 
Meteosat satellite data. The slot shown is 01 December 2018 at 
11:00 UTM 

In order to test the quality of the satellite data, 
Meteosat images were validated by a comparison 
with ground measurements, through an analysis of 

the hourly irradiance values. Specifically, the satel-
lite global horizontal irradiation GHI was compared 
against ground measurements at five convectional 
weather stations during a six-month period (i.e. 
July to December 2018), being representative of the 
annual declination variation. These meteorological 
stations provide measurements in both urban and 
rural areas, and belong to the network of conven-
tional weather stations operated by the Provincial 
Agency for Environmental Protection (APPA), the 
Autonomous Province of Bolzano, as well as the me-
teo-radiometric station installed on the rooftop of 
the E-building of the Free University of Bozen-
Bolzano. An overview of the weather stations 
selected for the aforementioned analysis is reported 
in Table 1. 

Table 1 - List of selected weather stations for radiation measure-
ments located close to the urban area of Bolzano used in the 
validation of the satellite-based radiation estimates. 

ID 
Station 

Position 
(°N, °E) 

Altitude 
(m) Location

AMBA 
BOL 
BRO 
SGEN 
UNI 

46.4993/11.3420 
46.4977/11.3128 
46.4065/11.3111 
46.5304/11.3319 
46.4981/11.3495 

286 
254 
226 
970 
292 

Rooftop/Urban 
Suburban 

Rural 
Rural 

Rooftop/Urban 

The validation results are reported in Section 3.1. 
Specifically, the hourly GHI estimates from MSG 
and the pyranometers at the five selected weather 
stations are compared, referring to all sky condi-
tions that occurred during the entire 6-month da-
taset (i.e. July to December 2018). In order to 
quantitatively validate satellite data, the root-mean-
square error (RMSE), mean error (BIAS) and the 
coefficient of determination (R2) were evaluated, 
quantifying the difference between ground meas-
ured and satellite GHI. However, only values for a 
solar elevation > 10° were used in the analysis, as 
recommended by Ineichen et al. (2009). 
Furthermore, a clearness-index was obtained using 
the solar radiation data provided by satellite images 
as they are not affected by the shadowing effect of 
surrounding orography in complex terrain meas-
urements. Specifically, the Surface Solar Irradiance 
(SSI) provided by MSG Meteosat satellite data 
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Fig. 2 - Digital surface model DSM with 1 m spatial horizontal resolution representing building heights at (a) university building (“Uni”); (b) Amba 
Alagi St. (“Amba”) and (c) hospital (“Osp”). Observation points (red dots) and meteo-radiometric station (“UNI”, blue square) are also shown 

was normalized by the corresponding extra-atmos-
pheric irradiance, as reported by Ineichen et al. 
(2009), as follows: 
 
𝐾𝐾𝑡𝑡 = (𝑆𝑆𝑆𝑆𝑆𝑆)/(𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇𝑇𝑇𝑇𝑇)          (1) 
 
where SSITOA is the extra-atmospheric irradiance. In 
order to use the clearness index as a reliable sky 
condition descriptor, Perez et al. (1990) introduced 
a method to make the index independent of solar 
radiation angle: 
 

𝐾𝐾′𝑡𝑡 =  𝐾𝐾𝑡𝑡
�1.031 𝑒𝑒𝑒𝑒𝑒𝑒� −1.4

(0.9+9.4/𝑀𝑀)�+0.1�         (2) 
 
where K’t is the modified global or solar surface 
irradiance clearness index, M is the optical air mass 
as defined by Kasten (1980) and h is the solar eleva-
tion angle above the horizon expressed in degrees: 
 
𝑀𝑀 =  [sinℎ + 0.15 (ℎ + 3.885)−1.253]−1     (3) 
 
Since the modified clearness index is relatively 
independent of the solar elevation angle, the three 
intervals were defined to characterize the three sky-
types:  
Clear sky conditions:   0.65 < K’t ≤ 1.00 
Intermediate sky conditions:  0.30 < K’t ≤ 0.65 
Overcast sky conditions:   0.00 < K’t ≤ 0.30 
 
The sky-types classification is applied at the corre-
lation analysis during the six-month analyzed 
period, which is reported in detail in Section 3.2. 
 

2.2 Spatial Input Data 

Three different locations were selected in order to 
validate the simulated SEBE output with radiometric 
ground observations. Specifically, Fig. 2a-c shows 
elements of the input surface information, such as the 
ground and building DSM, derived by the Geo-
Catalogo of the Autonomous Province of Bolzano 
(http://geocatalogo.retecivica.bz.it/geokatalog). Two 
sets of data were used to derive the DSM: the LiDAR 
dataset was used to derive ground heights, whereas 
a high-detail 3D vector layer was used to define roof 
structures. As can be noted, only the area sur-
rounding the comparison stations, which directly 
influences the measurements, has been modelled in 
order to reduce the computational effort of SEBE 
simulations. 
The dimensions of the model domains are about one 
or two hundred meters on each side, with a hori-
zontal spatial resolution of 1 m. The two weather 
stations referred to as Amba Alagi St., “Amba” and 
Hospital, “Osp”, are both located on the building 
rooftops (Fig. 2b,c), characterized by a height of 
17 m and 14 m, respectively, and record horizontal 
solar irradiation. By contrast, the University 
observation point (“Uni” in Fig. 2a) is located on the 
vertical façade of the E-building of the University 
Campus, at 25 m, and records vertical solar 
irradiation. Specifically, the validation instrument 
at the university site is a sunshine pyranometer 
SPN1, installed on a west-exposed vertical façade 
(Pappaccogli et al., 2019). “Uni” and “Amba” points 
are both located in the core of the city of Bolzano, in 
the dense neighbourhood of the city center, mainly 
characterized by midrise buildings (average heights 
of 13.6 m and 12.9 m, respectively), separated by 
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non-extensive and scattered green areas (urban 
fraction ∼70 %). The station named “Osp”, instead, 
is located in the western part of the city in suburban 
area, where apple orchards and vineyards are con-
tiguous to the urban area and fragmented only by 
sparse single-low buildings (Pappaccogli et al., 
2018). 

2.3 SEBE Simulations 

As many simulations are involved in this work, each 
one adopting different sources and solar radiation 
components as meteorological input, a general over-
view of the SEBE simulations carried out is now pre-
sented. Since the analysis of the model results fo-
cuses on the comparison between observed and sim-
ulated daily solar irradiation at both wall and roof 
surfaces, for the purpose of readability, the names 
of the SEBE simulation report both the location used 
for comparison (“Uni, “Amba” or “Osp”) and the 
source of meteorological input (Table 2). In particu-
lar, the source of meteorological input re indicated 
as “a” when the global horizontal irradiation GHI, 
the direct normal irradiation DNI, and the diffuse 
horizontal irradiation DHI measured by the meteo-
radiometric station on the university E-building 
rooftop (referred to as “UNI”) are used; “b” when 
only the UNI GHI is employed; and “c” when the 
GHI provided by Meteosat satellite is considered.  

Table 2 – Overview of the SEBE simulations with the respective 
analyzed building surface (left) and the meteorological input (top)  

Daily global 
irradiation 
[Wh m-2] 

                                Source 
UNI 

a                    b 

 
Meteosat 

c 

Variables GHI/DHI/DNI GHI GHI 

Wall 
 

Roof 

Uni-a 
 

Amba-a 
Osp-a 

Uni-b 
 

Amba-b 
Osp-b 

Uni-c 
 

Amba-c 
Osp-c 

 

As reported by Lindberg et al. (2015), GHI, DNI and 
DHI are preferable to run SEBE but they are rarely 
available since conventional weather stations usu-
ally provide only GHI measurements. In this case, 
SEBE computes the diffuse component through the 
statistical model by Reindl et al. (1990), which con-
siders air temperature and relative humidity to im-
prove the accuracy of the calculations. 

3. Results 

3.1 Satellite Validation 

Fig. 3 shows the scatter-plot for the hourly GHI es-
timates from MSG and the pyranometers at the five 
selected weather station reported in Table 1. The 
dots refer to all sky conditions which occurred 
during the entire 6-month dataset (i.e. July to 
December 2018). The two regression lines (red lines) 
represent the confidence intervals of 2*RMSE.  
As can be seen in Fig. 3, the satellite data compares 
well to ground observations throughout the analysed 
period (i.e. July to December 2018) and different 
weather conditions, which is confirmed by the cor-
relation coefficient (R2 = 0.93). No significant trend 
deviation can be observed, with a BIAS of about 9 W 
m-2, and small relative errors (RMSE= 66.4 W m-2). 
However, the satellite data tend to overestimate and 
underestimate solar irradiance peaks, respectively, 
during summertime and wintertime, especially un-
der clear-sky conditions. As expected, some errors 
occur during evening and morning transition peri-
ods, due to the coarse spatial resolution of the 
satellite data, which is stressed by the complex 
orography of the terrain. It is worth noting that the 
larger spread of the points placed below the value 
of around 400 W m-2 represents the GHI values both 
during the winter and overcast days, when the 
performance of satellite images is lower compared 
to clear-sky conditions. Moreover, it is worth 
highlighting that both errors and analysis results are 
similar to the findings of several studies in the 
literature (Federico et al., 2009; Kosmopoulos et al., 
2015; Gomez et al., 2016).
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Fig. 3 – Satellite estimate of ground based measurement compari-
son for global horizontal irradiance (GHI) for all analyzed months 
(i.e. from July to December). Simple linear regression (black line), 
and confidence intervals of 2*RMSE (red lines) 

3.2 SEBE Analysis 

The analysis presented in this section (Fig.s 4 and 5) 
aims to  evaluate the impact of the different 
meteorological input (i.e. three and one solar 
radiation components), provided by different 
sources (i.e., meteo-radiometric station and 
satellite), on the simulated daily surface irradiation 
on different building surfaces (i.e. roofs and walls). 
As in the satellite analysis, root-mean-square error 
(RMSE), mean error (BIAS) and the coefficient of 
determination (R2) were evaluated (Table 3). Several 
scatter plots report the comparison between 
observed and simulated daily solar irradiation 
(expressed in watthours per square meter), 
distinguished respectively by the clearness-index 
(Fig. 4a-i) and sky-types classification (Fig. 5a-i). 
Fig. 4a-c shows the comparison at the “Uni” site. 
The highest accuracy was found for simulations fed 
by “a” (UNI GHI/DNI/DHI) and “b” (UNI GHI) me-
teo-radiometric inputs, with a correlation coefficient 
R2 of 0.95 and 0.96, respectively, while slightly lower 
accuracy was encountered in the case of “c” (Mete-
osat GHI) input (R2= 0.88). For the Amba Alagi St. 
site (Fig. 4d-f), very good agreement was registered 
for all simulations (R2 = 0.97-0.99), although a slight 
spread was detected for Amba-c simulation. Finally, 
the hospital site (Fig. 4g-i) displayed similar results 
for all different simulations (R2 = 0.96). As can be 
noted, in the last site a slight overestimation 
occurred, especially during the summer period, as 

confirmed by a BIAS of 385-490 Wh m-2. These larger 
errors are probably due to the critical position of the 
weather station, installed close to small obstacles 
(such as the HVAC system cooling towers), which 
are not properly described by the 1 m DSMs. 
Furthermore, it is worth noting that the slight 
differences between Osp-c and other simulations 
(i.e., Osp-a and, Osp-b) are most likely related to the 
greater distance between the hospital site and the 
UNI meteo-radiometric station, which represents 
the source of meteorological input.  

Table 3 – Mean errors (BIAS), root-mean-square errors (RMSE) 
and coefficient of determination (R2) for daily solar irradiation 
compared with measurements at the three sites 

 BIAS (Wh m-2) RMSE R2 
Uni-a 
Uni-b 
Uni-c 
Amba-a 
Amba-b 
Amba-c 
Osp-a 
Osp-b 
Osp-c 

43.11 
17.18 
56.67 

121.44 
99.19 
28.38 
490.8 

479.46 
385.97 

248.44 
208.20 
388.54 
302.40 
260.77 
374.80 
728.43 
706.15 
608.02 

0.95 
0.96 
0.87 
0.99 
0.99 
0.97 
0.97 
0.97 
0.97 

 
In order to evaluate the performance of the model 
during different types of sky conditions, similar 
analyses were carried out for the selected weather 
stations (Fig. 5a-i). Overall, a strong correlation be-
tween observed and simulated daily irradiation was 
registered for the three different sky-type classes in 
all sites. However, clear-sky conditions were 
characterized by wider spreads in all sites, while 
lower values were observed under overcast 
conditions.
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Fig. 4 – Scatter plot of observed and simulated total daily irradiation (Wh m-2) correlated to clearness index during the analyzed period (i.e., July-
December 2018) at (a-c) University; (d-f) Amba Alagi St., (g-i) Hospital location 

4. Discussion and Conclusion 

The results described in previous sections show that 
Meteosat satellite data, which provide the hourly 
Surface Solar Irradiance, are representative of the 
shortwave flux at urban scale, providing a regular 
input for modelled area even in a complex terrain. 
Indeed, the data used as boundary conditions in the 
SEBE model are able to describe the shortwave flux 
in a 4-5-kilometer grid, without affecting negatively 
the model reliability. However, ground 
measurements are still necessary in order to validate 
the relative satellite data according to weather 
station position. 

In this respect, the global horizontal irradiance pro-
vided by Meteosat satellite images was compared 
with the ground measurements from a network of 
weather stations located close to the urban area of 
Bolzano. The satellite data were found in good agree-
ment with the ground observations (R2 > 0.93), 
throughout the analysed period (i.e. July to Decem-
ber 2018) and in different weather conditions. Never-
theless, satellite data tended to overestimate / under-
estimate solar irradiance peaks during summertime 
and wintertime, respectively, and especially under 
clear-sky conditions. Furthermore, some errors oc-
curred during evening and morning transition peri-
ods, due to the coarse spatial resolution of satellite 
data.
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Fig. 5 – Scatter plot of observed and simulated total daily irradiation (Wh m-2) correlated to sky-types climatic classification during the analyzed 
period (i.e. July-December 2018) at (a-c) University; (d-f) Amba Alagi St., (g-i) Hospital location 

As a whole, only a very slight overestimation oc-
curred in the analysed six-months period, showing a 
BIAS and RMSE of 9 and 66.3 Wh m-2 , respectively, . 
In terms of simulations, the sensitivity analysis 
highlighted that the different meteorological inputs 
have a small impact on the performance of the SEBE 
model. Indeed, good results were obtained for all 
studied sites, on both vertical and horizontal urban 
surfaces, with a correlation coefficient in the range 
of 0.88-0.99. In particular, the best approximation 
was obtained with the model fed by the global hor-
izontal irradiation only, using the statistical model 
by Reindl et al. (1990) to calculate the diffuse radia-
tion component. 
 

Referring to the future developments, the assess-
ment of the impact of input weather data will be fur-
ther investigated by the coupling of SEBE output 
with Building Energy Simulation models. 
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Abstract 
Complex Fenestration Systems (CFS) with different types 

of shading devices are widely used to enhance the build-
ing envelope’s energy efficiency and the occupants’ visual 

and thermal comfort. These technologies are character-
ized, among other features, by advanced shading systems, 

with for example complex geometries and highly reflec-
tive surfaces, which introduce a performance dependence 

on the angle of incidence of solar radiation. This peculiar-
ity has to be covered by adequate thermal and optical 

models. However, the current most widespread thermal 
models, based on the standard ISO 15099 and imple-

mented in the main building energy simulation tools, have 
shown some restrictions in their applicability for CFS. In 

addition to this, professionals of the façade construction 
industry are interested in assessing the components’ criti-

cal temperatures and the performance of the fenestration 
system under real dynamic operating conditions and in 

representative extreme conditions. In this framework, this 
study has investigated a new modelling approach for the 

thermal characterization of CFS under dynamic conditions 
by comparing simulation results with in-situ measure-

ments of a triple-glazed window with integrated commer-
cial blinds installed at the Free University of Bozen-Bol-

zano, Italy. The numerical assessment of the thermal be-
haviour of CFS was based on CFD simulations with the 

separately computed effect of solar radiation. The experi-
mental characterization was performed with several in-

struments, such as conventional heat flux plates and a tem-
perature-controlled in-situ measurement device to deter-

mine the undisturbed, transient heat flux through trans-
parent components. From the comparison, a good corre-

spondence between numerical and experimental results 
emerged and both approaches appraised the inertial effect 

of the fenestration system on the solar heat gain. Finally, it 

was observed that accurate optical modelling, together 

with CFD simulation, made it possible to compute the so-
lar absorption and its significant impact on the fluid flow 

in the cavity, the components’ temperatures and the solar 

gains. 

1. Introduction

Transparent components and shading devices, de-
signed in an optimal way, are crucial to increase the 
building envelope’s energy efficiency and the ex-
ploitation of natural lighting. In recent years, com-
plex shading systems, which aim to enhance occu-
pants’ visual and thermal comfort while reducing 
the building energy consumption, have been intro-
duced. The term ‘Complex Fenestration System’ (CFS) 
refers to all window technologies, including solar and 
light scattering or reflecting components. Their optical 
and thermal properties are described using a complex de-
pendence on the angle of incidence and wavelength of the 
solar radiation (Kuhn et al., 2011). Examples of these 
technologies are daylight redirecting systems, vene-
tian blinds with complex geometries and highly re-
flective surfaces and prismatic layers. Indeed, the 
dependence on the angle of incidence allows for an 
improved management of solar radiation (Konis 
and Selkowitz, 2017). However, due to their com-
plex nature, adequate models to evaluate Complex 
Fenestration systems’ thermal and optical behav-
iour are required. For the optical characterization of 
CFS, the available models, based on the Bidirec-
tional Scattering Distribution Function (BSDF), have 
already reached a high level of accuracy and are 
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widely used to perform daylight analysis. The pro-
cedure for calculating the thermal performance of 
glazing and shading systems is described in the in-
ternational standard ISO 15099 (ISO, 2003). The 
standard approach, implemented in the main simu-
lation tools, has restrictions in the applicability of 
complex system geometries or particular types of 
coatings, such as highly reflective ones (Demanega 
et al., 2018). Indeed, the ISO 15099 considers stand-
ard blind geometries, such as solar screens or vene-
tian blinds with flat geometries and refers to dif-
fusely reflecting surfaces. Addressing these stand-
ard technologies, the computation of the convective 
heat transfer through the window cavities is per-
formed with a pressure drop model and applied to 
a layer-by-layer approach. This assumes the shad-
ing device is a layer parallel to the glass pane and 
has certain opening characteristics. However, this 
assumption is not adequate in the case of venetian 
blinds or other particular types of shading devices 
with large openings (Hart et al., 2017). Furthermore, 
the standard algorithms do not account for the heat 
capacity and thus the thermal inertia of the fenestra-
tion system despite it being an important aspect 
when characterizing the window system under dy-
namic conditions. In addition, professionals in the 
construction industry claim it is necessary to assess 
the components’ critical temperatures and the heat 
flow through CFS under real operating conditions. 
This study therefore aims to investigate a new mod-
elling approach for the thermal characterization of 
CFS under dynamic conditions by comparing simu-
lation results with in-situ measurements of a com-
mercial system installed at the Free University of 
Bozen-Bolzano, Italy. 

2. Simulation and Experiment

2.1 CFS Typology 

The analyzed fenestration system was a commercial 
triple-glazed window composed of two sealed cavi-
ties and curved blinds with highly reflective sur-
faces integrated in the exterior cavity (Fig. 1). The 
thickness of the blinds was 0.2 mm, the width 15.9 
mm and the pitch 12 mm. The analysis was done 
with a fixed slat inclination of 75° corresponding to 

a closed position. The exterior and central glasses 
were float glasses, while the interior glass was lam-
inated. The geometric and thermal parameters of 
the window system are listed in Tables 1 and 2. On 
face 3 (the exterior side of the central glass pane) and 
face 5 (the exterior side of the interior glass pane) a 
low-emissivity coating was placed with an emissiv-
ity of 0.037. Both cavities were filled with a gas mix-
ture of 90 % argon and 10 % air. This fenestration 
system was mounted on the west façade of the Liv-
ing Labs inside the Free University of Bozen-Bol-
zano. 

Fig. 1 – Layout of the Complex Fenestration System 

Table 1 – CFS geometric parameters 

Symbol Parameter Value 

dglass1 Glass 1 width 8 mm 

dgap1 Cavity 1 width 29 mm 

dglass2 Glass 2 width 6 mm 

dgap2 Cavity 2 width 16 mm 

dglass3 Glass 3 width 8.76 mm 

w Blind width 16 mm 

t Blind thickness 0.2 mm 

p Pitch 12 mm 

α Blind tilting 75 ° 

H Cavity height 0.9 m 
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Table 2 – CFS thermal parameters 

Symbol Unit Cavity Blind Glass1/2 Glass3 

λ W/m/K f(T) 100 1.0 0.757 

cp J/kg/K f(T) 900 820 820 

ρ kg/m³ f(p,T) 2700 2500 2500 

εf - - 0.150 0.037 0.037 

εb - - 0.450 0.84 0.84 

2.2 Modelling Approach 

The thermal performance of the CFS is assessed by 
means of a new modelling approach, in which the 
fraction of absorbed solar radiation is calculated 
apart from the fluid flow and heat transfer and then 
included in a CFD simulation (Demanega et al., 
2018). In this procedure solar radiation is treated 
with a detailed optical model based on ray tracing 
using the software Radiance (Ward, 1994); the re-
sulting absorbed fraction of solar radiation is in-
cluded in a comprehensive thermal modelling that 
couples heat transfer and fluid flow in a CFD simu-
lation performed with the Finite Element (FE) soft-
ware COMSOL Multiphysics. The simulation is 
done using time-dependent measured boundary 
conditions in terms of temperatures and solar irra-
diance. The computed heat flux is then compared 
with the in-situ measurements. 

2.2.1 Solar radiation modeling 
The optical modeling is required to compute the 
fraction of solar radiation absorbed by each solid 
element of the fenestration system. The highly re-
flective surface of the blinds and the curved geome-
try require a detailed modeling approach in order to 
appraise the angular dependent behavior. Thus, the 
analysis was carried out with the ray tracing soft-
ware Radiance and a modified version of the Three-
Phase Method (McNeil, 2014) that describes the way 
light passes through a fenestration system. Indeed, 
for this application, the scope was not the computa-
tion of the transmitted light but the absorbed radia-
tion. The measured direct and diffuse horizontal 
irradiances were therefore used to generate the sky 
matrix to be coupled with the Bidirectional Scatter-
ing Distribution Function (BSDF) of the analyzed 

fenestration system via the daylight matrix, which 
takes into consideration the real building and sur-
rounding geometry in order to calculate the ab-
sorbed share of solar radiation for each time-step. 

2.2.2 CFD and thermal modelling 
The computation of the coupled heat transfer and 
fluid flow was done with a CFD simulation using 
the software COMSOL Multiphysics. Some assump-
tions for this application were made. In particular, 
the real geometry was reduced to a vertical section 
(2D domain). This simplification is justified by the 
studies performed by Pasut and De Carli (2012) with 
the conclusion that modeling the entire 3D geome-
try of the fenestration system, instead of a 2D one, 
does not provide a substantial improvement in the 
results, considering the required additional effort. 
The fluid was considered as incompressible and the 
buoyancy driven flow was solved with the Bous-
sinesq approximation (Versteeg and Malalasekera, 
2005). Due to the low Grashof number (Gr ≈ 10e4), 
which measures the ratio of the buoyancy to viscous 
forces (Equation 1), the fluid flow was considered 
laminar (Schlegel, 2015). 

𝐺𝐺𝑟𝑟 = 𝑔𝑔 𝛽𝛽 𝜌𝜌2𝛥𝛥𝛥𝛥 𝐿𝐿3

µ2
(1) 

The long-wave radiation exchange between the 
solid elements of the CFS was computed with the 
radiosity method, the so-called surface-to-surface 
method (van Eck et al., 2016), which depended on 
the temperature of the single parts, the view factors 
and the emissivity of the surfaces. For the CFD sim-
ulation an adequate mesh was created: a structured 
quad mesh was used for the solid domains, while a 
free triangular grid was applied to the fluid domain. 
Furthermore, the mesh was refined near the bound-
aries to guarantee a smooth transition from the non-
zero fluid velocity to the zero velocity on the sur-
face. To evaluate the mesh quality and guarantee 
that the solution is independent from the grid size, 
a mesh sensitivity analysis was carried out: consid-
ering the U-value (thermal transmittance) as control 
parameter, the mesh was refined until no further 
significant improvement in the U-value result was 
reached. The final mesh is shown in Fig.s 2 and 3. 
The total number of elements amounts to 56 281. 
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Fig. 2 – Final mesh of the Complex Fenestration System 

 

Fig. 3 – Final mesh around the blinds of the CFS 

For the CFD simulation the boundary conditions in 
terms of measured internal and external surface 
temperatures were assigned, in addition to the pre-
calculated solar absorption that was set up as heat 
source. The boundary conditions were measured 
during a sunny clear sky day in February 2018 from 
9 am to 6 pm and assigned to the CFD model with a 
time-step of 300 s. 
The conjugate heat transfer and fluid flow simula-
tion was run with a time-dependent study and us-
ing a fully coupled solver. The simulation of each 
time-step was considered converged if the relative 
residuals of the continuity, momentum and energy 
equations were less than 10e-3. 
From the CFD simulation a temperature, pressure 
and velocity distribution over the fenestration system 
and for all the time-steps resulted. This made it 
possible to compute the total heat fluxes on all the 
grid points of the room-side face of the CFS. An inte-
gration of the heat flux over the total height of the 
interior glazing, except for the top and bottom ex-
tremes which had an extension of 10 % of the total 
height, was done. This made it possible to reproduce 
a similar condition as the measurement in which the 
heat flux was measured mainly at the center of the 
glazing, thus it did not account for the border effects. 

2.3 In-Situ Measurements 

In-situ measurements of the CFS installed on the 
west façade of the Living Labs of the Free University 
of Bozen-Bolzano were performed during a period 
of two weeks in February 2018. After analysing the 
experimental data, a sunny clear sky day was se-
lected for the comparison with the CFD simulation. 
Different parameters were measured in order to 
characterize the thermal behaviour of the window 
system: internal and external air temperature near 
the façade, internal and external glazing surface 
temperature in different positions, total heat flux on 
the internal side, global and diffuse horizontal irra-
diance outside and total vertical irradiance on the 
façade.  
For all the temperature measurements T-type ther-
mocouples were used and their output voltage was 
read by a Datataker DT80 datalogger equipped with 
an internal reference. Those mounted on the exterior 
glazing surface were shielded from direct solar ra-
diation using a silver tape to prevent the thermocou-
ple from being heated up by direct irradiance. On 
the internal side, it was not necessary to shield the 
thermocouples since the closed position of the 
blinds prevented direct solar radiation hitting them. 
The total heat flux on the internal glazing surface 
was measured in two ways: conventional heat flux 
plates Hukseflux HFP01 and a temperature-con-
trolled measurement device to determine the undis-
turbed, transient heat flux through transparent com-
ponents (Hauer, 2017). This novel in-situ heat flux 
device (Fig. 4) measures the heat flow by means of a 
heat flux plate that is fixed slightly detached on the 
inner glazing surface via cupping vessels. In con-
trast to standard heat flux plates, this apparatus is 
continuously cooled through temperature-con-
trolled Peltier elements, which prevent overheating 
of the device resulting from solar absorption, and 
therefore misleading measurement results. 
 

 

Fig. 4 – Section view of the in-situ heat flux device (Hauer, 2017) 
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The global and diffuse horizontal irradiance was 
measured with two Kipp&Zonen CMP11 thermo-
pile pyranometers. With the use of the sole pyra-
nometer placed on a horizontal surface, the global 
horizontal irradiance was measured, while to record 
the amount of diffuse irradiance a pyranometer 
with a solar tracker was used. In addition to the 
horizonal pyranometers, a Delta-T Devices SPN1 
Sunshine Pyranometer was installed vertically on 
the external side of the west façade to evaluate the 
time-shift between the incident solar radiation and 
the measured heat flux on the internal side. 
Fig. 5 shows all the measurement instruments in-
stalled on the analyzed fenestration system and Ta-
ble 3 reports the instrument specifications. 

 

Fig. 5 – Measurement setup for the CFS 

Table 3 – Instrument specifications 

Parameter Instrument Accuracy 

Temperature T-type Thermocouple ± 0.3 °C (k = 2) 

Heat flux Hukseflux HFP01  
Heat flux plate 

± 3 % (k = 2) 

Heat flux In-situ heat flux device < ± 10 % 

Horizontal 
irradiance 

Kipp&Zonen  
CMP11 Pyranometer 

± 2 % 
Daily total 

Vertical 
irradiance 

Delta-T Devices  
SPN1 Sunshine 
Pyranometer 

±8% ±10 W/m² 
Individ. readings 

3. Results and Discussion 

The measurements on the fenestration systems pro-
vided several data and the inside and outside sur-
face and air temperatures for a sunny clear sky day 

were compared. Fig. 6 shows the trend of the ex-
ternal air temperature near the façade and the exter-
nal surface temperatures measured at two different 
heights. During the day, the surface temperature is 
affected by a significant variation, starting from 1.0 
°C in the morning and reaching 36.8 °C in the after-
noon. In contrast, on the internal side the variation 
over the day is not so large due to the thermal insu-
lation and inertia of the fenestration system and the 
controlled internal air temperature (Fig. 7). 
 

 

Fig. 6 – External air and surface temperatures for the CFS 

 

 

Fig. 7 – Internal air and surface temperatures for the CFS 
 
A comparison between the total heat flux on the 
room-side face measured with the two types of 
instruments and the simulated heat flux was per-
formed in order to characterize the thermal behav-
iour of the CFS under dynamic conditions and to 
validate the simulation against the measurement 
approaches (Fig.s 8 and 9). From this comparison, a 
good correspondence between simulated and meas-
ured heat flux emerged. In particular, during the 
period in which the system is heated up by direct 
solar radiation the correspondence was very good 
although the simulated values showed some steep 
fluctuations, which could be due to numerical er-
rors. However, in the morning, when the façade is 
not affected by direct solar radiation, the simulated 

113



Ingrid Demanega, Giuseppe De Michele, Martin Hauer, Stefano Avesani, Giovanni Pernigotto, Andrea Gasparella 

heat flux had the same trend as the measured heat 
flux but it was underestimated. It can be noted that 
this difference decreased over the course of the 
morning, hence it could be a result of the fact that 
the simulation was initialized with the boundary 
conditions measured at the first instance of the 
comparison (i.e. 9 am) and did not consider the pe-
riod before. 
The peak heat flux resulting from the simulation 
amounted to 13.7 W/m², while the heat flux plates 
measured a peak value of 12.9 W/m² and the in-situ 
heat flux device of 11.0 W/m². The largest diver-
gence between measurement results was recorded 
after sunset: in this time frame, an offset of up to 
4 W/m² between the values measured by the two 
devices occurred. This deviation could be caused by 
a combination of a number of effects, such as the dif-
ferent response time to temperature variations of 
the two instruments. Indeed, the in-situ heat flux 
device showed a very fast reaction due to the Peltier 
coolers. In this period, the calculated heat flux was 
closer to the one measured by the heat flux plates. 
Beyond this, it is interesting to note that both the nu-
merical model and in-situ measurements perceived 
the inertial effect of the glazing unit, which caused 
a time-shift of around one hour between the in-
stance of the peak irradiance and that of maximum 
solar gain. 
 

 

Fig. 8 – Comparison of simulated and measured heat flux through 
the CFS 
 
Fig. 10 shows the relative deviations between the 
numerical and experimental results: in the case of 
positive – entering – heat flux, the relative devia-
tions for the heat flux plates were mostly within 10 
%, while they were around 20 %, in some instances 
even higher, in the case of the in-situ heat flux de-
vice due to the deviation of the results after sun-set. 

In this period, the in-situ device underestimated the 
solar gains compared to the heat flux plates and the 
simulation results. Analysing the negative – exiting 
– heat flux, the relative deviation was mainly within 
20 % for low heat fluxes and around 20 % for higher 
values. 
 

Fig. 9 – Deviations between simulated and measured heat flux 
 
The discrepancy between simulated and measured 
data can be described through the RMSE (Root 
Mean Square Error) and MAE (Mean Absolute Er-
ror) defined as: 
  

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �∑ (𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚,𝑖𝑖−𝑞𝑞𝑚𝑚𝑖𝑖𝑚𝑚,𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
  (2) 

  

𝑅𝑅𝑀𝑀𝑅𝑅 =  ∑ �𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚,𝑖𝑖−𝑞𝑞𝑚𝑚𝑖𝑖𝑚𝑚,𝑖𝑖�𝑛𝑛
𝑖𝑖=1

𝑛𝑛
  (3) 

The resulting mean errors RMSE and MAE for the 
in-situ heat flux device and the heat flux plates are 
reported in Table 4. 

Table 4 – Comparison of simulation and measurement results  

 
RMSE 
[W/m²] 

MAE 
[W/m²] 

Simulation vs  
measurements (in-situ device) 

2.16 1.81 

Simulation vs  
measurements (heat flux plates) 

1.45 1.24 

 
From the RMSE and the MAE a good correspond-
ence between numerical and experimental results 
emerged. However, these indicators confirmed a 
better correspondence of the simulation results with 
the heat flux plate measurements than the in-situ 
heat flux device for this configuration of glazing 
system and blind inclination. It should be noted that 
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the closed position of the blinds prevented direct so-
lar radiation from reaching the measurement de-
vices and overheating them. When there were dif-
ferent – more open – blind positions, the heat flux 
plates can become overheated and disturbed by the 
absorption of direct solar radiation. This was 
avoided with the in-situ heat flux device, mounted 
slightly detached from the glazing and cooled by 
temperature-controlled Peltier elements. 
In addition to the heat flux, the comprehensive 
modelling of heat transfer and fluid flow coupled 
with the effect of solar radiation makes it possible to 
account for the components’ temperatures that can 
be reached inside the sealed cavity. The absorption 
of solar radiation on the blinds and the glass panes 
significantly increases their temperature. The closed 
cavity does not enhance the heat dissipation, 
thereby inducing the filling gas temperature to rise. 
For this glazing configuration, the blinds in the up-
per part of the cavity can reach temperatures of 
around 50 °C, even in winter conditions with a max-
imum external air temperature of 15 °C. 

  

     t = 9 am   t = 12 pm 

  

    t = 3 pm               t = 5 pm   

Fig. 10 – Temperature distribution within the CFS at different times 

4. Conclusion 

The results discussed show that the coupling of CFD 
simulations with the separately computed effect of 
solar radiation is a valid modelling approach for as-
sessing the thermal performance of Complex Fenes-

tration Systems under dynamic conditions. This 
modelling approach could be appropriate for a de-
tailed analysis of fenestration systems in order to 
assess specific properties, for instance secondary 
heat fluxes, maximum temperatures of certain com-
ponents of the glazing unit or fluid flow rates in the 
cavity. From the numerical modelling of CFS, it 
emerged that the solar absorption has a significant 
impact on the fluid flow in the cavity, the solar heat 
gains and the temperatures of the components. 
Thus, in addition to a CFD-based approach that con-
siders the effect of the fluid flow, an accurate optical 
modelling is essential to appreciate the glazing and 
shading complexity. Furthermore, the numerical 
and experimental characterization of the thermal 
behaviour of CFS under dynamic conditions pro-
vided evidence of the inertial effect of fenestration 
systems causing a time-shift of around one hour be-
tween the instance of the peak irradiance and that of 
maximum solar gain of the room. 
For this glazing configuration with blinds in a 
closed position, numerical results in terms of heat 
fluxes are confirmed by experimental measure-
ments, using both conventional heat flux plates and 
a temperature controlled in-situ heat flux measure-
ment device. 
Further analysis will be done in order to validate the 
modelling approach for different blind positions 
and apply it to naturally ventilated cavities. In this 
case, the fluid flow within the cavities is expected to 
have an even greater impact on the overall heat 
transfer and thus the performance of the fenestra-
tion system. 

Acknowledgement 

This study has been developed in the framework of 
the research activities of the project FACEcamp 
n. ITAT1039, funded by European Regional Devel-
opment Fund and Interreg ITA AUT programme 
and by the project Klimahouse and Energy Produc-
tion in the framework of the programmatic-financial 
agreement with the Autonomous Province of Bo-
zen-Bolzano of Research Capacity Building of the 
Free University of Bozen-Bolzano. 

115



Ingrid Demanega, Giuseppe De Michele, Martin Hauer, Stefano Avesani, Giovanni Pernigotto, Andrea Gasparella 

Nomenclature 

Symbols 

Gr Grashof number (-) 
g Gravitational acceleration (m/s²) 
β Volume expansivity (1/K), 

β=1/T for ideal gases 
ρ Density (kg/m³) 
ΔT Temperature difference (K) 
L Characteristic length (m) 
µ Dynamic viscosity (Ns/m²) 

qmeas,i 
Measured heat flux at timestep i 
(W/m²) 

qsim,i 
Simulated heat flux at timestep i 
(W/m²) 
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Abstract 
Cross Laminated Timber (CLT) technology has revo-
lutionized the use of timber in construction in just 20 

years. However, the development of mid- and high-rise 
CLT buildings has raised concerns about the sound insu-

lation provided by these structural elements and about 
the reliability of simulation tools and models which are 

currently used. The mechanical characteristics of mass 
timber elements do not allow simplifications such as 

infinite out-of-plane stiffness, diffuseness of the vibra-
tional field and perfectly elastic behavior upon impact, to 

mention a few, which are commonly assumed for tradi-
tional structures. The availability of model-

ling/simulation tools (and the relative input data) that 
provide accurate predictions of airborne and structure-

borne sound insulation is therefore a current and relevant 
topic. This work presents an investigation into the input 

parameters to use for modelling CLT elements using the 
Finite Transfer Matrix Method (FTMM). The results of la-

boratory measurements on two CLT floors are compared 
to results obtained using two FTMM-based software 

packages in a three-step procedure. First, measurements 
were performed on two timber floor solutions. Following 

this, two operators working with different FTMM-based 
software packages performed blind simulations, based 

upon the information shared on the materials’ character-
istics. Finally, the input data were modified in order to 

return the best fit to the experimental data. The aim of 
the work is twofold: (1) to verify the degree of accuracy 

of the software and (2) following a reverse-engineering 
process, to retrieve the properties of the materials that 

need to be modelled through equivalent physical dimen-
sions. The results for the bare CLT floor show that using 

dynamic E value for the plate modelling returns slightly 

more accurate results. Conversely, the question of model-
ling of a complete floor, including a floating floor, de-

serves greater attention, as modelling the resilient under-
lay using static values of dynamic stiffness can alter the 

results to a great extent. 

1. Introduction

Cross Laminated Timber is an engineered wood 
product made of layers of wood planks, which are 
glued crosswise to form a monolithic element. Its 
development in recent years has provided the op-
portunity for timber construction to enter the sec-
tor of mid- and high-rise buildings (Albee et al., 
2018; Muszynksi et al., 2017). The renewed atten-
tion to the characterization of the sound insulation 
of timber elements stems from this diffusion of 
multi-unit residential buildings and the consequent 
need for the fulfilment of the acoustic requirements 
according to national regulations. 
Wood exhibits a strongly anisotropic behaviour but 
CLT elements are usually modelled as orthotropic 
plates due to the above-mentioned fabrication pro-
cess. CLT is furthermore characterized by low 
structural damping and large out-of-plane bending 
stiffness in relation to the low density. Several hy-
potheses that underlie acoustic modelling of tradi-
tional building elements, such as concrete slabs or 
brick walls, are not verified for CLT elements. For 
example, the infinite out-of-plane stiffness hypoth-
esis does not hold, and therefore the modelling of 
additional linings and floating floors requires cus-
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tom adaptation terms and reference curves (Di 
Bella et al., 2016; Schoenwald et al., 2013). Moreo-
ver, when evaluating the response to impact excita-
tion, one must consider that no elastic rebound can 
be assumed on timber elements.  
These considerations emphasize the need to control 
the input data of any simulation tool for modelling 
CLT elements. In this scenario, the aim of this pa-
per is to identify the optimal input parameters for 
acoustic modelling of CLT elements through the 
comparison of experimental measurements to the 
results of the modelling performed with two TMM-
based software packages. 

2. Methodology

The study is based on a three-step procedure. First, 
measurements of the sound insulation of two dif-
ferent CLT-based floor configurations were carried 
out under controlled laboratory conditions. Second, 
information concerning the materials used for the 
tests was provided to two operators, using two dif-
ferent software packages implementing FTMM. This 
method was preferred to other tools such as Finite 
Element Method or analytical methods for ease of 
implementation and for reduced computational 
time.  
The operators performed ‘blind’ simulations, i.e. 
without having access to the results of the meas-
urements. The results of the simulations were col-
lected and compared to the measured data. Third, 
a strategy for the optimization of the modelling 
was addressed. The optimized input values were 
used to run additional simulations and compared 
to (i) the input data chosen and (ii) the different 
results provided by the two software packages. 

2.1 Measurements 

The airborne and impact sound insulation meas-
urements were conducted at the Laboratory of Ap-
plied Acoustics at the University of Bologna. CLT 
floors were mounted and tested in the acoustic 
chambers with suppressed flanking transmission, 
according to the ISO 10140 standard. For the pur-
pose of this study, the sound insulation relative to 
two different construction stages are analysed:  

A. bare CLT floor;
B. complete structure including: CLT, polyeth-

ylene sheet, wet subfloor, resilient interlayer,
sand and cement screed.

The availability of measured data at additional 
intermediate stages provided the opportunity to 
evaluate the contribution of each layer separately.  
The description of the materials is reported in Ta-
ble 1; for each layer, t is the thickness, ρ is the mass 
density and s’ the dynamic stiffness.  

Table 1 – Characteristics of materials shared with the two 
operators 

Material Floor A Floor B 

CLT 
t = 0.16 m 
ρ = 420 kg/m3 

t = 0.16 m 
ρ = 420 kg/m3 

PE sheet No Yes 

Subfloor - 
t = 0.12 m 
ρ = 500 kg/m3 * 

Resilient underlay - 
t = 0.01 m 
s’ = 12.5 MN/m3 * 
ρ = 80 kg/m3 

Floating floor - 
t = 0.05 m 
ρ = 1950 kg/m3 * 

* The dynamic stiffness of the resilient underlay and the 
density of all cast-in screeds were measured at the 
Laboratory of Applied Acoustics and Structural Engi-
neering at the University of Bologna. 

Additional information was provided on the me-
chanical characteristics of CLT, such as out-of-
plane E and G moduli as declared in the datasheet. 
The structural loss factor η was estimated from 
measurements of the structural reverberation time. 
The information provided was deemed representa-
tive of the average data available to practitioners.  

2.2 Blind Simulations 

The two operators were asked to perform blind 
simulations of the two floors, based upon the in-
formation provided and making assumptions on 
the missing information. At this stage, relevant dif-
ferences had already been found in the approaches 
of the two operators. Table 2 reports a comparison 
of the choices performed. 
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Table 2 – Modelling assumptions chosen by the two operators for 
the blind simulation phase 

Element OP 1 OP 2 

CLT 

Viscoelastic, 
isotropic 
FTMM 
Static value of E 
ν = 0.3 
η as given 

General laminate, 
5 layers 
FTMM 
Static value of E 
ν = 0.01 
η = 0.01 (3) 

Resilient  
interlayer 

E = 0.125 MPa 
ν = 0.41 (1) 

η = 0.2 (2) 

E = 2300 MPa (4) 
ν = 0.08 (5) 

η = 0.49 (6) 

1 G. Neville Greaves, Poisson's ratio over two centuries: 
challenging hypotheses, Notes Rec R Soc Lond. 2013 Mar 
20; 67(1): 37–58  

2 A. Schiavi, Improvement of impact sound insulation: A 
constitutive model for floating floors, Applied Acoustics 
Volume 129, 1 January 2018, Pages 64-71 

3,4,5,6 Hard rubber, from the Isotropic Elastic Material 
Library, Nova software, 
https://www.mecanum.com/nova?lang=en 

 
The main differences are found for the modelling 
of the CLT element and the resilient underlay.  
OP1 modelled CLT as a viscoelastic, isotropic ma-
terial; this choice was influenced by previous expe-
rience in CLT modelling. Conversely, OP2 mod-
elled CLT as a general laminate composed of 5 lay-
ers, having the thickness described in the technical 
datasheet. Both operators used finite size window-
ing and attributed to the CLT the static value of E 
that was provided in the datasheet. The assump-
tion on the value of Poisson’s ratio ν was different: 
OP1 picked the classical value of wood, while OP2 
opted for an extremely low value to match the rela-
tion between the given E and G moduli, at the ex-
pense of a loss in physical meaning. For the struc-
tural loss factor η, OP1 picked the actual measured 
value (slightly dependent on frequency, but realis-
tically approximated to a value of around 0.02), 
while OP2 picked the proposed fixed value of 0.01 
(a hard rubber material was arbitrarily chosen from 
the existing materials library). 

The resilient underlay was also characterized dif-
ferently. OP1 assumed a Young’s modulus of 0.125 
MPa, calculated from the value of dynamic stiff-
ness provided, and assumed damping and Pois-
son’s ratio typical of similar materials present in 
the software library. OP2 also picked a resilient 
material from an existing library, but the elastic 
modulus was estimated as 2.3 GPa – indicating that 
the material is not used for building acoustics ap-
plications. It should be noted that the two opera-
tors had different backgrounds in acoustics: OP1 
mainly works on building acoustics, while OP2 
works on aerospace applications.  
The results of the simulations performed with 
these input parameters are presented in Fig. 1. 
 

  

 

Fig. 1 – Sound reduction index R: measurements vs simulations. 
Top: configuration A, bare floor. Bottom: configuration B, com-
plete floor. Measurements are represented using markers; the 
dashed line corresponds to OP1 while the dash-dot line corre-
sponds to OP2 

The results of the blind simulations are reported in 
Fig. 1. For the bare floor (configuration A), the 
frequency-averaged absolute difference between 
measurements and simulations is 6.6 dB for OP1 
and 4.7 dB for OP2, suggesting that, besides soft-
ware differences, the modelling of CLT as a lami-
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nate provides a better estimate of the transmission 
coefficient. In case of the complete floor, the abso-
lute difference between measurement and simula-
tion results reach much larger values: 26.0 dB for 
OP1 and 12.6 dB for OP2.  
The differences between simulations performed by 
the two operators are mostly related to the differ-
ent input parameters chosen for the resilient un-
derlay. The simulation performed by OP1, which 
uses values that closely match the actual character-
istics of the resilient underlay, leads to a large dis-
crepancy in results of the measurements.  

2.3 Optimization Approach 

The optimization process followed two approach-
es: on the one hand, objective optimization based 
upon mechanical characteristics of the materials 
and on the other hand, a ‘differential’ approach 
that seeks optimization across the available data.  

2.3.1 Dynamic Young’s modulus for CLT 
If one considers CLT as a viscoelastic material, then 
its mechanical characteristics will be affected by 
the driving frequency; the higher the frequency of 
excitation, the more stiff the material will behave. 
The apparent frequency-dependent Young’s modu-
lus E can be calculated from Kirchhoff’s theory of 
wave propagation in thin plates, starting from the 
dispersion relations (Santoni et al., 2017):  
 

  (1) 

Where ρ is mass density, cb is the bending waves 
velocity, ν is Poisson’s ratio, h is the thickness of 
the considered slab and ω is the angular frequency.  
The bending waves velocity of the CLT plate under 
test had been previously measured on the two 
main symmetry directions and averaged to com-
pensate for the orthotropy of the plate. In this ap-
plication, these previous results were used to cal-
culate the dynamic E modulus.  
The thin plate hypothesis underlying Kirchhoff’s 
theory implies a relevant simplification in the es-
timate of E. This happens because, starting from a 
cut-off frequency, the dispersion curves are affect-
ed by the predominance of shear waves, and this 
effect is not considered for thin plates. Therefore, 

the E modulus is forced to compensate for this ill-
posed model of wave propagation, assuming val-
ues that, at high frequencies, might not be physi-
cally meaningful (Rindel, 1994). 

2.3.2 Dynamic Young’s modulus for the 
resilient underlay 

The resilient underlay can be modelled using fre-
quency-dependent values. The measurement pro-
cedure for dynamic stiffness, reported in the 
standard EN 29052-1, determines the measurand at 
the resonance frequency of a system consisting of a 
200 kg/m2 plate resting on a resilient layer, which 
lies on an inertial base. When the measurements 
are conducted using an electrodynamic shaker, the 
force injected by the shaker is measured with an 
impedance head and tests are repeated for differ-
ent input amplitudes, the final values being read as 
an extrapolation of the measured data at null fre-
quency. Approximately speaking, the dynamic 
stiffness expressed as a single number only de-
scribes the behavior of the material at the resonant 
frequency of the above-described system. For the 
results presented in this paper, it will be noted that 
simulations carried out using a single number 
match reasonably well to the results of the meas-
urements at very low frequencies, i.e. where the 
behavior of the resilient material is well described 
by the testing methodology described above. 
The dynamic values used thereinafter were re-
trieved using a simplified scheme, in which the 
difference between the measurement on the bare 
floor and on the complete floor is attributed to the 
frequency-dependent mechanical properties of the 
resilient interlayer (Caniato et al., 2019). The input 
data for all other materials are assumed according 
to the values provided.  
The standard EN ISO 12354-2:2017 provides a sim-
plified equation to estimate the reduction of the 
impact sound pressure level ΔL of floating floors 
made of sand/cement, compared with a bare struc-
ture:   
 

   (2) 

where f (Hz) are the one-third octave band centre 
frequencies and f0 (Hz) is the resonance frequency 
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of the spring-mass system describing the floating 
floor:  

   (3) 

Where s‘ represents the dynamic stiffness of the 
resilient interlayer, expressed in MN/m3, and m’ 
the mass per unit area of the floating floor, in 
kg/m2.  
Since the sound insulation improvement ΔL was 
measured (as the difference between configuration 
A and B, see Section 2.2), it is possible to deduce 
the frequency-dependent value of s’ from Equa-
tions 2 and 3. It is important to notice that the ob-
tained value is not merely representative of the 
behavior of the resilient underlay, but also ac-
counts for the global response of the floating floor.    

3. Results and Discussion 

The dynamic values of the elastic modulus of CLT 
and of the resilient interlayer were used as new 
inputs for the FTMM software and the updated 
outputs were compared to measurement results. 
Since the measured loss factor was almost constant 
in frequency, a constant value of 0.02 was consid-
ered and a Poisson’s ratio of 0.3 was assumed.  
The results of the previous and optimized simula-
tion for the bare floor are presented in Fig. 2, 
together with the experimental results.   

 

Fig. 2 – Measurements vs optimized simulations of the bare CLT 
floor (OP1). Measurements are represented with a continuous 
black line with markers, simulations with static values are repre-
sented in grey while dynamic values are presented in yellow 

The results show a substantial improvement in the 
fit of the measured data in the frequency range 
above the critical frequency. For OP1, the frequen-

cy-averaged absolute error decreases from 6.6 to 
5.2 dB. The difference is not relevant per se, but it is 
clear from Fig. 2 that the metric chosen is strongly 
affected by the behaviour of sound insulation at 
specific frequencies. 
For the complete floor, the combinations proposed 
are the following:  
- static ECLT and static ERES 
- static ECLT and dynamic ERES 
- dynamic ECLT and static ERES 
- dynamic ECLT and dynamic ERES 

 
The results presented by OP1 are presented in 
Fig. 3.  

 

Fig. 3 – Measurement vs optimized simulations of the complete 
floor (OP1). Measurements are represented with a continuous 
black line with markers, while combinations of static/dynamic 
values of E for the CLT and the resilient interlayer are represent-
ed as colored dashed lines 

The results that emerge from this analysis show 
that the most accurate analysis is achieved through 
modelling the CLT floor using a single static value 
of Young’s modulus for the CLT part and dynamic 
values of E for the resilient interlayer. This empha-
sizes the need for further research on the character-
ization of these materials. 
It should be noted that the dynamic E modulus of 
CLT was derived from measurements of the bend-
ing wave velocity performed on that same plate, 
which can be generally considered valid for all 
CLT panels characterized by that thickness and 
layer composition. Conversely, the determination 
of the apparent dynamic stiffness of the resilient 
underlay is based upon the measurements of im-
pact sound insulation, subsequently used to esti-
mate airborne sound insulation for one specific 
case. Therefore, it will be possible to draw conclu-
sions using this approach only after analysing sev-
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eral experimental tests performed on the resilient 
underlay with different floor configurations, and 
through the simulation of both impact and air-
borne sound insulation.   

4. Conclusion 

This paper has explored the influence of input pa-
rameters for the modelling of Cross Laminated 
Timber floors using the Finite Transfer Matrix 
Method. The investigation was conducted by ask-
ing two independent operators to perform simula-
tions on a CLT floor that had previously been char-
acterized in laboratory conditions. A first series of 
blind simulations (without having access to the 
experimental measures) was performed based on 
the assumed characteristics of the materials and a 
small number of assumptions made by each opera-
tor. These preliminary results provided a satisfac-
tory agreement between measurement and simula-
tion results for the bare CLT floor, while the com-
plete floor simulations returned largely biased re-
sults. The optimization of the simulations was car-
ried out through the introduction of dynamic val-
ues of the E modulus and of the dynamic stiffness 
of the material, leading to a significant reduction in 
absolute error between simulation and measure-
ments.  
Future work will address the joint effect of the 
floor modelling on airborne and impact sound in-
sulation in order to provide a reliable characteriza-
tion of the frequency-dependent mechanical prop-
erties of the resilient underlay. 
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Abstract 
Chimneys convey exhaust gas produced in heat generators 

to the external ambient. To do this, they cross building 
elements such as floors and roofs, which can be made of 

flammable materials such as wood, wood fiber, cellulose, 
etc. This represents a dangerous condition that can lead to 

the overheating of the structure and, consequently, to pos-
sible fires. In recent years, numerous roof fires have oc-

curred in Europe due to the presence of a chimney, and 
some of these have also involved certified chimneys. The 

aim of the certification procedure is the determination of 
the distance between chimney and flammable structures to 

avoid fires. This paper describes an investigation per-
formed to understand the causes of the high number of 

fires and to propose solutions to the roof fires problem. 
The study was carried out numerically and experimentally, 

and consisted of three steps. Firstly, the chimney certifica-
tion procedure was investigated to highlight possible 

weaknesses. Then, by means of a 2D and a 3D numerical 
models, the variables affecting heat transfer at chimney–

roof penetration were identified. Finally, solutions and 
prescriptions to prevent roof fires are proposed. The solu-

tions consist of a set of tables for checking chimney instal-
lations, and a universal device to be installed between 

chimney and roof to prevent the overheating of the latter, 
also in very critical conditions represented by soot fires, 

and installations in very thick and insulating roofs. 

1. Introduction

In recent years, numerous roof fires have occurred 
in Europe due to the presence of a chimney, and 
some of these have also involved certified chim-
neys (Buffo and Dadone, 2007; Dadone, 2009; In-
ternational Partnership for the Investigation of 
Fires Explosion, 2015; Ministry of the Environment 

of Finland, 2011). Chimney certification is regulat-
ed by the EN 1859 standard (CEN, 2009), which 
prescribes two tests to determine the safety dis-
tance between chimney and flammable structures: 
the Heat Stress Test (HST) reproduces the normal 
use condition of chimneys, while the Thermal 
Shock Test (TST) reproduces the soot fire condi-
tion. In both tests, the chimney must be installed in 
a test structure made of two walls at a right angle, 
with two roofs positioned at different heights. The 
roofs are made of an insulating layer between two 
wooden layers. The thickness (S) and the thermal 
resistance (R) are 132 mm and 3.04 m2K/W for the 
upper roof, and 232 mm and 5.90 m2K/W for the 
lower roof. Despite the tests are aimed to test the 
worst conditions, the increasing attention to energy 
efficiency requires thicker and more insulating 
roofs (Manfren et al., 2019). The tests consist of 
feeding the chimney with gas at a predetermined 
temperature (Tch) and then measuring the tempera-
ture at chimney-roof penetration. The maximum 
temperatures (Tmax) measured on the test structure 
must be compared with two limit temperatures (85 
°C for HST, and 100 °C for TST). If the limit tem-
peratures are not exceeded, the chimney is certified 
and a label is applied to it. An example of such a 
label is EN1856-1-T600-N1-D-V2-L50050-G20. From 
the thermal point of view, the main information 
reported in the label is T600, which is the class tem-
perature of the chimney (the maximum temperature 
of the exhaust gas), and G20, which represents the 
minimum distance (in millimetres) allowable be-
tween the chimney and flammable materials. Even 
though in real installations the clearance between 
chimney and roof must be sealed to avoid the enter-
ing of atmospheric agents, no information is report-
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ed on the label on how the chimney should be 
sealed. This paper describes the steps that have led 
to an understanding of the heat transfer at chimney–
roof penetration and to solutions for preventing roof 
fires. The data reported here were presented in sev-
eral papers (Leppänen et al., 2015; Leppänen et al., 
2017a; Neri et al., 2015a and 2015b; Neri et al., 2016; 
Neri and Pilotelli, 2018 and 2019), and the aim of 
this article is to describe the entire research body. 
In addition to the above-mentioned research, a 
number of additional studies have been carried out. 
Kererekes (2018) outlined a test of a newly devel-
oped composite material for chimneys, while 
 Leppänen and Malaska (2019) investigated the 
smouldering combustion of mineral wool. The effect 
of the design flue gas temperature has been investi-
gated (Leppänen et al., 2015; Leppänen et al., 2017b), 
and the thermal performance of an innovative three-
layer chimney was investigated by Drozdzol (2020). 
Studies in the literature have also investigated as-
pects related to heat generators and emissions. For 
example, Polonini et al. (2018, 2019a, 2019b and 
2019c) showed that the exhaust gas temperature for 
a pellet stove between 7 kW and 11 kW is normally 
around 190 °C and 230 °C. In non-optimal burning 
conditions, the formation of soot can be up to 5 
times more than in optimal burning conditions. 

2. Method and Results

The investigation that led to the comprehension of 
heat transfer at chimney roof–penetration consisted 
of several steps.  Firstly, the chimney certification 
procedure was analysed to highlight possible weak-
nesses. Since heat transfer at chimney–roof penetra-
tion depends on many variables, a numerical ap-
proach was necessary. For this, 2D and 3D numeri-
cal models were defined to estimate the steady tem-
perature of a roof near a chimney. The numerical 
approach made it possible to analyse a wider range 
of configurations. Subsequently, the numerical re-
sults were analysed statistically to assess the influ-
ence of each variable on the maximum roof tempera-
ture. Regression models to estimate the maximum 
roof temperature were identified by means of the 
DoE (Design of the Experiments) technique. Since 
the regression models use several coefficients and 
variables, they were translated into tables, with 

which it is possible to check whether an installation 
is safe. Finally, a device for reducing the tempera-
ture at the chimney-roof penetration was defined. 

2.1 Analysis of the EN 1859 Standard 

Firstly, the chimneys certification procedure de-
scribed in the EN 1859 (CEN, 2009) standard  was 
analysed to understand whether it represents the 
most critical chimney operating conditions. The 
main aspects analysed were the position of the 
chimney in the roof, the exhaust gas temperature 
measurement point, the clearance sealing mode, 
the characteristics of the roof, and the initial test 
conditions. Even though in real installations chim-
neys are installed completely surrounded by a roof, 
in the TST and the HST tests, the chimney to be 
certified is installed in a test structure made of two 
walls at a right angle, with two roofs positioned at 
different heights. Since the limited horizontal 
thickness of the walls represents a thermal bridge, 
the roof temperature measured in the certification 
procedure may be lower than that measured in real 
installations. According to the standard 
(EN1859:2009), the exhaust gas temperature (Tch) 
must be measured in the vicinity of the heat gener-
ator. Fig. 1 shows the exhaust gas temperature 
measured near the exhaust gas generator as pre-
scribed by the standard (EN1859:2009), and at the 
chimney–roof penetration. It can be seen that in the 
vicinity of the chimney–roof penetration, the ex-
haust gas temperature (Tch) can be much lower 
because of heat loses along the chimney flue. The 
difference in temperature can be up to 150 °C.  

Fig. 1 – Comparison between exhaust gas temperature measured 
in the vicinity of the heat generator, and that measured in the 
vicinity of the chimney–roof penetration in the HST
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Fig. 2 – Maximum roof temperature obtained by varying the 
clearance sealing mode. The red line represents the limit tempe-
rature prescribed by the EN 1859 (EN1859:2009) standard for the 
HST. Results were obtained experimentally 

 
In the TST and the HST, depending on the pre-
scriptions provided by the chimney producer, the 
chimney can be installed in contact with or spaced 
from flammable materials. Consequently, the 
clearance between chimney and roof can be sealed 
or left open. If the clearance is left open, air can 
circulate and cool the roof; otherwise, the cooling 
process is limited. Despite these two possible con-
ditions, no information is specified on the chimney 
label about the clearance sealing mode in the certi-
fication tests. To investigate the importance of this 
information, in an experimental campaign the 
clearance was sealed in different ways in order to 
reproduce possible real conditions. More precisely, 
the clearance was either left open, sealed with met-
al sheets, sealed with insulating panels, or filled 
with insulating materials. Leaving the clearance 
open allows complete air circulation. Sealing the 
clearance blocks the air between chimney and roof, 
but metal sheets allow heat transfer between the air 
trapped in the clearance and ambient, while the 
insulating panels reduce it. The tests  were per-
formed for two roofs,  labelled R1 and R3. Roof R1 
is the thickest roof prescribed by the standard 
(EN1859:2009), and roof R3 is 450 mm thick and its 
thermal resistance is 8.34 m2K/W. Fig. 2 shows the 
roof temperature measured experimentally in the 
different conditions. It can be seen that if the clear-
ance is left open, the roof temperature is much 
lower than 85 °C, but if the clearance is closed or 
filled the roof temperature can be 110 °C higher.  
 

 

Fig. 3 – Roof temperature measured in the corner test structure 
prescribed by the standard (EN 1859:2009) and in the axial-
symmetric test structure where the chimney is completely sur-
rounded by a roof 

By considering the roof thickness (S) and thermal 
resistance (R), it emerges that for real roofs they 
can be greater than those in the certification proce-
dure, especially in energy-saving buildings. How-
ever, real roofs can be made of more layers and of 
different characteristics (EN 1859:2009). The inves-
tigation also analysed the influence of the position 
of the chimney in the roof. Fig. 3 compares the tem-
perature measured when the chimney was in-
stalled at the centre of a roof (black lines), and in a 
corner test structure (yellow lines). It can be seen 
that the roof temperature strongly depends on the 
chimney position in the roof and the difference in 
temperature can be up to 80 °C: if the chimney is 
completely surrounded by the roof, the tempera-
ture is greater because the horizontal thickness of 
the roof reduces the heat transfer towards the am-
bient.  

 

Fig. 4 – The 3D numerical model a) and the 2D numerical model 
b) used to investigate the influence of the variables 

 
Another aspect relates to the initial TST condition. 
In the certification procedure, the TST is performed 
at ambient temperature, but real soot fires may 
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occur immediately after the heat generator is acti-
vated, or after a certain period of operation. In the 
case of the latter situation, the roof temperature 
(Tmax) may be much higher than the ambient tem-
perature. Consequently, the TST condition is insuf-
ficiently strict.  

2.1.1 Numerical models to estimate the 
temperature at chimney–roof 
penetration 

Since heat transfer at chimney–roof penetration 
depends on several variables, an extensive experi-
mental campaign was not possible because the 
tests prescribed by the standard (EN 1859:2009) are 
expensive and time consuming. For this reason, the 
3D and the 2D numerical models in Fig. 4 were 
defined to investigate heat transfer at chimney–
roof penetration (Neri et al., 2015a). The 3D numer-
ical model represents the certification procedure 
conditions where the chimney is installed near two 
walls at a right angle, while the 2D numerical 
model represents real installation conditions where 
the chimney is completely surrounded by a roof. 
The numerical models estimate the steady roof 
temperature correctly and in favor of safety. In the 
majority of cases, the calculated temperature is 
higher than the actual roof temperature because in 
the models air infiltration through the material is 
completely excluded. By comparing numerical and 
experimental results, it was shown that in the certi-
fication procedure the steady temperature is often 
not achieved because tests are stopped earlier 
(when the increase in the roof temperature is lower 
than 2°C/30 minutes). To estimate the steady tem-
perature from the temperature-time curves ob-
tained experimentally, the Heating Curve Model has 
been proposed (Neri et al., 2015a). This model 
makes it possible to calculate the steady tempera-
ture by performing shorter experimental tests. By 
means of the 2D and the 3D numerical models, the 
variables affecting heat transfer at chimney–roof 
penetration and their influence were investigated. 
The following variables were considered: roof 
thickness (S), roof thermal resistance (R), clearance 
sealing mode, distance between chimney and roof 
(G), position of roof layers (the influence of the 
position of the wooden and insulating layers), 
chimney thickness (Sch), chimney thermal re-

sistance (Rch), position of chimney layers, and ex-
haust gas temperature (Tch). The range of each 
variable was identified and numerical simulations 
performed to assess the roof temperature variation. 
For example, to investigate the influence of the 
position of roof layers, numerical simulations were 
performed by considering two roofs of the same 
thickness (S) and thermal resistance (R) made of an 
insulating and a wooden layer and the position of 
the layers was changed. Fig. 5 shows the maximum 
roof temperature depending on the position of the 
wooden layer and for several clearance widths (G). 

 

Fig. 5 – Maximum roof temperature for a roof made of a wooden 
layer and an insulating layer for different clearance widths (G) 
and different thicknesses (Hw) and positions of the wooden layer 

2.2 Tables for Checking Chimney 
Installations 

The maximum roof temperatures (Tmax) obtained 
numerically were analysed statistically in Neri et 
al. (2017) by means of the DoE technique (Mont-
gomery, 2002; Montgomery et al., 2003). The DoE is 
usually used to design experimental campaigns 
but, in this case, was used it to determine the 
weight of each variable. The result of the statistical 
analysis is a set of regression models for calculat-
ing the roof maximum temperature (Tmax). To 
obtain accurate regression models, it was necessary 
to analyse different types of roofs separately and, 
consequently, many regression models were found. 
Three chimney-roof configurations  were consid-
ered, specifically: roofs made of a wooden layer 
above an insulating layer, roofs made of an insulat-
ing layer above a wooden layer, and roofs with a 
wooden layer between two insulating layers. Only 
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the case with clearance sealed adiabatically was 
considered.  Since the regression models can be a 
source of errors, they are presented in the form of a 
table in Fiure 6: the characteristics of the roof are 
reported on the left side hand, and the characteris-
tics of the chimney are reported at the top. Con-
sulting the table by selecting the characteristics of 
the roof and of the chimney identifies a box: a 
green box represents a safe installation, while a 
white box represents an unsafe installation. For a 
given chimney-roof configuration, if a white box is 
identified, a more insulated chimney can be chosen 
or the distance between chimney and roof (G) can 
be increased. For example, let us consider exhaust 
gas at 400°C, a roof made of a wooden layer and an 
insulating layer. The insulating layer is 60 mm 
thick (Hi) and the thermal conductivity is equal to 
0.055 W/mK. The wooden layer is 20 mm thick 
(Hw). The chimney installer can choose among 
chimneys made of a material of thermal conductiv-
ity (λc) equal to 0.04 W/mK of different thickness, 
and these must be installed at 20 mm from flam-
mable materials (G). From Fig. 6, it can be seen that 
the chimney installers cannot choose a chimney 
that is 50 mm thick (Sc) because the related box is 
white. By comparison, a chimney that is 70 mm 
thick can be installed safely because the related box 
is green.  

 

Fig. 6 – Table for checking chimney installations. T400 is the tem-
perature class of the chimney, G is the distance between roof and 
chimney, Hw and Hi are the thickness of the wooden and the 
insulating layers respectively. ʎi and ʎc are the thermal conducti-
vity of the insulating layer of the roof and of the chimney 

2.3 Device For Limiting the Temperature 
at the Chimney–Roof Penetration 
(CEIL Device) 

In order to limit the roof temperature even in very 
critical operating conditions, a device to be in-
stalled between the chimney and roof was de-
signed (Neri and Pilotelli, 2019; Neri at al., 2020). 
The device must be installed as shown in Fig. 7b) 
and it is made of insulating and conductive ele-
ments: the insulating elements limit the heat flux 
towards the roof, whereas the conductive elements 
dissipate the heat in the surrounding. The differ-
ence between standard insulation and the effect of 
the device is shown in Fig. 7: the conductive ele-
ments act as cooling fins. The shape of the conduc-
tive elements, which guarantee a lower roof tem-
perature, were investigated numerically as shown 
in Fig. 8. 

 

Fig. 7 – Representation of the heat flux with only insulation in the 
clearance a), and with the device in the clearance b) 

 

Fig. 8 – Configurations considered in the numerical analysis to 
design the device to limit the roof temperature 
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Fig. 9 – Maximum roof temperatures estimated for different 
device configurations. The device configurations are shown in 
Fig. 8. The configuration identified with B0 is made of insulating 
material only. 

 
In the numerical simulations the horizontal thick-
ness of the device was set at 100 mm. The thermal 
conductivity of the insulating layer was set equal at 
0.04 W/mK and the thermal conductivity of the 
conductive at 15 W/mK, which is a value repre-
sentative of steel. Firstly, the influence of a conduc-
tive element in the insulating layer between chim-
ney and roof was assessed (configurations B1, B2, 
B3 and B4). A way to reduce thermal bridges be-
tween the indoor and the external ambient was 
investigated by considering configurations (C1, C2 
and C3). Next, it was investigated how to further 
reduce the roof temperature by adding more insu-
lating elements (D1, D2 and D3). The roof tempera-
tures obtained numerically for the different config-
urations of the device are shown in Fig. 9. Results 
were verified experimentally (Neri et. al, 2020). 

3. Discussion 

From the results and discussions in the previous 
sections, it emerges that the certification procedure 
does not reproduce the worst chimney operating 
conditions. This may be one of the causes of the 
high number of roof fires to have occurred in Eu-
rope. This discrepancy is due to several factors, 
such as the position of the chimney in the test 
structure, the clearance sealing mode, and the ex-
haust gas temperature measurement point. Because 
of this, modifications to the certification procedure 
have been proposed (Leppänen et al., 2017a and 
2017b). Since the exhaust gas temperature at chim-

ney–roof penetration can be lower than the tem-
perature measured in the vicinity of the heat gen-
erator (Fig. 1), the related thermocouples should be 
installed in the vicinity of the roof. In this way, it is 
be possible to regulate the exhaust gas temperature 
with more precision. This guarantees the pre-
scribed exhaust gas temperature at chimney–roof 
penetration, where flammable material tempera-
tures are measured. As can be seen in Fig. 2, the 
clearance sealing mode strongly affects the roof 
temperature, and as a consequence the sealing type 
should be specified in the label applied to certified 
chimneys. In this way, chimney installers can in-
stall the chimney as it was installed in the certifica-
tion procedure. As shown in Fig. 3, the chimney 
should be installed so that it is completely sur-
rounded by a roof in order to limit the dissipation 
of heat through the walls of the test structure. Fig. 
5 shows that the maximum roof temperature de-
pends on the characteristics of the roof, and this 
means that the roof of the test structure should be 
similar to that in which the chimney will be in-
stalled. For this reason, it is necessary to specify the 
characteristics of the roof in the label applied to 
certified chimneys. To reproduce the most critical 
chimney operating conditions, the TST must be 
performed immediately after the HST. If in the 
HST and in the TST it is not possible to achieve the 
steady condition, the final temperature should be 
estimated by means of the Heating Curve Model. In 
this way, it is possible to calculate the actual max-
imum roof temperature. 
To check chimney installations, a set of tables have 
been proposed. They can be used in the design 
phase but also for checking existing chimney in-
stallations any time there are doubts about their 
safety. So far, only the configuration with clearance 
sealed adiabatically has been considered, but fur-
ther studies could extend the analysis to other 
clearance sealing modes and also to the configura-
tions with chimneys in contact with flammable 
materials.  
Finally, a device to be installed between chimney 
and roof was proposed. The device is made of in-
sulating and conductive elements. In Fig. 9, it can 
be seen that the presence of a conductive element 
leads to a lower roof temperature compared to that 
of a configuration with only insulating material 
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(B0). The shape and the number of the conductive 
elements affect the roof temperature: the higher the 
number of conductive elements, the lower the roof 
temperature. The higher the number of wings of 
the conductive element, the lower the roof temper-
ature (B4). To limit thermal bridges through the 
device, the conductive element can be made of an 
upper and a lower parts spaced by several millime-
tres. However, the shape of the conductive ele-
ments affects the roof temperature: among configu-
rations C1, C2 and C3, the lowest roof temperature 
was obtained for configuration C2, characterized 
by parts of the same size. By comparing the roof 
temperature obtained with only insulating material 
(B0) and with the final version of the device (D3), it 
can be seen that the final version of the device 
determines a temperature that is 70°C lower, de-
spite the fact that the distance between chimney 
and roof is unchanged. 

4. Conclusions 

This paper has shown the main steps of a numeri-
cal and experimental study that has led to the un-
derstanding of heat transfer at chimney–roof pene-
tration. First of all, it has been shown that the certi-
fication procedure does not reproduce the worst 
chimney operating conditions. Since information 
from the certification procedure does not guarantee 
safe installations, tools for checking chimney in-
stallations have been proposed to help chimney 
installers. A set of tables to check whether a chim-
ney can be installed in a given roof safely has been 
proposed. For very critical operating conditions, 
such as soot fires and very thick roofs, a device for 
limiting the roof temperature was designed. The 
latter limits the roof temperature even in very criti-
cal chimney operating conditions, that is, even dur-
ing soot fire events. By following the proposed 
recommendation the risk of roof fires can be re-
duced significantly. 
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Abstract 
With a growing awareness around the importance of the 
optimization of building efficiency, being able to make 

accurate predictions of building energy demand is an 
invaluable asset for practitioners and designers. For this 

reason, it is important to continually improve existing 
models as well as introduce new methods that can help 

reduce the so-called energy performance gap, which 
separates predicted from actual consumption values. This 

is particularly true for urban scale simulations, where 
even small scenes can be very complex and carry the 

necessity of finding a reasonable balance between preci-
sion and computational efforts. The scope of this work is 

to present two different models that make use of mor-
phological urban-scale parameters to improve their per-

formances, taking into account the interactions between 
buildings and their surroundings. In order to do this, two 

neighbourhoods in the city of Turin (IT) were taken as 
case studies. The buildings studied present similar char-

acteristics but are inserted in a different urban context. 
Several urban parameters were extracted using a GIS tool 

and used as input, alongside the building-scale features, 
for two different models: i) a bottom-up engineering 

approach that evaluates the energy balance of residential 
buildings and introduces some variables at block-of-

buildings scale, ii) a machine learning approach based on 
the bootstrap aggregating (bagging) algorithm, which 

takes the same parameters used by the previous model as 
inputs and makes an estimation of the hourly energy 

consumption of each building. The main results obtained 
confirm that the urban context strongly influences the 

energy performance of buildings located in high built-up 
areas, and that introducing simple morphological urban-

scale parameters in the models to take these effects into 
account can improve their performance while having a 

very low impact on the computational efforts. 

1. Introduction

One of the key challenges of our century is to alle-
viate human pressure on the environment and par-
ticularly to slow down the climate change that 
greenhouse gas emissions are accelerating 
(Verbeke and Audenaert, 2018). The buildings sec-
tor accounts for a large share of the total energy-
related CO2 emissions - around 28% in 2018 - and it 
will therefore play a central role in the clean energy 
transition (IEA, 2019). In particular, the reduction 
of energy consumption in buildings, together with 
the transition to renewable energies, could be one 
of the main drivers of this turnaround (Mutani and 
Todeschi, 2018). An important step to achieve this 
goal is to develop robust models that allow us to 
make reliable estimates of the energy demand of 
buildings, which can be used as a base for planning 
the city of tomorrow (Streicher et al., 2019). How-
ever, building these models at urban scale is a 
complex task, as the energy consumption depends 
on several factors at different scales, such as the 
dynamic interaction between the outdoor climate 
and the specific characteristics of the building's 
surroundings, the thermal characteristics of its en-
velope elements and technical systems (Caruso et 
al., 2013; Palme et al., 2017; Perera et al., 2018). 
In this work, two energy models for residential 
buildings that take into account morphological 
urban-scale parameters are presented, evaluated 
and discussed. Comparable studies include (Hede-
gaard et al., 2019; Mutani and Todeschi, 2019; 
Nageler et al., 2017; Sola et al., 2018) for energy 
models and (Amasyali and El-Gohary, 2018; Bog-
hetti et al., 2019) for data-driven ones. 
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2. Materials and Methods

This section describes two different approaches to 
create building energy models at neighborhood 
scale. The first is a bottom-up engineering model 
(hourly thermal balance), while the second one is a 
data-driven model based on the Bagging algo-
rithm. Fig. 1 indicates the input data and the 
procedure used to compare the models. 

Fig. 1 – Flowchart of energy models comparison 

2.1 Bottom-Up Engineering Model 

 Starting from previous research (Mutani et al., 
2019), a bottom-up engineering hourly energy bal-
ance model for residential buildings was created. To 
evaluate the energy balance of buildings in a built-
up urban context, the ISO 52016-1:2017 and ISO 
52017-1:2017 standards were used, and the equa-
tions were implemented to consider only the data 
available at neighborhood scale and some morpho-
logical urban-scale parameters. The urban parame-
ters used to create the model and to evaluate how 
the urban form affects the thermal energy consump-
tion in buildings were: the canyon effect, which was 
quantified using the 'height-to-width' (H/W) ratio, 
this parameter is able to describe the typical urban 
microclimate around the buildings; the obstructions, 
the solar exposition and the thermal were evaluated 
with the H/W ratio and the Sky View Factor (SVF), 
which measures the visible portion of the sky from a 
given location (Middela et al., 2018); the climate and 

microclimate conditions were downloaded from the 
nearest weather station. 
This section presents an engineering method based 
on energy balances with hourly time step by con-
sidering the main components of a building: the 
envelope, the glazing and the inside part of a 
building with the internal structures, the furniture 
and the air. An iterative procedure makes it possi-
ble to calculate the hourly temperatures of the 
three thermodynamic systems (Fig. 2). In this 
work, the following assumptions were adopted: 
- the temperatures of the thermodynamic sys-

tems are uniform;
- heat conduction through the buildings elements

is one-dimensional;
- thermal bridges are neglected;
- latent components of influx or out flux of mois-

ture and the heat flow rates for humidification
and dehumidification were neglected.

Fig. 2 – The three thermodynamic systems of the engineering 
dynamic model: B = internal structures, furniture and air; E = 
opaque envelope; G = glass 

2.1.1 Thermal balance of the glasses 
The hourly temperature of the glasses (G) of a 
building were obtained with the balance of the 
thermal flows between the glasses and the building 
(B) and the glasses and the outdoor environment
(e) (Eq. 1).

  (1) 

The term on the left side of Equation 1 describes 
how the energy stored in windows glasses changes 
with the time. The terms on the right side of the 
equation describe the absorption of solar irradiance 
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(I) and the heat fluxes for transmission between the 
glasses and the building and between the glasses 
and the external environment. For every hour, a 
coefficient is calculated to define the percentage of 
sunny surfaces as a function of the height of the 
sun and of the urban canyon height to distance 
ratio H/W (Mutani et al., 2019). The remaining 
terms, listed below, refer to: 
- the heat flows by transmission between the 

glasses and the external environment:  

  

- the heat flows by transmission between the 
glasses and the internal building quota:  

-  

The thermal capacity of the glasses CG was calcu-
lated by considering the specific heat and the mass 
of the glasses. 

2.1.2 Thermal balance of the envelope 
The thermal balance of the heat flows for the build-
ing envelope was calculated using Equation 2. 

 

         (2) 

Similarly to Equation 1, the term on the left side 
describes how the energy stored in the envelope 
changes with the time; the terms on the left side 
describe the absorption of solar irradiance, the heat 
flow by transmission to the building and the exter-
nal environment and the extra heat flow Фr due to 
thermal radiation to the sky from the envelope. The 
Фr depends on the shading reduction factor for the 
external obstructions Fsh and it was calculated with 
the SVF (Mutani et al., 2019; Mutani and Todeschi, 
under revision). 

2.1.3 Thermal balance of the building 
The thermal balance of the heat flows of the inter-
nal building components was calculated using 
Equation 3: 

        (3) 

The term on the left side of the Equation 3 de-
scribes how the energy stored inside the building 
changes with the time. On the right side, the first 
two terms i) ФH and ii) ФI described respectively i) 
the heat flow released by the heating system, 
which can be calculated by multiplying the energy 
supplied to the heating system for the system effi-
ciency ηH (Mutani and Todeschi, under review) and 
ii) the heat flow rate due to internal heat sources 
that, for residential buildings, depends on the use-
ful heated floor area and the average floor area per 
dwelling. The third term describes the solar trans-
mission through the transparent elements with the 
F reduction factor calculated likewise in Equations 
1 and 2. The last terms describe the heat flow rates 
by transmission and ventilation. For the internal 
heat gains and heat flow for ventilation, the hourly 
profiles that characterize the users’ behavior in the 
Italian Standard UNI/TS 11300-1:2014 were uti-
lized. 

2.2 Bagging Model 

The second model uses a machine learning ap-
proach based on the bootstrap aggregating (bag-
ging) algorithm (Breiman, 1996) applied to a deci-
sion tree regressor. This method was chosen over 
other possible regression techniques as it provided 
better and more consistent results on the available 
data. The bagging algorithm works by sampling 
the data with replacement, running the prediction 
method(s) on the samples and finally aggregating 
the results by averaging the outputs. The decision 
tree regressor, on the other hand, is a simple learn-
ing algorithm that creates a set of binary rules to 
calculate the target value. The model was trained 
using real hourly consumption data from buildings 
of the two neighbourhoods that are not in the input 
database. As the output of a similar model is de-
pendent on the decision trees that are generated for 
the bagging algorithm, the results given in this 
paper are averaged over the outputs of different 
instances of the model. 

2.2.1 Model creation 
The model was created using Scikit-learn (Pedrego-
sa et al., 2011) and follows a standard workflow for 
machine learning applications. In the first phase, the 
data from the full database was pre-processed. Cat-
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egorical features were converted into numerical data 
and the values of the whole database were scaled. 
While scaling is not necessary when using the deci-
sion tree regressor, it allows for efficient comparison 
of the results with those of other algorithms within 
the same script. The evaluated sample is then split 
from the training set as explained in Section 3.2. 
Once the data was processed, a first model was cre-
ated and its performance evaluated. At this point, a 
backward feature elimination was performed in 
order to reduce the number of variables by eliminat-
ing those that were negatively affecting the perfor-
mances of the algorithm. This dimensionality reduc-
tion method works by excluding one feature at a 
time and evaluating how the removal affects the 
performance of the model. If the precision improves, 
the feature is removed. The process continues itera-
tively until no variable can be dropped without a 
negative effect on the performances of the model. 
Morphological urban-scale parameters were not 
included in this step as the evaluation of their im-
portance will be carried out subsequently. At the 
end of this process the resulting model was finally 
evaluated, and as an acceptable level of precision 
was reached no further improvements were made. 

3. Case Study 

Turin is located in the north-western part of Italy, 
in a continental temperate climate. In Turin there 
are about 60,000 heated buildings, nearly 45,000 of 
which are residential. These are mainly large and 
compact condominiums, and 80% of them were 
built before 1970 (Amasyali and El-Gohary, 2018; 
Hedegaard et al., 2019; Middela et al., 2018). In 
order to evaluate the influence of urban morpholo-
gy on the consumption of buildings, two neigh-
bourhoods –with similar building characteristics 
but different urban contexts– are taken as case 
studies. In the Einaudi (E) neighbourhood the 
buildings have a H/W average value of 0.56 and 
SVF of 0.63; while in the Sacchi (S) area these urban 
parameters have higher values, 0.64 and 0.76, re-
spectively (Fig.s 3 and 4). 

 

 

Fig. 3 – Sky View Factor (SVF) calculated with the use of GIS 
tool, Relief Visualization Toolbox, and the DSM 

 

 

Fig. 4 – The canyon effect H/W calculated with the use of building 
characteristics at census section scale 

3.1 Data Collection 

The urban scale data as well as the geographic in-
formation were elaborated with the support of a 
Geographic Information System (GIS) tool, and a 
georeferenced database was created using the data 
presented below: 
- Building data elaborated using: the Municipal 

Technical Map1; the Territorial Database of the 
Region2; and the socio-economic data (ISTAT 
census database3). 

- Microclimate data elaborated using Politecnico 
weather station measurements (heating degree 
days, air temperature, relative humidity, direct 
solar radiation). 

- Morphological urban-scale parameters elaborated 
using building data, Satellite Images (Landsat 7 
and 8) with a precision of 30 meters available 
from the USGS website; and the Digital Sur-
face Model (DSM) of Turin with a precision of 
5 meters provided by Piedmont Region. 

- Energy consumption data were provided by the 
district heating IREN Company of Turin. The 

 
1  http://geoportale.comune.torino.it/web/ 
2  http://www.geoportale.piemonte.it/cms/ 
3  http://datiopen.istat.it/ 
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hourly space heating energy consumption re-
fer to the season 2014-15. 

3.2 Sampling 

Among the available data, a representative sample 
of buildings was chosen as case study and used as 
a testing set for both models. The main reasons for 
using only a subset of the whole database were to 
save enough buildings to train the machine learn-
ing model and to reduce the high computational 
times of the bottom-up approach. The sampling 
was carried out on a random basis. Outliers, how-
ever, were excluded from the population before-
hand in order to avoid errors correlated with the 
lack of variety in the training data, which would 
not have been meaningful for the evaluation of 
morphological urban-scale parameters. Fig.s 5 and 
6 show the distribution of the values for the SVF 
and H/W ratio of the sample compared with those 
of the full database. 

 

Fig. 5 – Distribution of the Sky View Factor values within the full 
database (in blue) and the sample (in orange) 

 

Fig. 6 – Distribution of the Canyon Effect (H/W) values within the 
full database (in blue) and the sample (in orange) 

An overview of the distribution of these parame-
ters in the sample can be found in Table 1, along 
with the period of construction, the S/V ratio and 
the thermal transmittances of the buildings. 

Table 1 – Characteristics of a selected buildings in the Einaudi 
and Sacchi neighborhoods   

IDbz Period S/V UE UG Ug Ur H/W SVF 
E-129 19 - 45 0.280 1.35 4.75 0.79 1.76 0.589 0.627 
E-132 46 - 60 0.290 1.18 4.4 0.615 1.35 0.569 0.621 
E-187 46 - 60 0.286 1.18 4.4 0.615 1.35 0.522 0.650 
E-202 61 - 70 0.285 1.13 4.9 0.65 1.49 0.569 0.621 
E-227 61 - 70 0.413 1.13 4.9 0.65 1.49 0.589 0.627 
S-46 19 - 45 0.344 1.35 4.75 0.79 1.76 0.533 0.722 
S-202 19 - 45 0.336 1.35 4.75 0.79 1.76 0.675 0.747 
S-262 19 - 45 0.346 1.35 4.75 0.79 1.76 0.600 0.782 
S-268 46 - 60 0.404 1.18 4.4 0.615 1.35 0.686 0.765 
S-97 61 - 70 0.323 1.13 4.9 0.65 1.49 0.686 0.765 

4. Results and Discussion 

In this section, the performances of the two models 
are compared and discussed, along with the im-
provements that urban parameters have brought in 
each case. From this work it emerges that urban 
parameters have a positive impact on the precision 
of both tested models: the solar exposure and heat 
exchanges with the external environment signifi-
cantly influence energy consumption. In particular, 
in favourable conditions, with high values of SVF 
and good orientation, energy consumption is lower 
than in unfavourable conditions (low values of SVF 
and orientation). Moreover, the shape of the build-
ing is fundamental in its heat exchange, and the 
canyon effect H/W was used to describe the built 
environment compactness and the type of the sur-
rounding open spaces. In terms of the two models, 
the following sections detail the results. In general, 
using a machine learning approach leads to better 
performances in terms of time and precision. On 
the other hand, its reliance on the availability of a 
comprehensive dataset for the training phase 
makes it less flexible and undermines its per-
formances on heavily heterogeneous case studies. 

4.1 Bottom-Up Engineering Model 

This section reports the results obtained from the 
application of the hourly thermal balance model. 
To present the results, some buildings were select-
ed based on the period of construction, the charac-
teristics of urban context and the type of adjacent 
street, the consumption of buildings located on a 
large tree-lined street are influenced by this posi-
tion (Amasyali and El-Gohary, 2018). In particular, 
the following figures refer to a number of buildings 
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located in the Einaudi area, distinguishing different 
periods of construction. Figure 7 shows an example 
of measured and calculated monthly space heating 
consumption of a residential building built in 
1919-45.  

 

Fig. 7 – Monthly energy consumption for the season 2014-15: 
building ‘E-129’, bottom-up model 

 

Fig. 8 – Daily consumption and relative error (Er): building ‘E-
132’, bottom-up model 

Figure 8 describes the daily trends for the 2014-15 
season of measured and calculated consumption 
and the daily relative error (Er). The data refer to 
the building ‘E-132’ built in 1946-60. In general, the 
daily value of Er varies between ± 20%. Figure 9 
shows the cumulative frequency of the ‘E-227’ 
building (period 1961-70). It is possible to observe 
that the model is quite accurate (the greatest inac-
curacy occurs in the months of October and April 
due to the imprecision of measured data at the be-
ginning and the end of the heating season). 
In future research, by improving the model with 
the introduction of other urban parameters (for 
example, considering the presence of vegetation), it 
will be possible to optimize the trend of energy 
consumption (high and low values). Considering 
the results obtained from the comparison between 
the Einaudi and Sacchi neighbourhoods (Fig. 10), it 
is possible to confirm that the canyon effect is very 
important in the simulation of energy consumption 
because it creates a microclimate around buildings 
by increasing the air temperature and, consequent-

ly a lower consumption will occur. Figure 10 shows 
that when H/ W decreases, the SVF increases and 
therefore the consumption also increases. Further-
more, the canyon effect and the extra flow are more 
significant than the solar gains in an urban envi-
ronment (Mutani et al., 2019). 

 

Fig. 9 – Cumulative curves: ‘E-227’, bottom-up model 

 

Fig. 10 – Comparison between energy consumption (measured 
and calculated) and urban parameters for buildings located in 
Einaudi and Sacchi neighborhoods 

4.2 Bagging Model 

With a MAPE of 14.12 % and a R2 of 0.71, the data-
driven model showed good precision on the sam-
ple. It was able to reproduce the hourly energy 
profiles of the buildings with an acceptable degree 
of error despite the low number of available obser-
vations compared to the complexity of the prob-
lem. A first comparison with the previous model is 
given in Figure 11, where the monthly energy de-
mand of building ‘E-129’ is estimated again. The 
estimations of the bagging algorithm in this case 
were slightly more precise, and the tendency was 
to underestimate the energy consumption, as op-
posed to the bottom-up model where the errors 
were mostly on the positive side. 
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Fig. 11 – Monthly energy consumption for the season 2014-15: 
building ‘E-129’, bagging model 

 

Fig. 12 – Daily consumption and relative error (Er): building ‘E-
132’, bagging model 

 

 

Fig. 13 – Cumulative curves: ‘E-227’, bagging model 

With respect to daily energy demand, Figure 12 
shows the performances of the model on building 
‘E-132’. Again, the error is generally contained 
within +20% and -20%, which is in line with litera-
ture values given the lack of information needed to 
characterize the human behavior. Both models 
were therefore able to output a good estimation 
without notable discrepancies with the real values. 
Similar to what happened with monthly values, the 
daily charts show that the two models tend to re-
spectively overestimate and underestimate the real 
energy consumption. 
As previously done with the bottom-up model, 
Figure 13 finally shows the cumulative frequency 
of the ‘E-227’ building. Again, the highest inaccu-
racy occurred in the months of October and April. 
While the total error at the end of the heating sea-

son was similar for the two models, their short-
term behaviours were very different. The bagging 
algorithm accumulated its error gradually, as op-
posed to the bottom-up model where the error 
spiked to its final value mostly during the last 
month. 

Table 2 – Comparison between results of two building energy 
models  

IDbz 
Bottom-up model Bagging model 

Er |Er| Calc. Meas. Er |Er| Calc. Meas. 
% kWh/m3/y % kWh/m3/y 

E-129 1 17 27.99 27.30 -11 9 24.89 27.30 
E-132 -6 15 24.26 25.23 0 0 25.38 25.23 
E-187 -13 17 29.26 33.18 -10 14 28.57 33.18 
E-202 -1 19 25.91 24.85 0 13 28.12 24.85 
E-227 -7 20 17.07 18.74 19 30 24.36 18.74 
S-46 -5 17 29.57 32.28 -6 6 30.48 32.28 

S-202 -15 24 32.44 37.87 12 13 40.76 37.87 
S-262 2 19 37.87 37.15 -12 16 31.19 37.15 
S-268 3 17 28.16 27.52 2 2 28.18 27.52 
S-97 4 16 24.54 23.75 16 25 29.65 23.75 

4.3 Energy Models Comparison  

An overview of the performances of the two mod-
els is given in Table 2. Overall, both models 
showed good performances and their errors were 
in line with the typical values of the energy per-
formance gap. The precision of the data driven 
model, however, was less stable, ranging from an 
absolute error of 30% to less than 1% depending on 
the building. This behavior is possibly due to the 
lack of representative buildings of all kinds in the 
training set, which is a common problem of this 
approach. 

5. Conclusions 

Improving the precision of urban-scale energy 
simulations is an important step to achieve a more 
efficient use of energy resources. In this work, two 
simple energy models, which make use of morpho-
logical urban-scale parameters in order to take into 
account the effect of building-to-building interac-
tions, were presented and studied.  
The two models were i) a bottom-up engineering 
approach, ii) a machine learning approach based 
on the bootstrap aggregating (bagging) algorithm. 
Both models were able to estimate the hourly con-
sumption of buildings with a low error compared 
to the expected performance gap that characterize 
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the problem. The precision of the bagging model, 
however, was more dependent on the building’s 
characteristics: this behaviour is caused by the lack 
of representative datapoints in the training set. 
This reliance on having a good amount of compre-
hensive data, and the resulting poor generalizabil-
ity of the model, are the main weaknesses of this 
approach. On the other hand, the bottom-up model 
requires longer times and human efforts to pro-
duce the output, while also lacking flexibility if one 
or more building features are missing.  
Future work will aim at lessening the weaknesses 
of both models, for example by smoothing the 
workflow of the first model and by gathering more 
data for the second one; and at introducing more 
morphological parameters as well as properly 
studying their importance and their impact on the 
two models. 

Nomenclature 
A area 
c specific heat capacity 
C thermal capacity 
F reduction factor 
H/W canyon height-to-distance ratio 
ID identification code 
I solar irradiance 
m mass-related 
R thermal resistance 
S/V surface-to-volume ratio 
SVF sky view factor 
t time 
T temperature 
U thermal transmittance 
V volume 
τ total solar energy transmittance 
α solar radiation absorption coefficient 
η system efficiency 
Φ heat flow rate, thermal power 

Subscripts 
a air 
B building 
bz building zone 
e external 
E opaque envelope 
G glass 
H Heating 
I internal heat gains 
i internal 
p opaque 
r radiative (extra flux) 
s surface 
sh shading 
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Abstract 
The ISO 12354 standards provide a method for modelling 
the sound insulation of building elements using the perfor-

mance of the single elements as a starting point. The revision 
of the ISO 12354 Part 1 and 2 standard makes it possible to 

model timber buildings. In particular, the standards provide 
prediction formulas for estimating the vibration reduction 

index (Kij) of heavy and light weight junctions and CLT junc-
tions. The aim of this research is to study the dependence of 

the ISO 12354 output values on the input data fed to the 
model, in the specific case of timber buildings. The predic-

tion tools were applied to three different timber buildings 
on which sound insulation and flanking transmission 

measurements were carried out on site. Different input 
data were used: laboratory and in situ measured values of 

airborne sound insulation, impact sound insulation and 
flanking transmission. The calculated values are com-

pared with in situ acoustic tests of airborne sound insula-
tion and impact sound insulation. The results show that 

the blind application of the ISO 12354 model can provide 
results that differ significantly from the measured on-site 

values; considerations are drawn concerning the availabil-
ity of input data and the resonant transmission. 

1. Introduction

The series of ISO 12354 standards provides a SEA-
based method for modelling the sound insulation of 
building elements, starting from the characteriza-
tion of the performance of the single elements. In 
particular, Parts 1 and 2 provide estimates of the ap-
parent sound reduction index and the apparent im-
pact sound insulation through the evaluation of the 
flanking transmission paths. 

Timber buildings represent a relevant share in the 
market of new constructions (Caniato and Gas-
parella, 2019). Be it mass timber construction or tim-
ber frames, the prediction tools that have been suc-
cessfully applied to traditional heavy construction 
have been found to be inadequate when applied 
blindly to timber structures. This is due to several 
factors; first, all the data relative to the “deltas” that 
have been previously measured on heavy elements 
cannot be directly used for timber elements, which 
are characterised by different mass and stiffness. 
The modelling of the flanking transmission also de-
serves attention, particularly for mixed structures. 
This work therefore discusses the application of the 
ISO 12354 model to timber buildings, with the aim 
of highlighting which precautions should be used 
when approaching the calculation of these struc-
tures. Acoustic tests of airborne sound insulation 
and impact sound insulation were conducted on site 
in three case studies. The descriptions of the con-
struction details were used to generate the input 
data of the model. Whenever possible, the input 
data were retrieved from laboratory measurements 
taken by the University of Bologna and the Univer-
sity of Padova, concerning the sound insulation and 
flanking transmission measurements.  
The results of the application of the model to the 
case studies are presented and discussed, along 
with some general remarks. 
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2. Research Method

This work has focused on implementation and veri-
fication of the new CEN calculation model for the 
estimation of acoustic performance of buildings, ac-
cording to the recent revision of the series of ISO 
12354 standards. The main innovations introduced 
concern: (i) the new classification of structures, cur-
rently divided into “type A” and “type B” struc-
tures, (ii) the introduction of new methods to calcu-
late and consider only the resonant transmission for 
the lateral elements and (iii) the new methods for 
calculating the lateral transmission for Cross Lami-
nated Timber (CLT) and timber frame structures. In 
general, an overall improvement was made to the 
calculation model, but the application of the model 
to three different case studies has highlighted some 
unresolved criticalities. The calculation model was 
implemented on software using the Visual Basic for 
Excel programming language and preliminarily cal-
ibrated on the examples given in the appendix to 
ISO 12354. 
The case studies are three different wooden build-
ings, in which detailed measurements were carried 
out, in accordance with the ISO 16283 standards, 
during intermediate construction stages and after 
the completion of the works. In the three cases, the 
study was conducted on the sound insulation of the 
floor, which made it possible to simulate both the 
airborne sound insulation and the impact sound in-
sulation. In particular, the three case studies are: 
A. timber frame building in Rimini: CLT floor 180

mm and lightweight multi-layer walls with in-
ternal layer in gypsum board;

B. CLT building in Graz: CLT floor 160 mm and
CLT walls 100 mm with multi-layer coverings;

C. CLT building in Bologna: CLT floor 180 mm
and CLT walls 120 mm with multi-layer cover-
ings.

One of the main difficulties encountered was the 
scarce availability of input data for airborne and im-
pact sound insulation of the single partitions. Input 
data were partially retrieved from laboratory meas-
urements carried out on floors (University of Bolo-
gna) and on walls (University of Padova) (Di Bella 
et al. 2016, 2018) as recommended by the legislation. 
When these data were not available, a commercial 
software was used to simulate the partition. 

Fig. 1 – Flow chart of research method applied 

3. The ISO 12354 Model

3.1 Apparent Sound Reduction Index R' 

The apparent sound reduction index R' is deter-
mined through the logarithmic summation of all di-
rect and flanking transmission terms through Equa-
tion 1. 

𝑅𝑅′ = −10 lg �10−
𝑅𝑅𝐷𝐷,𝑑𝑑
10 + ∑ 10−

𝑅𝑅𝑖𝑖𝑖𝑖
10𝑛𝑛

𝑗𝑗=1 � (1) 

The contribution of the direct transmission is given 
by the sum of the sound reduction index of the sep-
arating element Rs,situ and of the contribution of ad-
ditional layers ∆RD,situ and ∆Rd,situ as in Equation 2. 

𝑅𝑅𝐷𝐷,𝑑𝑑 = 𝑅𝑅𝑠𝑠,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + ∆𝑅𝑅𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + ∆𝑅𝑅𝑑𝑑,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (2) 

For each transmission path, the respective sound re-
duction index can be calculated according to Equa-
tion 3: 

𝑅𝑅𝑠𝑠𝑗𝑗 = 𝑅𝑅𝑖𝑖,𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠+𝑅𝑅𝑖𝑖,𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠

2
+ ∆𝑅𝑅𝑠𝑠,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + ∆𝑅𝑅𝑗𝑗,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐷𝐷𝑣𝑣,𝚤𝚤𝚤𝚤,𝑠𝑠𝚤𝚤𝑠𝑠𝑠𝑠���������� +

+10 𝑙𝑙𝑙𝑙 𝑆𝑆𝑠𝑠
�𝑆𝑆𝑖𝑖𝑆𝑆𝑖𝑖 (3) 

where Ri(j),situ is the sound reduction index of ele-
ment i (j), ∆Ri(j),situ is the increase of sound reduction 
index of element i (j) due to additional linings, 
𝐷𝐷𝑣𝑣,𝚤𝚤𝚤𝚤,𝑠𝑠𝚤𝚤𝑠𝑠𝑠𝑠���������� is the average insulation of vibration in the 
junction between elements i and j, Ss is the surface 
of the separating element, Si is the surface of ele-
ment i in the source room, Sj is the surface of ele-
ment j in the receiving room. 
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3.2 Normalized Impact Sound 
Insulation Ln′  

Similarly, the prediction of the normalised impact 
sound insulation Ln' can be expressed as: 
 

𝐿𝐿𝑛𝑛′ = 10 𝑙𝑙𝑙𝑙 �10
𝐿𝐿𝑛𝑛,𝑑𝑑
10 + ∑ 10

𝐿𝐿𝑛𝑛,𝑖𝑖𝑖𝑖
10𝑛𝑛

𝑗𝑗=1 �  (4) 

 
where the contribution of direct transmission Ln,d is 
given by the summation of the normalised impact 
sound insulation of the separating element Ln,situ, of 
the attenuation due to the presence of a floating 
floor ∆Lsitu and the attenuation due to the presence 
of additional linings on the side of the receiving 
room (counter ceiling) ∆Ld,situ, as in Equation 5. 
 
𝐿𝐿𝑛𝑛,𝑑𝑑 = 𝐿𝐿𝑛𝑛,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − ∆𝐿𝐿𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − ∆𝐿𝐿𝑑𝑑,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  (5) 
 
For each flanking transmission path, the normalised 
impact sound insulation can be calculated using the 
formulation in Equation 6. 
 

𝐿𝐿𝑛𝑛,𝑠𝑠𝑗𝑗 = 𝐿𝐿𝑛𝑛,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − ∆𝐿𝐿𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑅𝑅𝑖𝑖,𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠−𝑅𝑅𝑖𝑖,𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠

2
− ∆𝑅𝑅𝑗𝑗,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 −

− 𝐷𝐷𝑣𝑣,𝚤𝚤𝚤𝚤,𝑠𝑠𝚤𝚤𝑠𝑠𝑠𝑠���������� − 10 lg�
𝑆𝑆𝑖𝑖
𝑆𝑆𝑖𝑖

    (6) 

3.3 Flanking Transmission 

The flanking transmission was evaluated in three 
different ways: the Kij provided by the ISO 12354 
were used, considering the presence of the resilient 
interlayer, the Kij values measured in situ and in a 
test facility. The values of Kij, calculated according 
to the formulas contained in the annex F of the ISO 
12354-1 standard, do not include the presence of dif-
ferent types of fastening systems or resilient layers 
(Morandi et al., 2018). In order to estimate the con-
tribution of the resilient interlayer, the corrective 
term Δl - described for the rigid junctions as in an-
nex E - was used (Rabold, 2017). 

3.4 Structural reverberation time 

For in situ correction the structural reverberation 
time was calculated with Equation 7: 
 
𝑇𝑇𝑠𝑠 = 2,2

𝑓𝑓η𝑠𝑠𝑡𝑡𝑠𝑠
     (7) 

where the total loss factor is: 

η𝑠𝑠𝑡𝑡𝑠𝑠 = η𝑠𝑠𝑛𝑛𝑠𝑠 + 2𝜌𝜌0𝑐𝑐0𝜎𝜎
2𝜋𝜋𝑓𝑓𝑚𝑚′ + c0

𝜋𝜋2S�𝑓𝑓𝑓𝑓𝑐𝑐
∑ 𝑙𝑙𝑘𝑘𝛼𝛼𝑘𝑘4
𝑘𝑘=1   (8) 

 
The internal loss factor of the CLT elements is > 0.03 
(Schoenwald et al., 2013) and the αk depend on the 
structural elements connected at the perimeter. 

4. Case Studies 

In the following paragraphs the three case studies 
are shown. Airborne and impact sound insulation 
tests were conducted in accordance with ISO 
16283-1 and ISO 16283-2, respectively. Moreover, 
the flanking transmission of the CLT junctions were 
measured in an area of the construction site that was 
still under construction (not for case C). 
In the discussion of the results, these three measure-
ments will be combined to optimise the modelling 
of the partition under study. 

4.1 A. Timber Frame Building in Rimini 

The first building, located in Rimini (Italy), is made 
with light-weight timber frame walls and CLT 
floors. The floating floor is made by a dry solution 
with gravel and concrete fiber board. 
 

 

(a) 

 

 (b)     (c) 

Fig. 2 – Distribution of the elements in the plan (a) and construction 
details: external wall type a – floor (b) and internal wall type b – 
floor (c) 
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Fig. 3 – In situ impact sound measured in case A 

4.2 B. CLT building in Bologna 

The second building, located in Bologna (Italy), is a 
CLT structure. The floating floor is made by a wet 
solution with cement and a resilient interlayer. The 
interior lining is fiber gypsum board and mineral 
wool. The exterior lining is plaster and mineral 
wool.  
 

 

(a) 

 

                (b)        (c) 

 

 (d) 
Fig. 4 – Distribution of the elements in the plan (a) and construction 
elements: external wall type a (b), separating floor (c) and internal 
wall (d) 

 

Fig. 5 – In situ sound reduction index and impact sound measured 
in case B 

4.3 C. CLT building with resilient layer in 
Graz 

The third building, located in Graz (Austria), is a 
CLT structure. The floating floor is made by a wet 
solution with cement and mineral wool. External 
walls are made with finishing, 140 mm mineral 
wool, CLT, 40 mm acoustic layer, 25 mm double 
fire-resistant gypsum board. The internal wall is a 
double wall with double fire-resistant gypsum 
board, CLT, 25 mm double fire-resistant gypsum 
board.  
The resilient interlayer was placed between the floor 
and the upper wall. 
 

 

(a) 

 

 

           (b)                      (c)       (d) 

Fig. 6 – Distribution of the elements in the plan (a) and construction 
elements: external wall type b (b), internal wall type d (c) and detail 
internal wall type c - floor (d) 
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Fig. 7 – In situ sound reduction index and impact sound measured 
in case C 

5. Application of the ISO Calculation 
Model 

For each of the input floors described in Chapter 4, 
the apparent sound reduction index and impact 
sound modelled in accordance with the ISO 12354 
standard are presented. All results are compared 
with in situ measurements. 

5.1 Case A 

In case A, 5 different calculation variables were 
evaluated: 
- the data inputs are from laboratory measure-

ments of similar solutions (label: ISO 12354); 
- ΔLn, ΔR are from measurements on site (label: 

ISO 12354_Var. 1); 
- the application of transmission resonant R* for 

each flanking path transmission (label: ISO 
12354_Var. 2); 

- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are calculated with empirical for-
mulas for CLT junctions (Annex E) (label: ISO 
12354_Var. 3); 

- the 𝐾𝐾𝑠𝑠𝑗𝑗  values retrieved from measurements on 
site (label: ISO 12354_Var. 4). 

In Fig.s 8 and 9, the importance of data input for L’n 
and the effect of Kij are shown. 

 

Fig. 8 – Comparison between impact sound measured and calcu-
lated values in case A: data input 

 

Fig. 9 – Comparison between impact sound measured and calcu-
lated values in case A: flanking transmission 

5.2 Case B 

In case B, 3 different calculation variables were eval-
uated: 
- the data inputs are from simulations using com-

mercial software (label: ISO 12354_Var.1); 
- ΔLn, ΔR are from laboratory measurements of 

similar solutions (label: ISO 12354_Var. 2); 
- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are measured in accordance with 

ISO 10848 (label: ISO 12354_Var. 3). 

 

Fig. 10 – Comparison between sound insulation index measured 
and calculated values in case B 
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Fig. 11 – Comparison between impact sound measured and calcu-
lated values in case B 

In ISO 12354_Var. 3 the measured values are used be-
cause the ISO Standard empirical formulas are not 
available. 

5.3 Case C 

In case C, 4 different calculation variables were eval-
uated: 
- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are calculated in accordance with 

ISO 12354, without resilient interlayer (label: 
ISO 12354); 

- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are calculated in accordance with 
ISO 12354, considering the presence of resilient 
interlayer (Annex E) (label: ISO 12354_Var.1); 

- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are measured in accordance with 
ISO 10848 (label: ISO 12354_Var.2); 

- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are calculated in accordance with 
ISO 12354, considering the Ts of internal lining of 
the elements (label: ISO 12354_Var.3); 

- the 𝐾𝐾𝑠𝑠𝑗𝑗  values are correct in relation to the areas 
of the elements (label: ISO 12354_Var.). 

In this case, the importance of flanking transmission 
data is evaluated. As in case B, there are no provi-
sional formulas for the junction between the panels 
in CLT. 

 

Fig. 12 – Arrangement of the panels: on the left “T” junction in case 
B, on the right “X” junction in case C. The black strip represents 
the resilient interlayer 

 

Fig. 13 – Comparison between sound insulation index measured 
and calculated values in case C: Kij values are calculated and 
measured 

 

Fig. 14 – Comparison between sound insulation index measured 
and calculated values in case C: Kij values are calculated and cor-
rect with Ts and areas of the elements 

6. Results 

The comparison between the three case studies 
showed with a good agreement that there are some 
precautions that should be considered when model-
ling timber buildings. The availability of data for the 
input of the model is extremely relevant. The same 
partitions modelled with commercial software and 
with experimental measurements provide different 
results, which strongly affect the final benchmark-
ing. When possible, a direct reference to laboratory 
measurements should be made.  
The Kij values used as input also have a strong influ-
ence on the results. In particular, formulas provided 
in the ISO standard for CLT elements were shown 
to give very different results from the measured val-
ues, but when using the measured value in the ISO 
12354 model, the simulations carried out with the 
ISO value fit better the experimental results. 
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The modelling of mixed junctions is critical because 
there is no reference on how to deal with the evalu-
ation of the vibration reduction index (or normal-
ized direction-averaged vibration level difference) 
and few experimental data are publicly available to 
the authors’ knowledge.  
The impact sound insulation is less affected by the 
flanking transmission paths compared to the air-
borne sound insulation; to evaluate the correctness 
of the modelling procedure, it is safer to rely on the 
airborne excitation. 
The correction for resonant transmission should not 
be applied to CLT elements, while the modelling of 
the mixed junction needs this compensation to pro-
vide a good fitting with the experimental results. 
This outcome is consistent with recent literature on 
the mass timber elements. 

7. Conclusion 

The aim of this contribution is to use the detailed 
method provided by the series of ISO 12354 stand-
ards to model timber buildings in order to highlight 
the precautions that should be adopted and the need 
for future research. Three case studies, characterised 
by similar mass timber structures, which changed 
slightly from case to case, were analysed, and the ef-
fect of each modelling choice on the overall perfor-
mance of the model was discussed. The availability 
of measured data is still the main point that needs 
to be addressed jointly by the scientific community, 
together with an insight on the modelling of the vi-
bration reduction indices. 
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Abstract 
While a considerable number of studies on Building In-

formation Modelling (BIM) have been conducted in re-
cent years, this area of research has long been considered 

important in the building sector, with particular concerns 
about  Energy Design. In this regard, the work proposes 

an automated early design workflow to evaluate the 
building daylighting performance during the first design 

stages. Thanks to the potential use of interchange files 
and visual coding tools, such as Grasshopper, it is possi-

ble to implement the parametric design concepts, thus 
automating complex tasks. Specifically, in the analysed 

workflow, environmental algorithms and simulations are 
integrated to achieve reliable results with the minimum 

error percentage in data loss. The main finding concerns 
the BIM applications to perform daylighting design by 

the use of Ladybug tools from the Autodesk Revit export.  

1. Introduction

Thanks to the new technologies in design, simula-
tion and construction phase, it is possible to 
achieve energy-efficient solutions (De Santoli et al., 
2017; Mancini et al, 2017). Nowadays, wide de-
velopment studies are underway for BIM applica-
tion in energy and daylighting performance. In this 
framework, the BIM-BEM (Building Energy Model-
ling) interoperability has been widely investigated 
(Kamel and Memari, 2019, Spiridigliozzi et al., 
2019a, 2019b). BIM allows to have a central data-
base, where data is not fragmented, thereby avoid-
ing the traditional analysis limitations (Yujie et al., 
2017). As reported in the literature (Dong et al., 
2007; Ivanova et al., 2015; Kamel and Memari, 

2019), numerical simulation and BIM integration 
are based on manual steps and exporting errors, 
providing  fragmentation of data. The exchange file 
provides material properties, thermal zone data, 
limited data for the HVAC system and the site’s 
information (Ivanova et al., 2015; Kamel and Me-
mari, 2019). This research analyses and summariz-
es which objects are successfully transferred by the 
gbXML export and which suffer a transmission loss 
on the base of three export types. Following this 
preliminary study, the successfully exported data 
are implemented for the annual daylight simula-
tions. Some researchers have suggested using mid-
dleware tools to improve the file export gap from 
BIM to BEM (Gigliarelli et al., 2017). Based on this, 
Salakij et al. 2016 developed an energy simulation 
tool using Matlab, which was able to read gbXML 
files. Ladan (2018) provides an overview of four 
programs specializing in energy and daylighting 
simulations by the gbXML file transmission. In this 
framework, the presented research aim is to define 
a methodology that allows information transfer 
from an architectural software (Autodesk Revit) to 
Ladybug tools, an environmental/energy open 
source, by the gbXML data format. In particular, 
this study focuses on the use of Honeybee, sup-
plied by Ladybug tools, which support users to ob-
tain environmental design by providing daylight 
simulations using RADIANCE engines. This open-
source tool connects to Grasshopper/Rhino visual 
scripting, making it possible  to graphically display 
the imported geometries. Finally, a calculation of 
different annual daylighting metrics is performed. 
The purpose of this paper is to explain the work-
flow, detailing the different model export set, and 
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reporting the data exchange limitations for day-
lighting simulation. Energy and environmental 
simulation results will be pursued in future work. 

2. Methodology

The role of daylight is a well-known field and has 
become an essential resource for energy-saving and 
people’s health (Halonen et al., 2010; Jenkins and 
Newborough, 2007). Accordingly, it is useful to 
support a properly designed daylighting environ-

ment, allowing users to obtain reliable results from 
the gbXML exchange file.In this study, both ana-
lysed tools were designed as parametric software, 
Revit Autodesk for the model configuration, and 
Grasshopper/Honeybee for the lighting simulation. 
To test and validate this methodology, a simplified 
model was utilized in accordance with the BEST-
EST CASE ASHRAE 140 reference. Specifically, 
four base cases (900-930) with high mass were con-
sidered. The methodology description in Fig. 1 is 
reported in the following sections. 

Fig.1 – Workflow applied to BESTEST 

2.1 Workflow Description 

1. The first step was to create the testing model
(BESTEST) in the BIM software Revit, including
all its geometric, spatial and thermal char-
acteristics. This part played a fundamental role
in the subsequent passages since an incorrect
modelling criterion inevitably turns into an in-
correct information transfer. Once the 3D model
was complete, the analytical surfaces and the
thermal zones of the energy model were identi-
fied. To correctly export a gbXML file, the first
step is choosing between the energy setting or
room/space volume; then set the building type,
the project phase and the analytic construction.
The Structural Function of the main elements
(Internal or External) was correctly set for all
vertical and horizontal objects. Honeybee needs

that information to run the daylighting simula-
tion. Finally, the construction type is the last in-
formation to check before exporting the 3D 
model into Honeybee. Only for windows, is it 
not automated and requires users to create it 
manually. Once the model was correctly set, 
three-model export possibilities were investi-
gated: the room export, the space export and 
the energy model export. The three export pro-
cesses were analysed and were then compared 
to identify the correct methodology.  

2. In the second step, the model was correctly ex-
ported and imported into the computational
design environment. A new component added
to Honeybee tool makes it possible to import
gbXML files. During this step, all the infor-
mation from the gbXML file is checked and if
some is lost, the procedure is repeated from the
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first step. Thanks to the verified data-transfer, it 
was possible to obtain reliable and fast prelimi-
nary results, which were completely in line 
with the conceptual design stage. 

3. The third step consisted of running the daylight 
simulation in the Honeybee tool. Annual day-
lighting simulations (DA and sDA) were car-
ried out for each case. Finally, the daylight re-
sults of BESTEST imported were compared 
with the one modelled directly with Rhinocer-
os/Grasshopper. 

2.2 Export Set Types Description 

In this section, an explanation of all tested exporta-
tion types is reported. The first one is the Room 
export set type, which implies the room's creation 
inside Revit. It is the easier gbXML export because 
few parameters are considered, such as: the export 
complexity (Simple/Complex), the detailed Ele-
ments (yes/no), the project phase (Existing/New 
Construction) and the building envelope (Use 
Function Parameter). In this case, the thermal zone 
properties were not considered. Subsequently, the 
space export set type implies a creation of spaces in 
the model. The Revit space includes all the thermal 
information such as the thermal zone properties, 
thermal load, systems, occupancy and lighting. In 
this case, further parameters were considered in 
addition to the previous ones, such as the building 
service (HVAC), the schematic types (if necessary) 
and the building infiltration class. Finally, the En-
ergy Model export is the most complete gbXML 
export which consists of a separate energy model 
generation. In this case, the building type, the op-
erating schedule, the HVAC Systems and the out-
door air information were also set. Only this export 
type needs the energy model creation inside Revit. 
Subsequently, the three export types were com-
pared once imported into Honeybee. The criteria 
were mainly dictated by the potential error of the 
daylight simulation. The information was verified 
by identifying the data transmission loss inside the 
Honeybee tool. 

2.3 Annual Daylight Simulation Setting 

Two annual daylight simulations were carried out 
for each BESTEST, in order to test the imported 
files: the Daylight Autonomy (DA) and the Spatial 
Daylight Autonomy (sDA), using the time-varying 
illuminances derived from the Rome Ciampino 
climate file, during the typical ‘working year’ (i.e. 
between the hours 09:00–17:00). According to the 
definition of the Association Suisse des Electricians 
and the work of Reinhart et al. 2006, the DA at a 
point in a building is defined as the percentage of 
occupied hours per year, when the minimum illu-
minance level can be guaranteed by daylight factor 
alone. The sDA, instead, measures the percentage 
of floor area that receives an established illumi-
nance target for at least 50% of the annual occupied 
hours. For this study, the authors set an illumi-
nance level of 300 lx (useful for normal activities). 
A grid of 165 points was used as the workplane, 
with a height of 0.8 m. The distance between con-
secutive points was 0.5 m, in all directions, in order 
to provide accurate results. 

2.4 Case Study Description 

The buildings chosen for testing the interoperability 
issues are the BESTEST Case 900-930 of ANSI/ 
ASHRAE Standard 140-2004, as shown in Fig. 2. For 
the simulation analysis, the four case studies are 
located in Rome. The models have a single thermal 
zone without internal partition 8 m x 6 m, and two 
south-facing windows 2 m x 3 m for the cases 900-
910, and east/west facing for the cases 920-930.  Case 
study 910 differs from 900 because of the presence of 
a 1-meter horizontal overhang on the south wall at 
the roof level, while case 930 includes shade over-
hangs and shade fins around the east and west win-
dows. The thermal and physical characteristics of 
the BESTEST construction elements are summarized 
in Tables 1 and 2. Once in the Honeybee tool, the 
EPW Rome Ciampino climate file was considered 
with a latitude of 41°48.0384′ N and a longitude of 
12°36.0948′ E. 
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Fig. 2 – BESTEST Case 900-910-920-930  

Table 1 – Construction elements properties 

Table 2 – Windows Construction properties (double glazing) 

3. Results 

3.1 Export Results 

In this section, the three export results are 
discussed. Table 3 shows a summary report which 
lists the export types on the left, and the investigat-
ed characteristics on the top. The first one, the 
room export, worked properly, and no errors were 
found after the transmission process. Geometry 
and material properties were correctly imported, 
while space name, thermal load, and space thermal 

properties were ignored due to the examined set. 
No were errors were also found for the Space 
export after the transmission process: the geometry 
and material properties, the thermal load, and the 
space thermal properties were correctly imported. 
Finally, the last Energy model export type showed 
one error during the transmission process reported 
as: "2 surfaces have missing constructions, default 
construction will be used”. In this case, no error 
justification was found, but it was possible to 
investigate the missing data integration once in the 
honeybee tool. Following the two missing surfaces 
replacement, this export type also worked 
correctly. Moreover, space and room exported 
work by integrating the window elements into the 
building envelope, as shown in Fig. 3(a), while the 
energy model export created a single closed 
envelope with windows attached over the wall 
surfaces, as can be seen in Fig. 3(b). However, this 
difference is only graphical since both these repre-
sentations give the same simulation results. In our 
case, to run the daylighting simulation, the room 
export was considered. The choice was based on 
the data requirement for the daylight simulation. 
In this case, the building's thermal and infiltration 
data derived from the other two export types were 
not necessary. 
 

 

Fig. 3 – Space and room exports (a), Energy model export (b) 

  

Wall Construction 
U=0.512 (W/m2-K) 

Concrete Block 0.1 m 
Foam Insulation 0.0615 m 
Wood Siding 0.009 m 

Floor Construction 
U=0.039 (W/m2-K) 

Concrete Slab 0.08 m 
Insulation 1.007 m 

Roof Construction 
U= 0.318 (W/m2-K) 

Plasterboard 0.010 m 
Fiberglass Quilt 0.1118 m 
Roof Deck 0.019 m 

Double glazing  
U=0.94 (W/m2-K) 

Glass thickness 0.003 m 
Air gap thickness 0.013 m 

152



Testing the BIM-Ladybug Tools Interoperability: A Daylighting Simulation Workflow 

 

Table 3 – Report of the export type comparison 

 

3.2 Annual Daylighting Results 

3.2.1 BESTEST 900: imported and modelled 
The Annual Daylighting Autonomy (DA) and Spa-
tial Daylighting Autonomy (sDA) were calculated 
for the BESTEST 900 (modelled and imported) with 
a threshold of 300 lx. Fig. 4 shows the Daylighting 
Autonomy results for each point inside the room. 

 

Fig. 4 – Case 900 imported: DA (300 lx) results 

Reading from the false colour maps, DA is 
achieved more than 85% of the working year in the 
vicinity of the South facade. The lower results in-
stead are located further away from the glazing fa-
cade. The large number of results were processed 
and summarized by the use of statistical indicators 
(Table 4).

Table 4 – Case 900: DA (300 lx) results 
Statistical Indicators Value (%) 

Median 93 

Maximum 100 

Minimum 62 

First Quartile 83 

Third Quartile 97 

It can be noted that the Median value is 93%, there-
fore some points registered high DA values, par-
ticularly those located near the window (at a dis-
tance of 1 m). The sDA simulation provided a val-
ue of 100%, highlighting the fact that the 300 lx 
level is guaranteed for at least 50% of the annual 
occupied hours. Moreover, case 900 was created by 
the 3D tool Rhinoceros to obtain reliable results 
which are useful for the validation of the model 
imported. Table 5 reports the DA results for  case 
900 modelled and as can be seen, the Minimum 
value decreased from 62% to 49%. 
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Table 5 – Case 900 modelled: DA (300 lx) results 

Statistical Indicators Value (%) 

Median 92 

Maximum 100 

Minimum 49 

First Quartile 82 

Third Quartile 97 

 
There are therefore some points (3 points) that reg-
istered lower values in respect to the case import-
ed, as highlighted by the Median result. However, 
the global trend of the modelled results is compa-
rable with the case 900 imported. The sDA simula-
tion gives a value of 99.39%, which is compatible 
with the 900 sDA result. 

3.2.2 BESTEST 910: imported and modelled 
Daylighting results (e.g. DA and sDA) for case 910 
achieved equal value compared to case 900 (see 
Table 4). Therefore, the comparison with the model 
created inside Rhinoceros assumed an essential 
role. Table 6 below summarizes DA results for the 
BESTEST 910 modelled and some differences can 
be seen with respect to the imported case. In gen-
eral, the results are somewhat different compared 
to Table 4: in this case the values decrease, as can 
be expected due to the presence of the overhang 
(Table 6). 

Table 6 – Case 910 modelled: DA (300 lx) results 

Statistical Indicators Value (%) 

Median 91 

Maximum 99 

Minimum 42 

First Quartile 81 

Third Quartile 96 

 
Consequently, BESTEST 910 imported seems to un-
recognize the shading geometry, providing day-
lighting results equal to the case without the over-
hang. In addition, the sDA simulation obtained a 
value of 97.58%, lower than the imported gbXML 
case. 

3.2.3 BESTEST 920: imported and modelled  
Fig. 5 shows the DA distribution for the BESTEST 
920 with 300 lx.  

 

Fig. 5 – Case 920 imported: DA (300 lx) results 

Reading from Fig. 5, high DA values are distrib-
uted near the glazing facades; conversely, the low-
er results are located at the corners of the room. 
The final results are also reported in the table be-
low.  

Table 7 – Case 920 imported: DA (300 lx) simulation results 

Statistical Indicators Value (%) 

Median 92 

Maximum 100 

Minimum 7 

First Quartile 89 

Third Quartile 97 

 
As shown in Table 7, the Minimum value is 7%,  
and was found in the vicinity of the room corners. 
Some points achieved the maximum values of 
100% and the Median was 92%. In terms of the 
sDA, the measured value is 98.79%. Results related 
to the case modelled are reported in Table 8, which 
shows a few differences compared to Table 7. 

Table 8 – Case 920 modelled: DA (300 lx) results 

Statistical Indicators Value (%) 

Median 91 

Maximum 100 

Minimum 6 

First Quartile 88 

Third Quartile 96 

As the BESTEST 900, the 920 is well recognized in 
its entirety by the simulation tool, providing relia-
ble results. The Median value is lower due to the 
decrease in the Minimum value from 7% to 6%. 
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However, those differences are negligible. The val-
ue of sDA is 97.68%. 

3.2.4 BESTEST 930: imported and modelled 
Finally, Table 9 report DA results for the BESTEST 
930 with the illuminance levels of 300 lx. The re-
sults of this case are not reported as figures due to 
the small difference between the values that cannot 
be highlighted through the qualitative images. 

Table 9 – Case 930 imported: DA (300 lx) results 

Statistical Indicators Value (%) 

Median 92 

Maximum 100 

Minimum 12 

First Quartile 89 

Third Quartile 97 

The Minimum value is 12%, the Maximum is 100% 
and the Median is 92%. Moreover, the sDA simula-
tion achieved a value of 98.79%. Table 10 also 
shows the DA results of this case modelled with 
the 3D tool.  

Table 10 – Case 930 modelled: DA (300 lx) results 

Statistical Indicators Value (%) 

Median 88 

Maximum 99 

Minimum 0 

First Quartile 82 

Third Quartile 94 

 
The results from the statistical indicators were 
lower compared to the results from case 930 im-
ported, particularly the Median and the Minimum. 
The DA trend is generally reduced due to the 
overhangs above the windows. Moreover, the sDA 
value of 92.73% underlines those differences with 
the case imported. In summary, these comparisons 
were useful for the results validation, highlighting 
that the shading element is not correctly imported 
through the gbXML file. 

4. Conclusion 

The role of BIM is widely recognized in terms of 
central data for management and exchanges files 
with other users in the building sectors. Moreover, 
the interoperability between BIM and the energy 
model is still underway, due to the different tech-
nical languages and information types. In this 
framework, the research proposes a methodology 
workflow that can help designers to evaluate the 
daylighting comfort during the first design stage, 
thanks to the BIM and Building Energy Modelling 
(BEM) interoperability. As far as the results are 
concerned, in general, the three export types work 
correctly inside the energy tools, due to the proper 
setting explained in the methodology section. The 
Room and Space export file has no errors during 
the importing process. The Energy Model imported 
is not influenced by the aforementioned warning 
error related to a specific surface, since it is only a  
different type of 3D geometrical mass. Some in-
formation has to be set inside the Honeybee tool, 
such as the EPW climate file and the window 
properties. It is then possible to run the annual 
daylighting simulations (DA and sDA). Moreover, 
the authors validated the daylighting results by 
comparing them to the BESTETEST modelled di-
rectly into the 3D software. Due to this compari-
son, cases 900 and 920 are correctly imported and 
analysed inside the daylight tool.  
On the other hand, BESTEST 910 and 930, the shad-
ing cases, did not provide reliable results and Hon-
eybee is not able to recognize the imported over-
hang geometry. Consequently, the exchange in-
formation of the shading element requires further 
analysis in order to overcome this issue.   
In conclusion, the authors note that this is the first 
step in the application of BIM and BEM in-
teroperability for the daylight analysis. Future de-
velopments will investigate more complex case 
studies to test and verify this methodology by im-
plementing other comfort and energy analysis. 
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Abstract 
Due to the complexity of the acoustic field in articulated 

closed spaces, architectural acoustics is often approached 
as a reverse-engineering problem: criteria, reference val-

ues and analysis methods are extrapolated by comparing 
results from measurements in a set of case studies. Con-

sidering the methods and the results of previous works 
on Italian historical theatres, the present study shows the 

results of geometrical acoustic (GA) numerical 
simulations with the aim to attempt a ranking based on 

the subjective preference theory. The models were cali-
brated using several room criteria that had been previ-

ously measured in the framework of a measurement 
campaign performed in Italian theatres. The cluster 

chosen is intended to represent an adequate sample of 
case studies relative to different capacities and different 

design approaches, which were first developed in the 

seventeenth century.  

1. Introduction

The theatres investigated in this study represent an 
adequate sample of case studies relative to the dif-
ferent design approaches of Italian Historical 
Opera Houses (D'Orazio and Nannini, 2019). These 
theatres shared the political events related to the 
foundation of the Kingdom of Italy (1861) and 
World War II, during which most of them were 
severely damaged, sacked and used as warehouses, 
public toilets, cellars or field hospitals. In the 
twenties, some of these theatres were equipped 
with an orchestra pit, whose construction changed 
the role of the proscenium arch. In particular, in 
many cases the stage was moved backward 
(D'Orazio et al., 2019) and as a consequence the 

proscenium arch could no longer provide the 
typical strong early reflection on the audience. 
A synthesis of the architectural features of these 
theatres can be found in Table 1. By using existing 
categories (Prodi et al., 2015), it is possible to 
distinguish between large (DUS, BOL) and mid-
sized theatres (ALI, BON). See also Fig. 1. 

Table 1 – Architectural features of the theatres analysed 

ID Vfly (m3) Vhall (m3) Shape N 

BOL 19900 5500 Bell 999 

BON 11630 3130 Horse-shoe 798 

ALI 5300 3360 Horse-shoe 835 

DUS 2800 7400 Modern 999 

2. Acoustic Criteria for Opera Houses

The acoustic quality of an opera house is described 
using measurable quantities that are the scientific 
expressions of precise subjective judgements. Over 
the years, several scholars have investigated the 
relation between objective parameters and indi-
vidual perceptions of sound in an enclosed space. 
However, different approaches to the issue and 
difficulties found in dissimilar evaluations have 
not made it possible to achieve a single method. All 
that has been established until now is a series of 
measurable room criteria, some of which are still 
debated by experts while others are officially 
defined by standards (ISO 3382-1, 2009). 
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All the indicators on which the present study is 
based are briefly described and commented on 
hereafter in relation to Italian Opera Houses. The 
most evident characteristic we perceive inside a 
hall is the reverberation, a parameter that intui-
tively indicates how long a sound persists in the 
space. For the first century of architectural acous-
tics (which dates back to Sabine's work) it has rep-
resented the main, if not the only, measurable 
descriptor used to qualify the acoustic behaviour of 
an enclosure.  
Dealing with the subjective perception of reverber-
ation, the Early Decay Time EDT plays a key role. 
During an “aria”, for instance, it is unlikely that a 
listener has the time to hear the whole decrease of 
a single note sound energy, so fast notes follow one 
another. In a few words, new acoustic phenomena 
mask the late reflections of sounds previously 
emitted, thus we are able to perceive only the be-
ginning of the decay curve.  
Clarity (C) is one of the parameters that describe 
the “balance between early and late arriving ener-
gy” (ISO, 2009) in a room. The integration time is 
assumed as 80 ms for music (C80) and the integra-
tion extreme t = 0 represents the direct sound arri-
val time. A threshold of 50 ms was shown to be 
more suitable for mid-sized Italian opera houses 
(De Cesaris et al., 2015). 
Sound strength (G) is a descriptor that quantifies 
the sound energy distribution in the hall; it indi-
cates how much the hall naturally amplifies sounds 
(ISO, 2009). Sound strength index is one of the 
most important parameters to analyse and qualify 
the acoustics of the auditorium and the behaviour 

of the coupled volumes (D’Orazio et al., 2017; 
Garai et al., 2016). 
In ISO 3382-1 (2009) besides the mentioned mon-
aural coefficients, a binaural index is also defined: 
the Inter-Aural Cross Correlation (IACC). The most 
general form of IACC is provided with t1 = 0 and 
t2 = 1, i.e. with a time comparable with reverbera-
tion time. Moreover, the IACC can be found out 
both for early energy (IACCE with t1 = 0 ms and 
t2 = 80 ms) and for the reverberant field (IACCL 
with t1 = 80 ms and t2 greater than reverberation 
time of the hall surveyed). Rather than the IACC 
coefficient, an alternative parameter is usually pre-
ferred: the Binaural Quality Index (BQI), defined as: 
BQI = 1 – IACCE,3 where subscript E stands for early 
(integration's extremes t1 = 0 ms and t2 = 80 ms) and 
subscript 3 indicates that value has been averaged 
over the central octave bands (500-1000-2000 Hz). 
Other objective acoustic criteria are used in the 
present paper. The Bass Ratio (BR) is defined as the 
ratio of the reverberation time at 125 Hz and 250 
Hz to the reverberation time at 500 and 1000 Hz, 
usually evaluated in occupied condition (BRocc). The 
Initial Time Delay Gap (ITDG) is the time difference 
between the direct sound and the first reflection. 
The Lateral Fraction (LF) is the ratio of the early 
energy measured with a figure-of-eight microphone 
(t1 = 5 ms, t2 = 80 ms) and the early energy measured 
with an omnidirectional microphone (t1 = 0 s, t2 = 80 
ms). Subjective LF is expressed through the Lateral 
Fraction Cosine (LFC). Finally, the Surface 
Diffusivity Index (SDI) is defined as an average 
value of diffusivity of all surfaces in a room. 

Fig. 1 – Plans of the main halls of the investigated theatres 
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3. Calibration  

The  theatres were investigated using monoaural 
and binaural techniques in an unoccupied state, 
according to ISO 3382 (ISO, 2009).  
The IRs were measured using a custom high-SPL 
dodecahedron (D’Orazio et al., 2016a) as sound 
source. IRs were acquired using ESS test signals 
(Guidorzi et al., 2015) and postprocessed in order 
to extract ISO 3382 criteria. 
In each theatre, the number and type of curtains 
were noted. The curtains were set for a standard 
performance of a medium-sized orchestra follow-
ing the requirements of the minimum amount of 
absorptive material on the stage, suggested in the 
Charter of Ferrara (Pompoli and Prodi, 2000), of 
500 m2. 
The measurement campaign was characterised by a 
large number of measurements. In the stalls, IRs 
measurements were performed at all seats for sev-
eral source positions: two on the stage, one on the 
fore-stage, one in the centre-stage, two in the or-
chestra pit, one in the covered part, one in the open 
part of the pit – at a height of 1.2 m. In each box, 
measurements were performed placing the micro-
phone in the front position. In the gallery, meas-
urements were taken in correspondence to the 
seats in the boxes, with some slight differences 
depending on the setting of the gallery. The height 
of the microphone was kept at 1.2 m. Over 50,000 
IRs were processed: a more complete overview of 
this survey was presented in (Garai et al., 2015a). 
The theatres were 3D modelled starting from archi-
tectural surveys (ALI, DUS, BON) or laser scanning 
(BOL only (Bitelli et al., 2017)). Numerical models 
were then calibrated by assigning material proper-
ties in each octave band, from 63 Hz to 8 kHz, fol-
lowing an iterative process (ODEON, 2010). The 
absorption coefficients were found in reference 
datasets (Cox and D’Antonio, 2009; Vorländer, 
2007); the scattering coefficients take into account 
geometry of complex surfaces and receiver-surface 
distances (Shtrepi and Astolfi, 2015; Shtrepi, 2019). 
Values of both parameters were adjusted in order 
to fit the measured values (Postma and Katz, 2016). 
 

 

Fig. 2 – Calibration of ALI theatre, considering two source 
positions and three receivers areas (only stalls are displayed 
here). Comparison between measured and simulated values is 
provided in octave bands; error bars refer to 2 times the JND 

 
The iterative process involved EDT and C80 criteria: 
for each sound source, the simulation results were 
averaged for each group of receivers, respectively: 
stalls, boxes and gallery. The calibration process 
was concluded when the differences in each octave 
were within 2 JNDs, which were, respectively, 10% 
for EDTs and 2 dB for C80. An example of calibra-
tion results for EDT in the ALI theatre is shown in 
Fig. 2. 
According to state-of-the-art practice (Lokki and 
Pätynen, 2009), simulations were carried out in 
hybrid mode, combining the mirror source method 
and ray-tracing techniques and setting a 
transmission order of 2. In other words, the first 
two simulated reflections preserve the phase 
information, which may be useful when the 
numerical models are used to auralise anechoic 
signals (D'Orazio et al., 2016b). 
Fig. 3 shows how each layer influences the equiva-
lent acoustic absorption area. The incidence of four 
layers covers the whole absorption: plaster (which 
involves all the surfaces covered by plaster), wood 
(the wooden stage), drapes (curtains and scenarios 
in the fly tower), and seats. Air absorption is negli-
gible at low and mid frequencies. 
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There was a significant difference between modern 
(DUS) and historical theatres (ALI, BON, BOL), 
concerning the weight of the seats and the plaster. 
The acoustic absorption of DUS is mainly charac-
terised by chairs and drapes: it means that the 
acoustic behaviour depends on the mounting of 
scenarios, more than the occupied/unoccupied 
conditions. Indeed, the absorption of the 
upholstered chairs may be comparable to the ab-
sorption of the occupancy. 
Conversely, in the historical theatres, the plaster 
and the wood characterise the acoustic absorption 
of the theatres. 

In each theatre the plaster coefficient was set 
differently depending on the materials on which 
the plaster was fixed: wood (as the case of ALI and 
BON), masonry (BOL) or concrete (DUS). Finally, 
the wooden stage may play a relevant role if the 
stage is large as the case of BON. Indeed, wooden 
layers may be absorbent at low frequencies due to 
the resonances of light parts (D'Orazio et al., 2018; 
Fratoni et al., 2019; Garai et al., 2015b). It can be 
noted that opera houses are coupled volumes, so 
the absorption of the fly tower does not necessarily 
influence the main hall (Garai et al., 2016). 

Fig. 3 – Percentage of equivalent absorption area of each layer in unoccupied conditions  

 

 

Fig. 4– Percentage of equivalent absorption area of each layer in BON in unoccupied and occupied conditions  
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4. Listener Absorption 

Listener absorption may influence the reverbera-
tion time values of the hall (Beranek, 2006). Fur-
thermore, frequency behaviour of listener absorp-
tion differs from the materials one, so the reverber-
ation times may also change in frequency.  
Absorption coefficients of the theatre layers should 
consider the orchestra occupancies too (Jeon et al., 
2015, 2018). In an opera house the orchestra is 
placed in the pit, so the absorption of the musicians 
also influences the acoustic coupling between the 
pit and the hall. 
Fig. 5 shows the differences between the equivalent 
absorption areas of BON theatre, respectively, in 
unoccupied and occupied conditions. It should be 
noted that in the historical theatres (BON, BOL, 
ALI), the audience absorption influences the octave 
bands between 125 and 8000 Hz, while in the mod-
ern theatres (DUS) the absorption of chairs is quite 
similar to that of listeners. Consequently, BRocc val-
ues of the historical theatres span from 1.1 to 1.3, 
while BRocc = 1.5 in DUS (see Table 2). 

5. Ranking 

Subjective preference theory dates back to the 
1970's from studies on European Concert Halls 
(Schroeder et al., 1974), and has since been 
improved by Ando (Ando, 2015). Methods and 
results of the subjective preference are related to 
concert hall and music signals. Beranek (2003) 
extended Ando's subjective preference for concert 
halls, taking into account EDT at mid frequencies 
instead of T30, BQI as a description of the cross 
correlation of early reflections, BR and SDI (Sound 
Diffusion Index). To go to the opera, or generally 
to stay in a theatre, is an experience which involves 
visual, musical, and literary experiences. Cirillo et 
al. (2011) adapted the Ando-Beranek approach to 
Italian opera houses, also taking into account the 
Balance (B) for the opera. A synthesis of preference 
models is shown in Table 3, considering the case of 
a soloist voice as signal source (D’Orazio et al., 
2011; D’Orazio and Garai, 2017). 

Table 2 – Reverberation time and bass ratio values of the 
theatres under study 

ID T30,M,unocc (s) BRocc (-) 

BOL 1.53 1.1 

BON 1.77 1.3 

ALI 1.37 1.3 

DUS 1.32 1.5 

 
Table 3 – Criteria and preferred values of subjective preference 
theories. A τe = 20 ms was assumed for opera singers. The rever-
berant-to-direct ratio was defined according to (Ando, 1983) 
 

Criterion Ando 
2015 

Beranek 
2003 

Cirillo et al. 
2011 

Listening level 
(dB) 

Bin. Level 
≈ 79 

Gmid 
> 1 

Gmid 
1÷8 

Spatiality  
(-) 

IACC 
lowest 

BQI 
0.7 

BQI 
> 0.7 

Reverberation 
(s) 

T30 
23τe,min 

EDT 
2.5 

EDT 
1.4÷1.6 

Intimacy 
(ms) 

ITDG 
(1-

logA)τe,min 

ITDG 
20 

ITDG 
< 20 

Clarity 
(dB) 

- - 
C50 
1÷5 

Warmness 
(-) 

- 
BRocc 

1.1÷1.2 
BR 

1.05÷1.25 

Diffusivity 
(-) 

- 
SDI 

1 
SDI 

1 

 
For the purpose of this analysis, the positions of 
the virtual sound source were chosen similarly on 
the proscenium in all the theatres under study: on 
the longitudinal axis of the stage at 1 m from the 
edge. Fig.s 5 and 6 show the maps of simulated 
values of four criteria involved in the subjective 
preference models in the stalls of two theatres: 
- G for natural gain of the hall; 
- EDT for subjective reverberation; 
- LFC80 for spatiality; 
- C80 for clarity and early-to-late ratio. 
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(a) G (dB) 
 

 

(b) EDT (s) 
 

 

(c) LFC80 (-) 
 

 

(d) C80 (dB) 
 

Fig. 5 – Maps of the distribution of G (dB), EDT (s), LFC80 (-) and 
C80 (dB) in the stalls area of the BON theatre. Sound source 
on the stage, at 1m from proscenium border 

 

 
Stage acoustics was not taken into account in this 
work: an analysis of two halls (ALI, BON) was 
shown in a previous study (D’Orazio et al., 2015). 
Taking into account the subjective models and the 
simulation results, a preliminary ranking of the 
three historical opera houses is shown in Table 4. 
The DUS theatre, being a modern one, is not shown 
in this table. 
 

 

(a) G (dB) 
 

 

(b) EDT (s) 
 

 

(c) LFC80 (-) 
 

 

(d) C80 (dB) 
 

Fig. 6 – Maps of the distribution of G (dB), EDT (s), LFC80 (-) and 
C80 (dB) in the stalls area of the ALI theatre. Sound source 
on the stage, at 1m from proscenium border 

 
6. Conclusion 

A detailed measurement campaign was carried out 
in three historical opera houses and one modern 
theatre. ISO 3382 monaural criteria were used in 
order to calibrate numerical models, which were 
used to extract room criteria in occupied condi-
tions. Criteria in both conditions (unoccupied and 
occupied) were used in subjective preference mod-
els previously proposed by scholars. Results show 
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pros and cons of each theatre, making it possible to 
validate the perceived acoustic quality of theatre 
under study when they are used for opera. 
 
Table 4 – Quality classes (from D to A+) of the three historical 
opera houses studied 

ID Ando/Beranek Cirillo pros cons 

BOL A B IACC  

BON B A EDT  

ALI B B  Low G 
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Abstract 
This study reports on a dynamic simulation of the annual 

performance of a HVAC system consisting of a ground 
coupled heat pump (GCHP), which has which has a  

ground heat exchanger with horizontal pipes for winter 
and summer seasons. The simulations are performed by 

employing the software Trnsys. The HVAC system is con-
nected to a thermal storage tank containing warm water in 

winter and cold water in summer, which serves a single-
family dwelling located in the city of Rome, Italy. A first- 

and second-law analysis of the yearly performance of the 
entire system and of the single components was carried 

out, highlighting the components with the lowest exergy 

efficiency. 

1. Introduction 

In the European Union, the energy consumption in 
the building sector has reached 40% of yearly en-
ergy demand and contributes to around 36% of CO2 
emissions. To reduce these figures, EU member 
States are required to take actions that are compliant 
with the Energy Performance of Buildings Directive. 
Different strategies have been adopted by the single 
member states to reduce this energy consumption 
and to improve the energy efficiency in buildings. 
Among these are increasing the insulation thickness 
of the building envelope (Loreti et al., 2016), em-
ploying more efficient HVAC systems and using re-
newable energies (Valdiserri, 2018). 
As far as the use of renewables are concerned, it is 
worth mentioning that in 2009 and 2018 the Euro-
pean Parliament identified aero-thermal, geother-
mal and hydrothermal energy as renewable energy 
source (RES). Ground-coupled heat pump (GCHP) 
systems for heating and cooling of new and existing 

buildings satisfy both the demand of primary energy 
saving and the goal of the directive on renewable 
energy. As the soil can provide a higher temperature 
for heating and a lower temperature for cooling than 
the external air does, ground-coupled heat pumps 
usually reach higher COPs and EERs than those 
using outdoor air as a heat reservoir. Vertical and 
horizontal ground heat exchangers (Sarbu and 
Sebarchievici, 2014), GHEs, are usually connected 
with heat pumps: the single-pipe horizontal 
configuration is the easiest and cheapest to install, 
although it requires that a large plot of land be avail-
able close to the building served. Horizontal GHEs 
consist of a series of parallel pipe arrangements laid 
out in trenches dug approximately 1-2 metres below 
ground surface (Sanaye and Niroomand, 2010). Due 
to the low installation depth, horizontal GHEs are 
more affected by ambient temperature variations 
than vertical probes, so they require a more accurate 
design (Lucchi et al., 2017). 
All the studies cited above focus on quantitative en-
ergy consumption without accounting for its qual-
ity. This is only possible through a second law ap-
proach, which can be implemented through an ex-
ergy analysis. Several studies suggest that the com-
bination of low-temperature heating systems, with 
low-exergy sources, such as GCHP (e.g. Evola et al., 
2018) are a profitable strategy for energy saving in 
buildings. In order to carry out an appropriate ex-
ergy analysis of an unsteady energy process, the 
definition of a dead state is of paramount im-
portance. In cases such as the one studied here, 
where outdoor thermodynamic variables (tempera-
ture in particular) change over the day and over the 
seasons, there is no definition agreed upon by the 
whole scientific community (Serova and Brodianski, 

165



Paolo Valdiserri, Michael Lucchi, Marco Lorenzini 
 

2004). Some authors use the average outdoor tem-
perature in the heating and cooling seasons as the 
reference temperature, whilst others (Zhou and 
Gong, 2013) calculated the exergy flow rate consid-
ering as dead state the hourly outdoor temperature. 
In this study the latter approach, i.e. a time-depend-
ent dead state temperature, was adopted, as dis-
cussed below. 
The aim of this work is to numerically evaluate the 
performance of a HVAC system consisting of a 
ground-coupled heat pump (GCHP) with horizon-
tal GHE and both hot- and cold-water storage tanks 
for year-round operation. Simulations were run for 
a typical year for a single-family detached house 
around Rome, Italy. Data are presented on a 
monthly basis and for the whole year. The model 
was developed in the dynamic environment of 
Trnsys® 17 Simulation Studio (Klein et al., 2017). 
The energy analysis was conducted both in terms of 
first and second law of thermodynamics and the 
results for a typical year are discussed. 

2. The Case Investigated 

The building chosen for the simulation is a detached 
house located in Rome. It is a two-storied building 
with only the ground floor conditioned, with a liv-
ing room, a kitchen, two bedrooms and a bathroom. 
The building was set-up in Sketchup® (Fig. 1). 
The net surface area is 68.0 m2, whereas the total 
area, including walls is 83.4 m2. The net volume of 
the house to be conditioned is 183.8 m3, and the en-
velope through which heat is exchanged with the 
ambient is 276.6 m2. In terms of the thermal charac-
teristics of the building envelope, the external walls 
have a thermal transmittance of 0.38 Wm-2K-1 whilst 
the value of the overall heat transfer coefficient 
value of the horizontal partitions is U=0.42 Wm-2K-1. 
All the windows have double-pane glasses with a 
uniform thermal transmittance of 1.12 Wm-2K-1.  
All the conditioned rooms are heated and refriger-
ated by fan-coils except the bathroom, which is 
heated – in winter only – by a radiator. The water 
which feeds the fan coils, and in winter the radiator, 
is stored in a tank, which acts as buffer system to 
dampen temperature oscillations due to sudden 
 

changes in outdoor conditions and to cover peak 
loads that might occur. 
 

 

Fig. 1 – Sketch of the building 

One water tank, which is shown as two different 
tanks in the representation in Fig. 2 and in the 
simulation, contains hot water in winter (HWT) and 
refrigerated water in summer (CWT). The water 
tank has a volume of 0.5 m3 and is connected to the 
heat pump. 
 

 

Fig. 2 – Representation of the HVAC system 

The heat pump exchanges thermal energy with the 
ground by means of a horizontal GHE, where a 
mixture of water and glycol circulates. The geo-
thermal field consists of 5 loops, each 100 m long, of 
high-density polyethylene pipes 32 mm in diameter 
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and 2.9  mm thick. The pipes are buried 1.5 m below 
the surface and are connected in parallel. The wheel-
base between the pipes is 0.4 m and the total surface 
area occupied by the geothermal field is about 
180 m2. 
The nominal cooling power of the heat pump is 
1.8 kW with nominal energy efficiency ratio 
EER=4.5, when the temperature of the fluid at the 
evaporator is in the 15-10 °C range and the 
temperature of the fluid at the condenser lies in the 
30-35 °C interval; the nominal heating power is 
2.4 kW with a coefficient of performance COP=4.0, 
when the temperatures of the fluid at the evaporator 
is between 12 and 7 °C and the fluid at the condenser 
is at 40-45 °C. To better replicate the machine’s 
actual behaviour, the EER and COP curves were 
deduced from the manufacturer’s data. 
 

 

Fig. 3 – EER curves for the heat pump 

 

Fig. 4 – COP curves for the heat pump 

Fig. 3 shows EER curves versus condenser mean 
temperature (∆T=5 K) for different values of the 
evaporator mean temperature (∆T=5 K), whilst COP 
values versus evaporator mean temperature for 
fixed condenser mean temperatures are plotted in 
Fig. 4 for the working ranges of interest. 
The temperature set points of water feeding the fan 
coils are 42.5 °C in winter and 8.5 °C in summer, as-

suming a dead band of ± 2.5 °C (summer) and 
± 1.5 °C (winter) for temperature control purposes. 
Three different hydraulic circuits are inserted in the 
model: one to connect the heat pump to the GSHX, 
another between the HP and the water tank and the 
last circuit connects the water tank to the fan coils 
inside the building. The inlet temperature of each 
component is time dependent, whilst the circuits 
mass flow rates, when the pumps are switched on, 
are set at a constant value. The electric power re-
quired by the fan coils ranges between 20 and 
50 watts, depending on the fan velocity. Two levels 
of temperature control are employed. The first is at 
the water tank, as described above, and the second 
in each single room. 
During winter, the temperature in each room of the 
building is set at 20 °C (bathroom 22°C), whilst in 
summer it is at 26 °C, except the bathroom where 
cooling is not required. Weather data for the city of 
Rome were obtained from the Meteonorm database, 
included in the Trnsys® package. 
The simulations were run at time steps of 5 minutes 
over the whole year, spanning both the heating and 
cooling seasons. The most significant data obtained 
and the quantities derived from them are discussed 
in the following section.  

3. Analysis and Discussion of the 
Results 

The COP and EER of the GCHP, both defined as the 
ratio between the energy exchanged with the water 
tank and the electrical energy supplied to the heat 
pump were computed over the corresponding sea-
sons.  
Fig. 5 shows the COP of the GCHP from the month 
of November until the end of March.  
It is clear that the COP dropped from 4.6-5.2 at the 
beginning of the winter season to 3.8-4.4 in the 
month of January. This was due to the temperature 
depletion of the ground and, of course, to the 
harsher external conditions. It remained on this 
range until the middle of March and rose during the 
last days of the heating season. A similar behaviour 
can be observed analysing the energy efficiency ra-
tio during the summer season. Fig. 6 shows the EER 
of the GCHP for three most important months in the 
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summer. In the beginning, the EER stayed in the 
range of 4.1-4.4, then it dropped down to 3.0-3.4 at 
the end of the summer season. In this case, the 
lowest values obtained were for the month of Au-
gust, when outdoor temperatures were at their 
highest, and the ground had experienced a continu-
ous temperature increase owing to contributions 
from both the GHE and solar radiation. 
 

 

Fig. 5 – Winter season COP for the GCHP 

 

Fig. 6 – Summer season EER for the GCHP 

Further, the heating monthly performance factor 
(HMPF) of the whole HVAC-Building system 
(adaption form Dincer, 2017) was calculated on a 
monthly basis as: 

HMPF = Qbu
Wel

  (1) 

Where Qbu (J) is the energy delivered in a month to 
the rooms of the building by the HVAC to keep the 
desired set-point conditions and Wel (J) is the elec-
tric energy consumption during the same period, 
considering both the GSHP and all auxiliaries (fans, 
pumps, etc.). 
Monthly Energy Efficiency Ratio (MEER, again, 
adapted from Dincer, 2017) is computed in the same 
way as the HMPF, albeit for the summer months, as 
shown in Equation (2): 

MEER = Qbu
Wel

  (2) 

Both HMPF and MEER define the behaviour of the 
HVAC-Building assembly in terms of firs-law anal-
ysis, and the results are shown in Fig. 7. 
The heating and cooling system coupled with the 
GCHP exhibits an excellent control of temperature 
and high-performance parameters (HMPF and 
MEER), as shown in Fig. 7. 
 

 

Fig. 7 – HMPF (red) and MEER (blue) for the combined system 

The HMPF of the whole system from the month of 
November until the end of March decreased from 
3.36 at the beginning of the winter season to 3.07 in 
the month of January. At the beginning of the sum-
mer season the MEER averaged 2.68; it then de-
creased to 2.40 at the end of the summer season. Alt-
hough both HMPF and SEER could be shown and 
analysed in their evolution during some typical 
winter and summer days, this would be of little sig-
nificance, and would in fact be misleading, because 
the disturbances (variable outdoor conditions and 
thermal loads) and system response are decoupled 
thanks to the presence of water storage tanks. In-
deed, their purpose is to offer a thermal energy 
buffer to increase the efficiency of the system, pos-
sibly using advanced control strategies (D’Ettorre et 
al., 2019). 
An exergy analysis has also been carried out both at 
system and component level. For the whole system 
the overall exergy efficiency ζ has been calculated 
for each month as: 

ζ=
Exbu

Wel
   (3) 

Where Exbu is the total exergy in joule delivered to 
the building in a month and obtained as the summa-
tion of the amount of exergy delivered to the room 
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in the building. Its value was computed as: 

∑ Qr,i
n
i=1 ∙ �1 − T0

Tr,i
� = ∑ Qr,i

n
i=1 ∙ ηC �

T0
Tr,i
�  (4) 

In Equation (4), Qr,i is the energy delivered to the i-
th room, which is at temperature Tr,i (K), and T0 (K) 
is the temperature of the dead state, which corre-
sponds to the outdoor temperature, ηC is the Carnot 
factor, and n is the number of rooms.  
 

 

Fig. 8 – Monthly overall exergy efficiency (%) for the system 

The reference temperature is chosen as time-de-
pendent on the account of it also being the disturb-
ance to the thermal system (HVAC-building), which 
therefore determines its behaviour over time and 
also represents the instant thermodynamic condi-
tion at which no useful work may be extracted from 
any system interacting with the environment. 
Choosing a fixed state, i.e. the minimum value rec-
orded over each season, would be of no technical 
significance, since the temperature difference would 
amount to a few kelvins, and furthermore, the in-
stant energy demands of the building are not dic-
tated by such harsh conditions. If comparison be-
tween the exergy performance of the present system 
and another (e.g. an air-source heat pump) is de-
sired, the same outdoor temperature history should 
be adopted for both cases, which is consistent with 
the present choice and makes any issues related to 
an ‘absolute state’, such as that given by some refer-
ence temperature a moot point. The results are 
shown in Fig. 8. 
The results of the monthly exergy efficiency align 
with those expected for this kind of system (Verda 
et al., 2016); it is, however, interesting to note that 
the highest efficiencies during winter heating were 
obtained for the coldest months (December and Jan-
uary). This trend was also replicated for the sum-

mer, when August is the month with the best per-
formance. It can be noted how exergy efficiency had 
a maximum (around 15%) in the middle of the win-
ter season (January). Indeed, in this period the heat-
ing demand of the building and the Carnot effi-
ciency associated with the heat transferred to the 
rooms reached their peak. The use of the ground as 
a heat source makes it possible to better exploit the 
energy resource in the coldest days. During the 
summer, the exergy efficiency dropped to values 
significantly lower than those obtained in winter: in 
particular, it lies between 2.2% and 2.4%. This is due 
to the very low values of the Carnot efficiency; dur-
ing this time, the temperature of the rooms (which 
is kept at a set-point value of 26 °C) was close to T0, 
and the Carnot efficiency therefore dropped to very 
low values approaching zero. 
This behavior can be explained by observing the 
amount of exergy extracted from the ground by the 
GHEs, Exg (J), which is calculated on a monthly ba-
sis using Equation (5): 

Exgd = ∑ ṁw,gd,j
n
j=1 ∙ �hw,gd,,o − hw,gd,i − T0 ∙

c ∙ ln �Tw,gd,o

Tw,gd,i
��

j
Δτ     (5) 

Where ṁw is the water mass flowrate (kg s-1) 
through the GHE over the time interval ∆τ (s) , c is 
the specific thermal capacity (kJ kg-1 K-1), n is the 
number of time intervals over the period consid-
ered, hw,o and hw,i the outlet and inlet specific en-
thalpies (kJ kg-1) of the water, and Tw,o and Tw,i (K) 
the outlet and inlet temperatures, respectively. The 
results are plotted in Fig. 9: it is evident that the 
maximum amount of exergy yield is obtained in the 
month with extremes of either heat or cold. 
 

 

Fig. 9 – Monthly exergy extraction from GHE 
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Despite the amount of exergy extracted from the 
ground, the GHE is the component with the lowest 
exergy efficiency, which is similar to that of the 
whole system, as shown in Fig. 10. 
 

 

Fig. 10 – Monthly efficiency (%) for GHE 

The explanation for this behaviour is to be sought in 
the way the exergy efficiency is defined for the com-
ponent, Equation (6): 
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𝑇𝑇0
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= 𝑇𝑇𝑙𝑙𝑙𝑙,𝑔𝑔ℎ−𝑇𝑇0
𝑇𝑇𝑔𝑔−𝑇𝑇0

𝑇𝑇𝑔𝑔
𝑇𝑇𝑙𝑙𝑙𝑙,𝑔𝑔ℎ

 (6) 

Tlm,gh, (K) is the log-mean temperature difference be-
tween outlet and inlet of the GHE, whilst Tg., (K), is 
the ground temperature, which should be uniform. 
The second rate in Equation (6) is close to unity, but 
the first is very small most of the time, hence the 
limited exergy efficiency. 
The heat pump, on the other hand, has a different 
behaviour. In particular, its exergy efficiency is cal-
culated as: 

ζHP = Exld
Wel,hp+Exgh

    (7) 

Where Exld (J) is the exergy that the heat pump sup-
plies to the two storage tanks, Exgh (J) is the exergy 
which the pump receives from the ground through 
the heat exchanger and Wel,hp (J) is the energy re-
quired to power the heat pump. The two contribu-
tions are obtained from Equations (8) and (9): 
 

Exld = ∑ ṁw,ld,j
n
j=1 ∙ �hw,ld,o − hw,ld,i − T0 ∙

∙ c ∙ ln �Tw,ld,o
Tw,ld,i

��
j
Δτ  (8) 

and 

Exgh = ∑ ṁw,gh,j
n
j=1 ∙ �hw,gh,o − hw,gh,i − T0 ∙

∙ c ∙ ln �
Tw,gh,o

Tw,gh,i
��

j
Δτ  (9) 

The symbols are analogous to those in Equation (5), 
but it must be remarked that if ṁw,gh,j is the same 
as ṁw,gd,j, this is not the case for the values of 
the enthalpies nor of the water temperatures 
appearing in Equation (5) and in Equation (9), 
respectively. 
 

 

Fig. 11 – Monthly exergy efficiency (%) for the heat pump 

The monthly exergy efficiencies for the heat pump 
are shown in Fig. 11. In can be noted that the trend 
is constantly diminishing, which hints at a steady 
decrease in the potential of the ground to supply ex-
ergy. This is due to the constant thermal depletion 
of the ground (which is progressively cooled in win-
ter and heated in summer); this trend is enhanced 
by the type of GHE loops, which are laid less than 
2 metres below the ground level and are therefore 
more influenced by thermal losses/gains from ambi-
ent temperature and radiation. It must also be no-
ted, however, that this is an intrinsic characteristic 
of the model adopted to simulate the ground 
temperature, Tgd (K), (Kusuda et al., 1965). 
The yearly exergy efficiency for one of the bed-
rooms, which is representative of the behaviour of 
the other rooms too, is shown in Fig. 12. 
The efficiency is calculated as: 

ζHP = Exr
Wel,fc+ΔExfc

    (10) 

Exr (J) is similar to Exbu in Equation (3), but refers to a 
single room, Wel,hp (J) is the electric energy to power 
the fan coils and ∆Exfc is the exergy variation of the 
water flow between inlet and outlet of the fan coil. 
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Fig. 12 – Monthly exergy efficiency (%) for one bedroom 

∆Exfc is computed as per Equation (11), with the 
symbols denoting the same quantities as in Equa-
tions (8) and (9), except that they refer to the water 
flowing through the fan coils. 

ΔExfc = ∑ ṁw,fc,j
n
j=1 ∙ �hw,fc,o − hw,fc,i −

T0 ∙ c ∙ ln �Tw,fc,o
Tw,fc,i

��
j
Δτ   (11) 

The maximum exergy efficiency is for the coldest 
months, both in winter (December to February) and 
in summer (June). In this case, the electric demand 
of the fan coils is likely to determine this trend. 

4. Conclusions 

This work presents a first- and second-law analysis 
of the yearly performance of a HVAC system cou-
pled with a ground-source heat pump, used to con-
trol the temperature in a single-family dwelling lo-
cated in Rome. 
The results showed excellent energy performance of 
the system both in the cooling and heating periods. 
Exergy efficiencies are markedly lower during the 
summer owing to the lower Carnot efficiencies. The 
analysis at component level also highlighted the 
GSHX to be the least-efficient component. 
Future developments of the research include a com-
parison, for the same building, between the HVAC 
system presented here (GSHP) and different kinds 
of generation systems such as a traditional gas-fired 
boiler or an air source heat pump. 

Nomenclature 

Symbols 

c Specific capacity (kJ kg-1 K-1) 
COP Coefficient of performance (-) 
EER Energy efficiency ratio (-) 
h Specific enthalpy (kJ kg-1) 
HMPF Heating Monthly Performance 

Factor (-) 
ṁ Mass flowrate (kg s-1) 
Q Thermal energy (J) 
SEER Season Energy Efficiency Ratio (-) 
Τ Temperature (K) 
U Overall heat transfer coefficient 

(Wm-2K-1) 
W Work (J) 
∆τ Time interval (s) 
η Carnot factor (-) 
ζ Exergy efficiency (-) 

Subscripts/Superscripts 

bu building 
el electric 
fc fan coil 
gd ground 
gh ground heat exchanger 
HP Heat pump 
i inlet 
ld load 
lm log-mean 
o outlet 
r room 
w water 
0 ambient (dead state) 
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Abstract 
Gypsum board walls are widely used in buildings today. 

A possible way to considerably increase the sound insula-
tion performances of such light-weight walls is to apply a 

double or triple layer of screwed boards separated from 
each other. The separation between the boards prevents 

the decrease of the critical frequency towards lower val-
ues, while retaining the improvement of the sound insula-

tion performances provided by the double layer. In this 
paper the loss of acoustic insulation performances due to 

the thin air layer between the coupled boards is studied 
and a modelling technique based on the transfer matrix 

method is used to simulate the acoustic behaviour of the 
resulting structure. The simulations are compared with la-

boratory measurements carried out according to the ISO 
10140 series standards, and the transfer matrix approach 

is found to be suitable to describe the problem, provided 
that a modified model for the air gap between the boards 

is used. 

1. Introduction 

The early application of gypsum-based walls as con-
struction materials dates back to the first half of the 
twentieth century in the US, and since then it has 
been continuously developed due to the unique 
characteristics of this material: low cost, good work-
ability, relatively low weight and quick laying. The 
issuance of strict regulations regarding thermal and 
acoustic quality has further increased the preference 
for these materials in different sectors, especially the 
building construction, as they are particularly suit-
able to the tailored optimisation that new technolo-
gies require nowadays. A typical optimisation prob-
lem in building construction demands that both 
thermal and acoustic requirements are met: a com-
plex task (Di Bella et al., 2015) in which an improve-

ment in either aspect does not necessarily imply the 
improvement in the other (Bettarello et al., 2010; Ca-
niato et al., 2015; Caniato et al., 2019; Caniato et al., 
2020; Di Bella et al., 2014). Therefore, the availability 
of simple tools to quickly and reliably predict the 
acoustic behaviour of the partition is of a certain im-
portance.  
Many authors have studied the sound insulation be-
haviour of lightweight walls made of gypsum 
board, gypsum fibreboards and wood panels featur-
ing an air gap filled with mineral or glass wool. Abd 
El Gawad Saif and Seddek (2010) experimentally 
evaluated the sound insulation performances of dif-
ferent gypsum board-based partitions and investi-
gated the influence of several factors on the result-
ing sound transmission class. Uris et al. (2002) stud-
ied the influence of the number and spacing of point 
connections due to screws on the sound reduction 
index of lightweight partitions. It was found that the 
screw spacing is more important in double-leaf 
walls than in uncoupled double walls due to struc-
tural transmission through the frame. Kim et al. 
(2010) identified several factors that influence the 
sound insulation performance of gypsum-board 
walls, such as the method used in attaching gypsum 
boards, the addition of a further board, the installa-
tion of sound absorbing material, the curing time of 
the plaster and the type of studs used. Roozen et al. 
(2015) found indeed that even the tightening level of 
the studs can considerably affect the insulation 
properties.  
In terms of mathematical models, one of the best-
known analytical approaches derives from 
Cremer’s classic theory (1942), and is applicable to 
homogeneous plates. The introduction of a fre-
quency-dependent bending stiffness by Nilsson 
(1990) also allows the approach to be extended to 
complex structures, such as sandwich panels, whose 
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bending stiffness can be measured experimentally 
and fed as input to the model (Nilsson and Nilsson, 
2002). This method is used by Piana et al. (2014), and 
Piana et al. (2017) to determine the transmission loss 
of dry-wall panels displaying orthotropic and sand-
wich-like features, showing good agreement with 
standardised measurement results. Another possi-
ble approach is provided by the transfer matrix 
method (TMM), which is particularly suitable to 
model multi-layer structures. The modelling con-
sists in two steps: representing each layer with a 
transfer matrix, whose structure depends on the ma-
terial, and composing the matrices to form the over-
all transfer matrix that relates the input and output 
acoustic states (Vigran, 2008).  
When two identical gypsum walls are screwed (but 
not glued) together, and separated by a thin air gap, 
in the case of a diffuse sound field, the resulting 
structure exhibits a doubled mass per unit area but 
the critical frequency is still that of a single-layer 
structure. This aspect leads to an increase in the per-
formance of the double-layer solution with respect 
to a single-layer solution of equal mass. On the other 
hand, some issues in the modelling of the sound in-
sulation behaviour arise if a narrow air gap is left 
between the two gypsum panels as is the practice. 
This paper examines the sound insulation perfor-
mances of double-layered gypsum board walls with 
different thicknesses by investigating the influence 
of a thin layer of air between the two plates through 
the transfer matrix method. In the following section, 
the transfer matrix method is presented with refer-
ence to the case at hand. Section 3 describes the pan-
els used for the evaluation in terms of geometry and 
measured sound reduction indices, which the 
model results are compared to in Section 4. Finally, 
the conclusions are drawn and possible future de-
velopments are identified. 

2. Double-Layer Gypsum Board Model  

2.1 Transfer Matrix Method 

The transfer matrix method (TMM) for multilayer 
acoustical systems allows wave motion in a single 
direction (Vigran, 2008). For this reason, the struc-
ture must be “thin”, in that its thickness must be 

small enough with respect to the wavelength for the 
wave motion inside the structure to be negligible. In 
this hypothesis, each i-th layer of the multilayer 
structure (see Fig. 1) can be represented by a 2-by-2 
matrix describing the relationship between the inlet 
and outlet acoustical quantities – typically, pressure 
p and particle velocity u: 

�
𝑝𝑝𝑖𝑖−1
𝑢𝑢𝑖𝑖−1� = �

𝑇𝑇𝑖𝑖,11 𝑇𝑇𝑖𝑖,12
𝑇𝑇𝑖𝑖,21 𝑇𝑇𝑖𝑖,22

� �
𝑝𝑝𝑖𝑖
𝑢𝑢𝑖𝑖� = 𝑻𝑻𝑖𝑖 �

𝑝𝑝𝑖𝑖
𝑢𝑢𝑖𝑖�  (1) 

 

 

Fig. 1 – Multilayer structure 

The elements of the matrix depend on the character-
istics of the layer. For a fluid layer such as air, the 
fundamental quantities the transfer matrix depends 
on are the wavenumber in the fluid, k, or the propa-
gation coefficient Γ = jk, and the characteristic im-
pedance Zc. Assuming oblique incidence at angle θ 
with respect to the normal, the transfer matrix of a 
porous layer can be written as  

𝑻𝑻fluid = 

= �
cosh�Γ𝑑𝑑 ∙ cos(𝜃𝜃)� 𝑍𝑍𝑐𝑐sinh�Γ𝑑𝑑∙cos(𝜃𝜃)�

cos(𝜃𝜃)
sinh�Γ𝑑𝑑∙cos(𝜃𝜃)�

𝑍𝑍𝑐𝑐
cos(𝜃𝜃) cosh�Γ𝑑𝑑 ∙ cos(𝜃𝜃)�

� (2) 

where d is the thickness of the layer. A similar for-
mulation also holds for porous layers, provided that 
the porosity is accounted for in the anti-diagonal 
terms.  
The transfer matrix for a thin panel, such as a gyp-
sum board, basically depends on the wall imped-
ance of the element, Zp, defined as the ratio between 
the sound pressure difference across the layer and 
the velocity. If the velocity is assumed to be equal 
on both sides of the panel, the transfer matrix can be 
written as 

 𝑻𝑻panel = �1 𝑍𝑍p
0 1

�    (3) 
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The matrices for the individual layers can subse-
quently be multiplied to obtain the matrix describ-
ing the full multilayer structure: 

𝑻𝑻 = 𝑻𝑻1 ∙ 𝑻𝑻2 ∙ … ∙ 𝑻𝑻n    (4) 

The transmission coefficient τ can be obtained from 
the overall transfer matrix: 

𝜏𝜏 = 2exp(𝑗𝑗𝑘𝑘0𝑑𝑑tot)

𝑇𝑇11+
𝑇𝑇12
𝜌𝜌0𝑐𝑐0

+𝜌𝜌0𝑐𝑐0𝑇𝑇21+𝑇𝑇22   (5) 

and the sound reduction index is R = 10 log10 (1/τ). 

2.2 Modelling the Layers 

In modelling the air layer, one must consider that 
using Equation (2) is suitable for large cavities 
whose effect can be seen in the audible frequency 
range. This effect causes the presence of a resonance 
frequency due to the mass-spring-mass system. 
Above this resonance frequency, a typical 12 dB/oc-
tave slope can be observed. When two gypsum 
boards are connected together, the air gap is so thin, 
compressed and damped that the only effect is the 
introduction of a flow resistivity to the air trying to 
flow through the space between the vibrating 
boards. For this reason, instead of modelling the gap 
between the panels as an air layer, it was modelled 
as a small cavity filled with a porous material with 
low-air-flow-resistivity. If the frame of the porous 
layer can be considered as motionless, a simplified 
model for the porous layer can be applied. The po-
rous layer is then modelled as an equivalent fluid. 
The losses in the air gap were taken into account by 
introducing a flow resistivity r and a complex prop-
agation coefficient Γc and a complex characteristic 
impedance Zc are calculated. A Delany-Bazley-like 
model for porous materials was used to calculate the 
two characterising parameters (Mechel, 2008): 

𝑍𝑍𝑐𝑐 = 𝑍𝑍0 �1 + 𝑎𝑎 �𝜌𝜌0𝑓𝑓
𝑟𝑟
�
−𝑏𝑏
− 𝑗𝑗𝑗𝑗 �𝜌𝜌0𝑓𝑓

𝑟𝑟
�
−𝑑𝑑
�  (6) 

Γ𝑐𝑐 = 𝜔𝜔
𝑐𝑐0
�𝑎𝑎′�

𝜌𝜌0𝑓𝑓
𝑟𝑟
�
−𝑏𝑏′

+ 𝑗𝑗 �1 + 𝑗𝑗′ �𝜌𝜌0𝑓𝑓
𝑟𝑟
�
−𝑑𝑑′

�� (7) 

An air flow resistivity of 2000 (Pa s/m2) and a thick-
ness of 1 mm were considered. As a first approxima-
tion the following values were considered for the 
model parameters: a=b=aʹ=bʹ=cʹ=dʹ=0 and c=d=1. 
In terms of the gypsum board layers, only the wall 
impedance Zp needs to be modelled. This can be 
done through Cremer’s theory for homogeneous 

panels: 

𝑍𝑍p = 𝑗𝑗𝑗𝑗𝑗𝑗 �1 − (1 + 𝑗𝑗𝑗𝑗) �𝑓𝑓
𝑓𝑓c
�
2

sin4(𝜃𝜃)�  (8) 

Here, μ is the mass per unit area of the panel, η is 
the loss factor of the structure, and fc is the critical 
frequency, which depends on the bending stiffness 
D through the expression 

𝑓𝑓c = 𝑐𝑐2

2𝜋𝜋 �
𝜇𝜇
𝐷𝐷

     (9) 

D being the bending stiffness of the panel. Here, the 
physical characteristics of the gypsum board were 
obtained through an inverse analysis starting from 
the measured mass per unit area of the panels. The 
modulus of elasticity and the loss factor can be de-
rived by technical datasheet of the material and by 
dedicated measurements, where available. As an al-
ternative, meaningful indications can also be ob-
tained by measured sound reduction index curves. 

3. Experimental Analysis 

3.1 ISO 10140 Measurements 

In order to validate the predictions provided by the 
model, gypsum board pairs with three different 
thicknesses were screwed together and some ad hoc 
measurements on the three structures were carried 
out in sound transmission suites following the pro-
cedure of ISO 10140 international standard series. 
In particular, the standard requires that a diffuse 
sound fields is established in two adjacent rooms. 
Through measurements of the sound pressure level 
and of the sound absorption characteristics of the re-
ceiving room, the sound reduction index R can be 
determined as: 

𝑅𝑅 = 𝐿𝐿1 − 𝐿𝐿1 + 10log10 �
𝑆𝑆
𝐴𝐴
�   (10) 

where A is the equivalent absorption area in the re-
ceiving room calculated as: 

𝐴𝐴 = 0.16 𝑉𝑉
𝑡𝑡𝑟𝑟

    (11) 

and tr is the reverberation time of the receiving 
room. 
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3.2 Description of the Panels  

This paper investigates the sound reduction index 
of gypsum board panels which have a thickness of 
9.5 mm, 12.5 mm and 15 mm, mounted as a single 
or double layer and fastened together by using 20 
screws (4 columns × 5 rows) on the panel surface 
(Table 1). 

Table 1 – Gypsum board characteristics 

Thickness (mm) µ (kg/m2) ρ (kg/m3) 

9.5  6.9 730 

12.5  9.0 721 

15  12.5 833 

 
The sound reduction index of the different panels 
was determined on 1700 mm × 1090 mm specimens 
(Fig. 2). In order to avoid sound leakage through the 
sides of the specimens fitted into the wall dividing 
the two rooms, a sealant (Perennator TX 2001 S) was 
used to close the air gap between the frame and the 
plate. The sound pressure levels in the emitting and 
receiving rooms were measured by using a L&D 824 
sound level meter and subsequently space-aver-
aged. The reverberation time of the receiving room 
was measured using the interruption of stationary 
pink noise technique. 
 

 

Fig. 2 – Installation of the panel according to ISO 10140  

The results of the theoretical model were compared 
with sound reduction index measurements per-
formed in sound transmission rooms according to 
the ISO 10140 series standards. 
Fig.s 3, 4 and 5 show the comparison between the 
results of the simulations and the predictions car-
ried out by using the transfer matrix method for the 
9.5 mm, the 12.5 mm and the 15 mm double-panel 
gypsum boards: 
1) Cremer model for single panel; 
2) Cremer model for double layer of panels; 
3) TMM model with air layer, modelled as a 

porous layer; 
4) laboratory measurement. 

 
The measurements showed that the critical frequen-
cies of the tested structures with 9.5 mm, 12.5 mm 
and 15 mm boards are 4000 Hz, 3150 Hz and 2500 
Hz, respectively. 
From the simulation for a single gypsum board per-
formed with Cremer’s theory, it can be observed 
that the critical frequency of two identical layers 
spaced by a thin air gap is indeed the same as that 
of a single board, whereas the critical frequency of a 
monolithic double thickness layer would have been 
lower. 
The transfer matrix model appears to predict cor-
rectly both the position in frequency of the coinci-
dence dip and the values of sound reduction index 
around and above the critical frequency. This indi-
cates that the loss factor has been modelled cor-
rectly, which is also confirmed by the slope that the 
sound reduction index curve features beyond the 
critical frequency. 
It is important to note that if a classic transfer matrix 
approach for the air layer between the panels is 
used, a considerable underestimation of the perfor-
mance around the cavity resonance frequency is ob-
tained.  
Below 400 Hz, the agreement of the simulations 
with the measured values becomes poor. This is due 
to the fact that, in the gypsum board transfer matrix, 
the wall impedance Zp has been estimated through 
Cremer’s theory, which is valid for infinite panels. 
The discrepancy between the curves is therefore due 
to the modal behaviour of the actual panel and to 
the so-called “baffle effect”.  
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Fig. 3 – Double gypsum board 9.5 mm + 9.5 mm model comparison 

 

Fig. 4 – Double gypsum board 12.5 mm + 12.5 mm model comparison 

 

Fig. 5 – Double gypsum board 15 mm + 15 mm model comparison 
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4. Conclusion 

This paper has studied the acoustic insulation per-
formance of double layer gypsum board panels sep-
arated by a thin air gap. The multilayer acoustic 
structure was modelled with the transfer matrix 
method. In particular, the thin air layer was repre-
sented as a porous layer with very low flow resistiv-
ity, whereas the transfer matrix of the gypsum panel 
was built by using Cremer’s theory for infinite ho-
mogenous plates. The results of the simulations 
were compared with measurements in sound trans-
mission suites. The modelling technique proved to 
be suitable to estimate correctly some fundamental 
elements of the acoustic behaviour of the structure, 
such as the maintenance of the same critical fre-
quency as the single gypsum layer, the values of the 
sound reduction index and the slope of the curve at 
and above the coincidence region. At low frequen-
cies, where the modal behaviour of the structure 
dominates, a discrepancy is observed between sim-
ulations and measurements, arguably due to the fi-
nite size of the tested panel with respect to the infi-
nite panel theory used to estimate the wall imped-
ance in the panel’s transfer matrix. 

Nomenclature 

Symbols 

τ sound transmission coefficient (-) 
W sound power (W) 
R sound reduction index (dB) 
L mean equivalent sound pressure 

level (dB) 
S surface of the specimen 
A equivalent absorption area of the 

receiving room (m2) 
V volume of the receiving room (m3) 
tr mean reverberation time of the 

receiving room (s) 
μ mass per unit area (kg/m2) 
t thickness of the panel (m) 
ρ density (kg/m3) 
E Young’s modulus (GPa) 
ν Poisson’s modulus 
η loss factor 
f frequency (Hz) 

fc critical frequency (Hz) 
T transfer matrix 
L thickness of the air layer (m) 
La thickness of the porous layer (m) 
θ angle of incidence in air (rad) 
θa angle of incidence in a porous layer 

(rad) 
Zp impedance of single gypsum-panel 

(Pa s m-1) 
Za impedance of porous layer (Pa s m-1) 
Γa porous complex propagation 

coefficient (m-1) 
Z0 impedance of air (Pa s m-1) 
Γ0 air complex propagation coefficient 

(m-1) 
k0 wave number (m-1) 
ω angular velocity (rad/s) 
D bending stiffness (m-1) 
σ air flow resistivity (Pa s/m2) 

Subscripts/Superscripts 

1 transmitting room 
2 receiving room 
w weighted value 
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Abstract 
When dealing with energy-saving topics, it is increasingly 
common to focus on the efficiency of existing systems, ra-

ther than adopting new ones. In the specific case of the 
building envelope this practice is supported by the diffi-

culty in completely replacing opaque components of the en-
velope, such as external walls or roofs. This work involves 

the renovation of a cavity wall, with the aim of improving 
its energy performance. A traditional cavity wall has been 

modified by blowing a bio-based insulating material ob-
tained from cellulose flakes inside the air cavity gap. Alt-

hough an operation of this type leads to a significant in-
crease in thermal performance of the wall, it is not equally 

obvious that it is effective in terms of humidity and vapor 
condensation. The purpose of this work is to evaluate the 

effect of the blowing process on the hygrometric perfor-
mance of the opaque component to ensure correct compli-

ance with the performance parameters established by Italian 
legislation in terms of vapor transmission and condensation 

phenomena. In order to study the hygrometric behaviour, a 
numerical model of the construction was developed and 

simulated. The simulation involved two different regula-
tory approaches, which were compared: a first calculation 

was carried out in steady-state conditions, according to the 
UNI EN ISO 13788 standard (ISO, 2012). Afterwards, a dy-

namic simulation following the UNI EN 15026 standard was 
performed (CEN, 2007). The results obtained by both the 

methods were analysed and compared. The results demon-
strate that by adopting the calculation procedure in steady-

state conditions, the phenomenon of interstitial condensa-
tion occurs. A different result is obtained by applying the 

calculation method in dynamic regime, according to which 

the vapor would not condense inside the structure. 

1. Introduction

The fact that the construction sector is one of the 
main contributors to global energy consumption is 
now an established reality. Energy consumption of 
the European building stock is related to heating 
and cooling requirements, necessary to maintain an 
appropriate level of thermal comfort and IAQ 
within the living spaces (BPIE, 2015) and to climate 
scenarios (Bilardo et al., 2019). However, it is clear 
that the largest share of energy consumption in 
buildings does not come from new buildings, since 
they are subjected to an accurate design process 
from the energy point of view (Bourdeau et al., 
2019). For this reason, when it comes to energy effi-
ciency, it is of primary importance to consider the 
existing buildings’ stock, responsible for higher en-
ergy utilization, with a consequent higher environ-
mental impact.  
The energy retrofit of the existing buildings there-
fore appears as a tool with great potential to achieve 
the objectives set out by the European commission 
(Cortiços, 2019). One possible way to improve the 
energy efficiency of an existing building is by con-
sidering an envelope retrofit. The renovation of the 
envelope aims to reduce the heat transfer of the en-
velope components in order to minimize energy 
needs and guarantee better thermal comfort of the 
indoor environment. This category of energy retro-
fit solution can sometimes be intrusive, modifying 
the external morphology of a building’s façades by 
applying external insulation, or in interior spaces 
when applying insulating layers on the internal sur-
faces of the walls (Bottino-Leone et al., 2019). 
Another possible solution is represented by the ap-
plication of insulating materials inside the existing 
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walls with an air gap. This construction type, typical 
of the 1960s-1970s in the Italian building stock, is very 
widespread and represents an attractive opportunity 
for energy efficiency improvements. The application 
of insulating materials inside an air gap is also advan-
tageous from the point of view of the impact on the 
building envelope since it does not modify the exter-
nal surface nor the internal volume. One of the most 
adopted techniques of interspace insulation is the in-
jection of insulation material using a special nozzle. 
In this way the insulating material is arranged homo-
geneously in the volume occupied by the air, decreas-
ing the U-value of the wall and improving the overall 
thermal performance of the envelope. Among the in-
sulating materials used for this type of application, 
organic products are of particular interest. This is 
firstly because they have a low thermal conductivity 
value, comparable with classical insulating material, 
and secondly because they are often produced from 
regenerated industrial waste materials, thus feeding 
the processes of sustainable circular economy. Alt-
hough obtaining excellent results in terms of thermal 
insulation and reduction of energy consumption, or-
ganic insulating materials often face some difficulties 
in hygrometric verification and moisture transport 
(Cascione et al., 2017). According to the current Ital-
ian legislation (established by the DM 26/06/2015), 
the absence of mould formation and the absence of 
interstitial condensation phenomena must be verified 
in the heat transfer surfaces with outside boundary 
conditions. These verifications must be carried out in 
accordance with the current technical regulation, rep-
resented by the UNI EN ISO 13788 standard (ISO, 
2012). However, this standard reports a simplified 
calculation method in steady-state conditions, which 
tends to overestimate the risk of interstitial conden-
sation due to diffusion phenomena only, and does 
not consider other physical phenomena that affect 
constructions, including the transport of moisture by 
capillarity or the hygroscopic capacity of the material. 
To provide a more accurate determination of the hy-
grometric behaviour of a building construction, a 
more detailed analysis, based on dynamic properties 
of the envelope, is therefore required. A dynamic cal-
culation method to describe the phenomena of mois-
ture transport in a building construction is reported 
in the UNI EN 15026 standard (CEN, 2007). This 
standard, although not cited by the Italian legislation, 

provides the tools for a more accurate calculation of 
the hygrometric behaviour, sometimes leading to dif-
ferent results when compared to the steady-state con-
ditions. 
In the present work, the application of cellulose flakes 
in the air gap of an existing wall is examined (Lopez 
Hurtado et al., 2016). Through specific simulation 
tools, the hygrometric behaviour of the wall is dis-
cussed first in steady-state conditions (adopting UNI 
EN ISO 13788) and then in a dynamic condition 
(adopting UNI EN 15026). The study refers to a typi-
cal existing wall on which this type of energy retrofit 
must be applied. From the results that were pro-
duced, the adoption of stationary methods for hygro-
thermal verification is questioned. 

2. Methodology 

This work presents a detailed analysis of the hygro-
metric behaviour of a cavity wall subjected to an en-
ergy retrofit intervention by blowing flakes of cellu-
lose within the air gap. The purpose of this analysis 
is to verify the hygrometric behaviour of the case 
study construction by comparing a stationary calcu-
lation method with a dynamic simulation method. 
The methodology used to fulfil the purpose of the 
research is divided into three main parts, addressed 
in this work: 
1) Characterization and specific modelling of the 

case study construction; 
2) Hygrometric verification in steady-state condi-

tions, in accordance with UNI EN ISO 13788; 
3) Hygrometric verification in dynamic calcula-

tion conditions, in accordance with UNI EN 
15026. 

The objective of the analysis is the verification of the 
absence of risk of superficial and interstitial conden-
sation as well as mould formation, in compliance 
with the current Italian legislation represented by the 
DM 26/06/2015. The reference weather conditions 
used for the simulation are those of Turin, a city in 
northern Italy with a humid subtropical climate.  
The following calculation software tools were used to 
support the verification carried out: 
- TerMus-G for steady-state conditions; 
- WUFI® for dynamic simulation. 
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2.1 The Regulatory Issue 

One of the problems that led to the development of 
this work is of a regulatory nature. The current Italian 
regulation scenario, defined by DM 26/06/2015, 
makes it necessary to design external construction 
where there is neither mould formation nor intersti-
tial condensation. This results in a regulatory frame-
work that is very restrictive and disadvantageous for 
natural-based material, such as cellulose flakes. Fur-
thermore, the current legislation provides for the ver-
ification of the hygrometric performances through 
the UNI EN ISO 13788 standard, using a steady-state 
approach. This evaluation is therefore very limiting 
and often the results it produces are not reliable. 
However, more accurate methods can be used to 
evaluate the hygrometric behaviour of opaque ele-
ments, such as the evaluation of moisture transfer by 
numerical simulation described by the UNI EN 15026 
standard. 

2.2 Methodology for Stationary 
Calculation 

The steady-state calculation method based on the 
UNI EN ISO 13788 standard consists of evaluating 
the trend of the vapour pressure and the saturation 
pressure inside the construction layers. A tool used to 
visualize these trends is the Glaser diagram. This 
graph, used to check the surface and interstitial con-
densation in the wall, is evaluated monthly with av-
erage boundary conditions, established by the legis-
lation for each climatic location. Similarly, the condi-
tions of the internal environment must also be 
known. The legislation proposes 5 types of internal 
environments, depending on the internal vapour pro-
duction. To be consistent in the use of the weather 
data applied in the two simulation approaches, the 
same dataset was taken into consideration. The 
weather data used for the simulation come directly 
from the WUFI® software database and were devel-
oped by the Swiss institute TBZ (https://tbz.ch). Since 
the only national standard describing hourly weather 
data (UNI 10349) is not complete in terms of rain 
load, wind direction and speed, it was necessary to 
use hourly meteorological data developed by third 
parties. Table 1 summarizes the external and internal 
weather conditions adopted for the evaluation of the 
Glaser diagram in stationary conditions. For the 

steady-state evaluation, average monthly values of 
temperature and relative humidity were extracted 
from the hourly dataset. 

Table 1 – Monthly weather boundary conditions 

 External Internal 
 T [°C] ϕ [%] T [°C] ϕ [%] 
Jan 1.8 73.0 20.0 56.0 
Feb 3.9 73.5 20.0 55.1 
Mar 8.1 77.3 20.0 45.4 
Apr 11.9 66.2 20.0 47.1 
May 16.0 74.7 18.0 66.4 
Jun 19.5 74.6 21.1 68.1 
Jul 23.0 76.7 23.3 64.2 
Aug 22.0 75.1 22.6 71.3 
Sep 18.2 81.4 18.8 71.5 
Oct 12.4 88.6 20.0 63.3 
Nov 6.3 72.7 20.0 58.8 
Dec 2.6 73.7 20.0 57.1 

2.3 Methodology for Calculation in 
Dynamic Regime 

The dynamic calculation method has hourly time-
varying boundary conditions. The weather condi-
tions include both the meteorological conditions of 
the chosen location and a hygro-thermal profile 
within the building. Hourly temperature and relative 
humidity have been likewise considered to set the in-
ternal conditions. Based on the calculation method 
proposed by the UNI EN 15026 standard, the internal 
air temperature is derived from the trend of the ex-
ternal temperature through the application of a linear 
function. The calculation of the internal temperature, 
however, respects some limits: it is kept constant at 
20 °C when the external temperature drops below 
10 °C - by heating - and does not exceed 25 °C when 
the outside temperature exceeds 20 °C - by cooling. 
With a similar linear correspondence, UNI EN 15026 
also defines the dynamic trend of internal relative hu-
midity, which however has been increased by 5% 
compared to the calculation value.  
The dynamic simulation was performed over a pe-
riod of two years, with a simulation step of 1 hour. A 
simulation period of two years was preferred over a 
single year since hygrometric phenomena develop 
with longer times and usually follow seasonal trends. 
The adopted calculation profile made it possible to 
use the first simulation year to calibrate the model 
and generate realistic values of inputs for the second 
simulated year, which was the only one considered 
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for the analysis of the results presented in this paper. 
The simulation of the model involved both the reso-
lution of the heat transport and conservation equa-
tions (Equation 1 and 2) and the moisture transport 
calculation (Equation 3), which considers the capil-
lary transport phenomena, the latent heat involved in 
the gas-liquid phase transition (temperature func-
tion) and all the hygrometric functions presented in 
Section 3.2. 

�cm∙ρm+cw∙w�∙
∂T
∂t =-

∂�qsens+qlat�

∂x
  (1) 

qsens=-λ(w)∙
∂T
∂x

  (2) 

gv=
1

μ(φ) δ0
∂pv
∂x

  (3) 

The results obtained from the simulation consist of 
the hourly trend of temperature and relative humid-
ity, as well as the verification of condensation phe-
nomena. To take the most critical case into consid-
eration, the orientation of the wall was fixed to the 
North direction. Fig. 1 summarizes the physical 
phenomena taken into consideration by the models 
used in the two calculation methods applied to the 
case study in this work. 

 

 

Fig. 1 – Dynamic vs stationary boundary conditions 

3. Case Study Construction 

The analysed construction is composed of the follow-
ing elements, listed from the outer to the inner layer: 
1) Exterior plaster (0.015 m) 
2) Perforated brick (0.12 m) 
3) Air gap filled with injected cellulose (0.19 m) 
4) Perforated brick (0.08 m) 
5) Interior plaster (0.015 m) 

 
The insulating material used to increase the perfor-
mance of the building envelope is natural cellulose, 
applied in the air gap of the structure through a blow-
ing process. In order to make the numerical analysis 
as similar as possible to the real case, the flakes of cel-
lulose produced by NESOCELL s.r.l. were used as 
the reference product. The manufacturer provided 
the technical characteristics of the product to allow a 
detailed characterization of the model. The analysis 
presented in this document is therefore specific and 
related only to this case study. Given the variable na-
ture of the phenomena connected to it (weather con-
ditions, thickness of the layers, construction ele-
ments, etc.), this analysis cannot be fully applied to 
similar building constructions. 

3.1 Thermophysical Properties of 
Materials 

The thermophysical parameters of the cavity wall 
were derived from the technical standard UNI/TR 
11552:2014, depending on the elements used and the 
typical year in which this type of construction was 
frequently realized (1960s–1970s). Table 2 collects the 
thermophysical parameters of each layer. 

Table 2 - Thermophysical parameters 

Layer Material s ρ C λ R 

1 Exterior plaster 1.5 1800 1000 0.9 - 

2 Perforated brick 12 800 1000 0.4 0.31 

3 Air gap 19 1.25 1008 - 0.18 

4 Perforated brick 8 800 1000 0.4 0.2 

5 Interior plaster 1.5 1400 1000 0.7 - 

After an initial comparison with the original wall, the 
air layer was replaced in the model by the layer of 
cellulose flakes, whose thermophysical properties are 
collected in Table 3. 
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Table 3 - Thermophysical parameters for the cellulose flakes 

Layer Material s ρ C λ R 

3_new Cellulose 19 55 2150 0.038 - 

3.2 Characterization of the Hygrometric 
Properties of Materials 

For the modelling of the hygrometric behaviour of 
the materials in lack of certified or experimental 
data, materials with the same thermophysical char-
acteristics as those defined in the previous para-
graph were identified within the WUFI® database. 
The hygrometric characterization of cellulose flakes 
was instead the result of an experimental phase con-
ducted in a laboratory environment and provided 
by the manufacturer (Table 4). The additional 
thermo-hygrometric parameters of the materials 
are: 
- Porosity ε [m³/m³] 
- Vapor diffusion resistance factor µ [-] 
- Reference moisture content w80 [kg/m³] 
- Free water saturation wf [kg/m³] 
- Moisture absorption coefficient A [kg/(m²s0.5)] 

Table 4 - Hygrometrical properties of the construction layers 

Layer Material ε µ w80 wf A 
1 Exterior plaster 0.24 19 45 210 0.017 

2 Perforated brick 0.6 15 13 193 - 

3_new Cellulose 0.93 1.2 6.6 494 0.56 

4 Perforated brick 0.6 15 13 193 - 

5 Interior plaster 0.3 7 40 204 0.016 

In addition to these parameters, in order to evaluate 
the thermo-hygrometric performance of the construc-
tion dynamically, it was necessary to define the fol-
lowing correlation curves: 
a) Thermal conductivity vs temperature  
b) Thermal conductivity vs moisture content; 
c) Free water transport coefficient vs moisture 

content; 
d) Vapor diffusion resistance factor vs relative hu-

midity;  
e) Moisture vs relative humidity. 
Every single material was characterized by these pa-
rameters. For the sake of brevity, Fig. 2 shows the 
curves a), b) and c) for the cellulose flakes only.  

 

 

 

Fig. 2 - Dynamic hygrometrical functions used for the numerical 
model for the cellulose flakes 

4. Simulation Results and Discussion 

In this section, the results of the calculations and 
simulations are presented and commented. A pre-
liminary evaluation was carried out on the initial 
cavity wall before it was subjected to the energy ret-
rofit process. Fig. 3 shows the Glaser diagram for the 
cavity wall. This result follows the UNI EN ISO 
13788 standard and it was carried out during the 
critical month of January. The result in steady-state 
conditions confirms the absence of condensation 
phenomena. The relative pressure never reaches the 
saturation pressure value, even if very close values 
are reached at the critical interface between the air 
gap and the external perforated brick layer. 
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Fig. 3 – Glaser diagram evaluated in steady-state conditions for the 
cavity wall 

4.1 Hygrometric Behavior of Retrofitted 
Wall (Steady-State Conditions) 

The same analysis in steady-state conditions was 
conducted for the retrofitted wall, where the air gap 
was filled with cellulose flakes. As can be seen from 
Fig. 4, the trend of the saturation pressure ps be-
comes lower than the relative pressure pr (evaluated 
in the absence of interstitial condensation) at the in-
terface between the cellulose and the external perfo-
rated brick. This phenomenon, described by the Gla-
ser diagram in the figure, leads to the risk of inter-
stitial condensation at the interface between the two 
elements.  

 

Fig. 4 – Glaser diagram evaluated in steady-state conditions for 
the retrofitted wall 

The results of the analysis, conducted in the critical 
month of January, demonstrated the limits of the 
steady-state verification defined by the UNI EN ISO 
13788 standard, because of which the construction 
of the case study is subjected to interstitial conden-
sation. The annual amount of vapor condensed in-
side the wall was 466 kg/m2. Although this result 

does not support the adoption of retrofitting solu-
tions with bio-based materials of this type, the ap-
plication of real cellulose flakes in cavity walls leads 
to different results. Indeed, in real cases of retrofit 
involving cellulose flakes being blown into a wall, 
the interstitial condensation phenomenon does not 
occur, leaving the wall dry and with regular hygro-
thermal performance (Nicolajsen, 2005). This dis-
crepancy between real applications and design cal-
culations brings to light the obvious limitations of 
the calculation of hygrometric performance in 
steady-state conditions, based on simplified calcula-
tion methods that generally lead to precautionary 
results. 

4.2 Hygrometric Behavior of the 
Retrofitted Wall (by Dynamic 
Simulation) 

A more detailed modeling of the same construction 
and of the elements in each of the layer made it pos-
sible to simulate the case study in a dynamic calcu-
lation regime, as proposed by the UNI EN 15026 
standard. Through the dynamic simulation, the hy-
grometric conditions of the wall were computed 
hour by hour. After simulating the thermo-hygro-
metric behavior of the construction for 2 consecutive 
years (for the North-facing wall scenario), the set of 
curves of the values assumed by the temperature 
[°C], by the relative humidity [%] and by the mois-
ture content of the wall [kg/m3] are shown in Fig. 5. 
Focusing on the temperature trend, the effectiveness 
of thermal insulation performed by the NESO-
CELL cellulose flakes considerably attenuates the 
variation of the external temperature. As can be seen 
from the annual variation in relative humidity, 
100% is never reached inside the wall, a value that 
corresponds to the vapor condensation. Values 
corresponding to 100% relative humidity only occur 
close to the external surface of the wall and are due 
to its interaction with the external rain load, set by 
the weather conditions adopted for the simulation. 

Int. Plaster      Brick                 Air gap                  Brick             Ext. Plaster 

 
Int. Plaster      Brick              Cellulose             Brick             Ext. Plaster 
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Fig. 5 – Set of curves of the temperature (red), relative humidity (green) and moisture content (blue) trends within the construction layers during 
the dynamic simulation period (second year only)  

Moreover, in terms of moisture content, represented 
by the blue band and expressed in kg/m3, the cellu-
lose flakes have excellent characteristics, maintain-
ing very limited values compared to common insu-
lating materials. To better understand the hygro-
metric behavior of the cellulose flakes, a punctual 
analysis of the simulation results was carried out, 
taking into consideration the critical interface be-
tween the cellulose layer and the external perforated 
brick, where vapor condensation was reached by 
calculation in steady-state conditions. In addition to 
the more critical scenario of the North-facing wall, 
the more favorable scenario of the South-facing wall 
was also taken into consideration. Fig. 6 reports the 
trend of relative humidity during the 2-year sim-
ulation period for the North (red) and South (green) 
simulated directions at the critical interface (cellu-
lose – external brick). The results obtained, in con-
trast to the steady-state verification, show that the 
construction of the case study presents no risk of in-
terstitial condensation, with values below 95% in 
the worst-case scenario. 
Analysing the relative humidity distribution during 
the simulated period shown in Fig. 7, it can be seen 
that the seasonal effect of the RH value is clear when 
the wall faces North. In contrast, for a south-facing 
wall, the hygrometric performances, in addition to 
being better, are also more constant during the year. 
A different result occurs for the interface tempera-
ture, which is not as sensitive to the orientation as 
the relative humidity. The simulation results of the 
two scenarios are comparable without any 
substantial difference (Fig. 8). 
 

 

Fig. 6 – Relative humidity trend on the cellulose - external perfo-
rated brick interface. Results from 2-year dynamic simulation 

 

Fig. 7 – Relative humidity frequency for a north-facing wall (red) 
and a south-facing wall (green) 
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Fig. 8 – Temperature trend on the cellulose - external perforated 
brick interface. Results from 2-year dynamic simulation 

5. Conclusion 

The hygrometric analysis carried out using the two 
calculation methods proposed by the current tech-
nical standards has demonstrated the limits of the 
steady-state verification and the need to adapt the 
current legislation to the most advanced dynamic 
calculation. The two calculation methods presented 
were applied to a real case study and led to different 
results. The analysis presented in this paper showed 
the accuracy of dynamic calculation methods in de-
scribing the hygrometric behaviour of the case 
study wall.  The adoption of the calculation method 
proposed by UNI EN 15026 is therefore decisive in 
the detailed characterization of specific walls, espe-
cially with organic materials. In particular, the case 
study analysed, which investigated the use of cellu-
lose flakes inside a cavity wall, demonstrated how 
different calculation approaches can lead to con-
trasting solutions. 
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Nomenclature 

Symbols 

T Temperature (°C) 
RH Relative humidity (%) 
I Solar radiation (kWh/m2) 
ρ Density (kg/m3) 
c Specific heat (J/kg°C) 
q Heat (J) 
t Time (s) 
g Mass flow rate (kg/s) 
λ Thermal conductivity (W/m°C) 
x Distance (m) 
δ Vapour permeability (kg/msPa) 
w Water content (kg/m3) 
s Thickness (m) 
C Heat capacity (J/°C) 
R Thermal resistance (W/m2°C) 
ε Porosity (m3/m3) 

Subscripts/Superscripts 

sens Sensible 
lat Latent 
v Vapour 
w Water 
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Abstract 
The risk analysis of moisture-related damages can poten-

tially be carried out with the use of heat and moisture 
transfer simulations. These models require weather files as 

boundary conditions but, for most locations, the only 
weather files available are Typical Reference Years, for in-

stance the TRYEN defined in accordance with EN ISO 
15927-4:2005. These reference years do not provide the 

critical conditions that should be used in risk assessments. 
In this work, two procedures to define Extreme Moisture 

Reference Years (ERYm1 and ERYm2) are presented. ERYm1 
and ERYm2 are designed to generate critical weather files 

to be used in simulations for the assessment of moisture 
related risks. The presented procedures are structure-in-

dependent and suitable for risk assessments that involve 
high air moisture content and low air temperature values. 

In order to assess the capabilities of ERYm, five types of 
walls with different materials are simulated, considering 

three Italian climates (those of Gemona del Friuli, of 
Legnaro and of Trento) and four wall orientations (North, 

East, South, West). The results of simulations with ERYm1

and ERYm2 as weather files showed higher wall moisture 

contents and interstitial moisture accumulation risks than 
those with TRYEN. This suggests that ERYm could be used 

as a valid alternative to the TRYEN in decision making 
frameworks and legislations that cannot include the ad hoc 

definition of a weather file for each structure, exposure 
and location. 

1. Introduction

The boundary conditions of building energy simu-
lations are usually defined using reference year 
weather files, which are meant to represent typical 

meteorological years, excluding extreme events. 
When it is required by legislation or for an evalua-
tion framework to perform a risk analysis involving 
extreme events, such weather files should not be 
taken into consideration. For this reason the stand-
ard EN ISO 13788:2012 (CEN, 2012), describing the 
Glaser method procedure, prescribes the use of the 
mean monthly temperature values likely to occur 
once every 10 years and, if the only available 
weather file is a representative year, it recommends 
subtracting 2 K from the external air temperatures 
during the heating period and adding 2 K during 
the cooling period. 
The Glaser method, even with strong limitations, is 
considered by designers to be generally conserva-
tive, even though that is not always true (Libralato 
et al., 2019a), and is still used as risk assessment 
method for interstitial moisture accumulation. 
However, when the limitations of the Glaser 
method are met, the advanced approach of the 
standard EN 15026:2007 (CEN, 2007) should be 
used. This method can also be used for other risk as-
sessment procedures, dependent on the moisture 
content of the materials (for example, the corrosion 
risk of metal inclusions, wood decay or freeze-thaw 
damage). According to the standard EN 15026:2007, 
the weather files should be chosen based on the na-
ture of the problem that is being investigated. The 
evaluation of a damage risk requires a reference 
weather file with extreme conditions, to allow for a 
conservative design of the analyzed structure. By 
comparison, using a representative year, for exam-
ple the Test Reference Year TRYEN presented in the 
standard EN ISO 15927-4:2005 (CEN, 2005) provides 
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a reference year representative of the typical 
weather of location under consideration. The EN 
15026:2007 suggests to use the “Moisture Design 
Reference Year”, a weather file that allows to design 
building envelopes that reach failure at an accepta-
ble rate, for example once every ten years. Such a 
reference year should be selected among the years 
measured in a multi-year period according to the 
problem under investigation. The standard pro-
vides three examples: 
- For low temperature problems, the year with 

the mean temperature closest to the 10th percen-
tile value of the distribution of the annual mean 
temperatures should be used; 

- For high temperature problems, the reference 
year should be that with a mean temperature 
closest to the 90th percentile value of the distri-
bution of the annual mean temperatures; 

- For rain penetration problems, the reference 
year should have an annual rainfall value closest 
to the 90th percentile of annual rainfall values. 

The problem of the choice of this weather year is re-
lated to the fact that the results of the risk analysis 
are strongly dependent on the building structure, 
the materials and the type of risk considered. In each 
location, each structure could reach failure in differ-
ent years. To overcome this problem, a weather selec-
tion method was proposed by Kalamees and Vinha 
(2004), based on the saturation deficit parameter 
which is not structure-dependent. A more recent 
structure-dependent approach was presented by 
Zhou et al. (2016), who adopted a Climate Index for a 
preliminary selection of three weather years, which 
were used to run risk assessment simulations and, 
subsequently, to complete the design-year identifica-
tion. 
Other structure-independent approaches were pre-
sented by Libralato et al. (2018 and 2019b) with 
methodologies based on Murano et al. (2018), de-
rived from the Finkelstein-Shafer statistic (Finkel-
stein and Schafer, 1971). The produced Moisture 
Reference Years used to perform interstitial moisture 
accumulation analysis on walls made of different ma-
terials obtained risk values that were more conserva-
tive than the ones obtained with the Typical Meteor-
ological Years. 
In this work, following the procedure proposed by 
Pernigotto et al. (2019a, 2019b) for the development 

of Extreme Reference Years ERY, two extreme mois-
ture reference years, ERYm1 and ERYm2, are proposed 
for the assessment of moisture-related risks. The ap-
proach is based on the method outlined in EN ISO 
15927-4:2005 and uses the Finkelstein-Schafer statis-
tics for the generation of reference years, which are 
built as a series of 12 months from a multi-year se-
ries of at least 10 years. Instead of looking for typi-
cality and using all EN ISO 15927-4:2005-recom-
mended weather variables (i.e. dry-bulb air temper-
ature, relative humidity, global horizontal irradi-
ance and wind speed), the statistics are exploited to 
identify those candidate months in the multi-year 
series characterized by anomalous trends and to fo-
cus only on air temperature and air humidity. Spe-
cifically, those months described by lower tempera-
tures and higher air humidity ratios were targeted 
for inclusion in the ERYm. 

2. Method 

The multi-year weather records from three locations 
in Northern Italy are considered: 
- Gemona del Friuli (Udine, Friuli-Venezia Giulia; 

also referred to in figures as “Gemona” for brev-
ity), provided by ARPA FVG (OSMER) - series 
from 2000 to 2018; 

- Legnaro (Padova, Veneto), provided by ARPA 
Veneto - series from 2008 to 2018; 

- Trento (Trentino-Alto Adige/Südtirol), provided 
by the Autonomous Province of Trento (IASMA 
Fondazione Edmund Mach) - series from 1986 to 
2014. 

The multi-year weather data was analyzed and 
checked for errors and outliers following the proce-
dure adopted in previous works (Pernigotto et al., 
2014; Antonacci and Todeschini, 2013), in compli-
ance with the WMO Guide (WMO, 2008). 

2.1 Extreme Reference Years Generation 

The EN ISO 15927-4:2005 method and new ap-
proaches presented in this paper were applied for 
the generation of the TRYEN, ERYm1 and ERYm2 
weather files for the three weather stations. These 
generation procedures are statistical criteria to se-
lect the most or least representative months in the 
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multi-year weather record. The TRYEN generation 
method considers dry-bulb air temperature, relative 
humidity, and solar irradiance as primary variables, 
and wind speed as a secondary variable. It is de-
signed to obtain a reference year that is intended to 
be the most representative of the full multi-year se-
ries. The ERYm1 was obtained with a similar proce-
dure but considering only the dry-bulb air temper-
ature and the humidity ratio as primary variables. 
The selected months were the least representative of 
the multi-year weather record with a monthly mean 
air humidity ratio higher than the multi-year 
weather record mean for the considered month (for 
example, the mean humidity ratio of all the months 
of January). The same procedure was followed for 
the ERYm2, considering as primary variable the hu-
midity ratio. For the generation of the ERYm from 
the multi-year series, the following procedure was 
used. A general variable p is used to describe the 
procedure. 
1. The daily means p are calculated for the pri-

mary climatic parameter p (for example dry-
bulb air temperature or humidity ratio) for the 
whole multi-year. 

2. The cumulative distribution function Φ(p,m,i) 
of the daily means p over the whole multi-year 
series for each day i of a selected calendar 
month m, for each p must be defined sorting the 
means p from the smallest to the greatest. The 
index i represents the order number of a day in 
the multi-year, from 1 to N (total number of 
days in the multi-year). The function Φ is ob-
tained from the ranking K(p,m,i) of the ith day: 

 𝛷𝛷(𝑝𝑝,  𝑚𝑚,  𝑖𝑖) = 𝐾𝐾(𝑖𝑖)
𝑁𝑁+1

  (1) 

3. The cumulative distribution function F(p,y,m,i) 
is calculated for the daily means within each 
calendar month m of each year y. J(𝑝𝑝,𝑦𝑦,𝑚𝑚, 𝑖𝑖 ) is 
the rank order of the ith day obtained by order-
ing the daily means p within the calendar 
month m and the year y: 

 𝐹𝐹(𝑝𝑝,𝑦𝑦,𝑚𝑚, 𝑖𝑖) = 𝐽𝐽(𝑝𝑝,𝑦𝑦,𝑚𝑚,𝑖𝑖)
𝑛𝑛+1

 (2) 

where n is the number of days of the m calendar 
month under consideration. 

4. The Finkelstein-Shafer statistic is calculated for 
each climatic parameter p and each calendar 
month m and year y in the multi-year series as: 

𝐹𝐹𝑆𝑆(𝑝𝑝,𝑦𝑦,𝑚𝑚) = ∑ |𝐹𝐹(𝑝𝑝,𝑦𝑦,𝑚𝑚, 𝑖𝑖) − 𝛷𝛷(𝑝𝑝,𝑚𝑚, 𝑖𝑖)|𝑖𝑖=1
𝑛𝑛       (3) 

5. One climatic parameter p at a time is considered 
for each calendar month m, and sorted by in-
creasing FS(p,y,m) values. For each of these, the 
ranks R are calculated and summed, creating a 
total ranking. 

6. The first months of the ranking are the most 
representative of the multi-year series, while 
the last months are the least representative. For 
the composition of the TRYEN, the most repre-
sentative months are chosen, while for the 
ERYm1 and ERYm2, the least representative 
months are selected. To avoid choosing the 
least representative months with lower air hu-
midity ratio average values, a secondary selec-
tion of the months is performed by comparing 
the average humidity ratio values. 

 

The selected months are assembled in a single year 
and the discontinuities between consecutive months 
are smoothed with a cubic interpolation of the last 
8 hours and the first 8 hours of following month. As 
may be noted, the ERYm procedure is similar to the 
TRYEN procedure in EN ISO 15927-4:2005, except for 
point 6. The standard procedure produces a ranking 
which uses, as primary variables, dry-bulb air tem-
perature, relative humidity and solar irradiance 
from the first (most representative) months of the 
ranking, and a secondary selection based on the 
wind speed is performed. The ERYm1 is obtained by 
considering the last (least representative) months of 
the ranking obtained using the dry-bulb air temper-
ature and humidity ratio and the secondary selec-
tion is performed by comparing the mean of the hu-
midity ratio values. The ERYm2 is obtained using a 
similar procedure, considering only the humidity 
ratio as a primary variable and not the dry-bulb air 
temperature. 

2.2 Extreme Reference Year Evaluation 

The proposed procedure attempts to generate 
weather files composed of actual measurements that 
respect the correlation between the weather varia-
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bles and that should reproduce the extreme meteor-
ological conditions that were registered in a loca-
tion. In Pernigotto et al. (2019a), the reference years 
are designed to include warmer summers and 
colder winters while in Pernigotto et al. (2019b), ex-
treme hot and cold reference years are suggested. In 
this work, the ERYm1 and ERYm2 are selected to ob-
tain the highest humidity ratio values from the 
whole year. The success of the selection is first eval-
uated by a comparison of the monthly averages of 
the dry-bulb air temperature and of the air humidity 
ratio, then by the comparison between the results of 
moisture transfer simulations. 
The resulting TRYEN and ERYm weather files were 
used as input for heat and moisture transfer simula-
tions with the software Delphin 6 (Nicolai, 2007) in 
a moisture-related risk analysis of a set of three typ-
ical Italian walls, with two single-material walls 
used as a reference. The simulations were first per-
formed without considering the rainfall intensity for 
four wall orientations (North, East, South and 
West). Subsequently, simulations with rainfall were 
performed, but only for Gemona del Friuli, due to 
the lack of availability of weather data for the other 
locations. The walls considered were (1) a well-in-
sulated timber wall with a vapor barrier and an air 
gap, generally used to model X-LAM construction 
system, (2) an insulated hollow brick wall with two 
layers of hollow brick separated by an air gap and 
by the insulation, with a limited thermal resistance, 
and (3) a stone wall, with a layer of interior insula-
tion and internal and external finishes. Two single-
material walls were also simulated, in order to pro-
vide two simple results to be used as a reference. 
The two single layer walls were 20 cm thick, one 
made of concrete and the other of timber. The hy-
gro-thermal properties of the walls are presented in 
Table 1. 
In addition, two different indoor boundary condi-
tions were considered in the simulation: the typical 
residential dwelling (normal moisture load accord-
ing to WTA 6.2 guidelines, with the relative humid-
ity values included between 20% and 60%) and a 
case characterized by larger indoor humidity gener-
ations (high moisture load according to WTA 6.2 
guidelines, with the relative humidity values in-
cluded between 40% and 70%). The results were ex-
pressed in terms of annual moisture content in the 

walls and occurrences of interstitial moisture accu-
mulation. The findings obtained with the typical 
year TRYEN were compared to those with the ex-
treme years, ERYm1 and ERYm2. For Gemona del Fri-
uli, the simulations carried out also considered rain-
fall. 
 
Table 1 - Properties of the walls used in the simulations 

Wall dtot 
(cm) 

Utot  
(W m-2 K-1) 

Sd,tot 
(m) 

Timber wall (TW) 53 0.13 56 
Hollow brick wall (HB) 51 0.36 8 
Stone wall (SW) 34 0.19 4 
Concrete layer (CONC) 20 10.50 15 
Timber layer (TIMB) 20 1.75 4 

3. Results 

The results highlight how the choice of weather file 
is of primary importance in heat and mass transfer 
simulations, in particular when the goal is to assess 
the risks related to moisture condensation and 
 accumulation across the opaque components and on 
their surfaces. 

3.1 Weather File Comparison 

The years ERYm1 and ERYm2 for the three locations 
under consideration were compared in terms of 
monthly average dry-bulb temperature values and 
monthly average air humidity ratio. The compari-
sons showed a general agreement with the month 
selection criteria: 
- ERYm1: extreme values dry-bulb air temperature 

(lower values) and humidity ratio (higher val-
ues); 

- ERYm2: extreme humidity ratio values (higher 
values); 

- TRYEN: representative values of temperature and 
relative humidity. 

 
In Fig. 1a, the air temperatures for the three ref-
erence years of Legnaro are presented. The TRYEN 

temperature values are generally lower than for the 
ERYm1, while the ERYm2 temperatures are not con-
strained by the selection method. In Fig. 1b, the 
average monthly humidity ratio values for the three 
reference years for the same location show that the 
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in ERYm2, the air humidity ratio is higher than in the 
TRYEN, while the ERYm1 values are fall between the 
two, which is expected, as the selection procedure 
also involves the air temperature values. 

(a) Monthly average Dry-bulb air temperatures for Legnaro 

 

(b) Monthly average air humidity ratios for Legnaro 

 

Fig. 1 – Monthly average dry-bulb air temperatures (a) and air hu-
midity ratio monthly averages (b) for the reference years obtained 
for the location of Legnaro 

(a) Monthly average Dry-bulb air temperatures for Gemona del Friuli 

 

(b) Monthly average air humidity ratios for Gemona del Friuli 

 

Fig. 2 – Monthly average dry-bulb air temperatures (a) and air hu-
midity ratio monthly averages (b) for the reference years obtained 
for the location of Gemona del Friuli 

Similar behaviors were found for Gemona del Friuli 
(Fig. 2), while for Trento the TRYEN presented some 
extreme values during the year (Fig. 3). This is be-
cause some of the selected months in the reference 

year included extreme weather events. This feature 
of the data was presented and discussed in Perni-
gotto et al., (2019a, 2019b). The effect of the selection 
on an annual base is presented in Fig. 4, in terms of 
the means of the air humidity ratio values. In each 
case, the air humidity ratio is lower for the TRYEN 
and the ERYm1 values are lower than for the ERYm2. 

(a) Monthly average Dry-bulb air temperatures for Trento 

 

(b) Monthly average air humidity ratios for Trento 

 

Fig. 3 – Monthly average dry-bulb air temperatures (a) and monthly 
average air humidity ratios (b) for the reference years obtained for 
Trento 

 

 

Fig. 4 – Annual mean air humidity ratio values for the reference 
years for the three considered locations 

3.2 Simulation Results 

Using the reference years to perform the heat and 
moisture transfer simulation of five wall build-ups 
made it possible to analyze the effect of the selection 
of the statistic on the moisture accumulation risk as-
sessment. For each simulation, the presented results 
are those obtained after the dynamic equilibrium 
between the external conditions and the wall was 
reached (the initial conditions were similar to the 
moisture content distribution and the temperature 
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distribution of the last timestep of the reference 
year). 
The simulations of the concrete and timber single 
layer walls showed, for all three locations, higher 
moisture content values for most days of the year, 
for the ERYm1, and the lowest for the TRYEN weather 
files. As an example, the moisture contents of the 
concrete single layer are shown in Fig. 5 for the case 
of Gemona del Friuli. The other walls under ex-
amination showed more complex behaviors (see, for 
instance, the hollow brick wall in Fig. 6), although 
the annual average moisture contents (presented in 
Fig. 7) confirm that the TRYEN simulations have the 
lowest annual mean moisture contents. 

 

Fig. 5 – Daily average values of the moisture content of the con-
crete single layer facing North, for Gemona del Friuli 

 

Fig. 6 – Daily average values of the moisture content of the hollow 
brick wall facing North, for Gemona del Friuli 

 

Fig. 7 – Annual mean total moisture contents of the five walls con-
sidered for the North orientation 

Considering the wall build ups, the interstitial mois-
ture accumulation risk was used as a parameter of 
comparison. For the sake of comparison, the inter-
stitial moisture accumulation risk was calculated as 
the number of days in which the relative humidity 
was higher than the 80 % in the wall material, with 
the exception of the material layer exposed to the 
outside. Although Fig. 8 shows that the response of 
the walls to the external conditions was highly 
structure dependent, the ERYm1 and the ERYm2 pro-
vide higher risks than the TRYEN. Similar results 
were obtained for the other orientations, with some 
exceptions such as the stone wall located in Gemona 
del Friuli. In this case, higher risks were found for 
the TRYEN, even though the moisture content of the 
wall was lower than the ones obtained with ERYm1 
and the ERYm2. Potential differences in the behavior 
of different wall types should be expected, given 
that each wall has a different response to the same 
weather events and a weather event that is critical 
for the stone wall might not be critical for the hollow 
brick wall. 

 

Fig. 8 – Moisture accumulation risk (fraction of days with relative 
humidity values over the 80 %) for the considered walls 
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Simulations were also performed to consider higher 
internal moisture loads. As shown in Fig. 9, the 
moisture contents were higher than in simulations 
with normal internal moisture loads and the rela-
tionship between the results of the three reference 
years was the same. 
For Gemona del Friuli, the availability of the re-
quired weather data made it possible to run simula-
tions which also included driving rain. In this case, 
the highest moisture contents were obtained using 
the ERYm2 (Fig. 10). A possible explanation for this 
effect could be that the months with extreme air hu-
midity ratios are also the months with the highest 
rainfall intensity values and with the lowest drying 
potential. 
 

 

Fig. 9 – Moisture content of the hollow brick wall facing North, for 
Gemona del Friuli with high internal moisture loads 

 

Fig. 10 – Annual mean moisture contents of the three considered 
walls facing North in Gemona del Friuli, considering driving rain 

4. Conclusions 

The comparison between typical and extreme 
weather files made it possible to confirm that the lat-
ter are more suitable for moisture accumulation risk 
analysis. This can be observed, in terms of larger 
moisture contents in the tested walls, and also in 
terms of risks of moisture accumulation. The use of 
extreme instead of typical conditions can allow for a 
more robust design of the opaque components and, 
consequently, longer durability and a higher ther-
mal hygrometric performance. Nevertheless, even if 
the proposed approach represents an improvement 
on an approach based on EN ISO 15927-4:2005 ref-
erence years, some limitations remain and indicate 
opportunities for further advancements. In particu-
lar, further research is planned to combine rainfall 
and wind direction data to determine the risk of wet 
walls’ surface and to evaluate the impact of such in-
put in the extreme year definition and on the walls’ 
thermal hygrometric performance. 
In terms of further developments, for a safe applica-
tion of risk analysis it is necessary to extend the 
evaluation of the extreme weather files to other 
building structures and materials.  
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Nomenclature 

Symbols 

p General variable 
m Calendar month 
y Year of the Multi-year weather data 

record 
i Day of the year 
p Daily mean of the values of the gen-

eral variable p 
Φ(p,m,i) Cumulative distribution function  
K(p,m,i) Ranking of the ith day of the month 

m 
F(p,y,m,i) Cumulative distribution function 

within the calendar month m of the 
year y 

J(i) Ranking of the ith day of the month 
m of the year y 

FS(p,y,m) Finkelstein-Shafer statistic 
dtot Total thickness of a wall 
Sd,tot Total equivalent air thickness of a 

wall (vapor permeability) 
Utot Total thermal transmittance of a 

wall 
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Abstract 
This paper presents a comprehensive analysis of three 
different building-integrated solar systems. Specifically, 

two building-integrated photovoltaic thermal collector 
prototypes (alternatively water and air cooled) are inves-

tigated along with a building-integrated photovoltaic 
panel; these prototypes were fabricated and experimen-

tally tested at University of Patras (Greece). Note that the 
active performance of such devices has already been in-

vestigated in other works. This chapter presents the anal-
ysis of the passive effects on a building’s thermal behav-

iour caused by the integration of the devices. A suitable 
dynamic simulation tool, capable of assessing the whole 

device-building performance analysis, is outlined. A case 
study aimed at proving the potential of such code and 

showing the effects of the adoption of building integrated 
solar systems on a building’s thermal behaviour is pre-

sented. The case study considers a simple dwelling unit 
in a multi-storey residential building, located in different 

weather zones and subject to diverse boundary condi-
tions. The investigated collectors on the south facades of 

the building are integrated, and the associated passive 
effects are analysed. The analysis provides interesting 

outcomes from the point of view of energy and comfort. 

1. Introduction

It is well known that the building sector is respon-
sible for around 37% of the total primary energy 
consumption worldwide (European Council and 
Parliament); of this, 26% is due to residential and 
11% to commercial buildings (Boermans et al., 
2011; van de Bree et al., 2014). Several actions have 
been undertaken to overcome this problem and to 
reduce the impact of buildings (Buonomano et al., 

2019). Specifically, significant efforts have been 
made to i) enhance building performance through 
the use of opaque and transparent elements and 
phase-change materials (Forzano et al., 2019), and 
also to ii) increase the efficiency of systems such as 
HVAC, lightning, etc. (Barone et al., 2016). The in-
tegration of innovative technologies based on Re-
newable Energy Systems (RES) plays a crucial role 
in this effort (Lin and Zhu, 2019). The use of RES in 
small building-integrated installation is currently 
much more widespread than in larger centralized 
plants (Wang et al., 2018), leading to a “prosumer” 
conception of buildings. In this sense, the building 
is not just an energy consumer, but it also becomes 
the producer of its own consumed energy (Toffler, 
1980). Such an approach, which is easily applicable 
to small detached houses, creates some issues 
when a high-rise building is considered, as renew-
able energy devices (solar thermal collectors, pho-
tovoltaic panels, photovoltaic thermal collectors, 
etc.) require a certain amount of space for their in-
stallation in order to satisfy building needs (and 
also normative requirements). Sufficient space is 
usually available in the case of detached houses or 
small buildings (which typically have a higher sur-
face/volume ratio, more space near the building, 
etc.), but this is not true in the case of high-rise 
buildings. In the case of the latter, it is uncommon 
to have enough space near the building (as such 
buildings are usually located in cities) or on the 
roof (which is small in relation to the total floor ar-
ea and, thus, in relation to the overall energy de-
mand). This problem is even greater if we consider 
the increasing trend for city living, the ever-
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increasing size of cities, and the consequent spread 
of high-rise living solutions.  

1.1 BISS state-of-the-art 

In this framework, one possible way to exploit 
distributed RES, despite the lack of space in the 
common high-rise metropolitan buildings, is to 
integrate solar devices into the building envelope 
(COST Action TU1205 (BISTS) 2015). For this 
reason, interest in Building Integrated Solar System 
(BISS) is con¬stantly increasing (COST Action 
TU1205 (BISTS) 2015). In the literature, several 
works have investigated Building Integrated Solar 
Thermal Systems (BISTS) (Agathokleous et al., 
2019; Forzano et al., 2019; Barone et al., 2019b), 
Building Integrated Photovoltaics (BIPV) (Barone 
et al., 2019a, 2019b), Building Integrated Pho-
tovoltaics/Thermal collectors (BIPVT) (Barone et 
al., 2019b), etc. However, despite the advantages of 
the adoption of a BISS, some issues can be 
identified, such as the architectonical impact and 
the potentially high initial cost of the system (US 
Department of Energy, 2014). It should be noted 
that the economic cost (including of stand-alone 
solar devices) represents a significant obstacle for 
the diffusion of BISS (Maurer et al., 2017). Another 
issue, closely related to the question of building 
integration, is the varia-tion of a building’s thermal 
behaviour (Barone et al., 2019a; Maurer et al., 
2017). The building envelope integration of RES 
devices affects the system thermal behaviour with 
desired (free heating) or undesired (overheating) 
passive effects. Building heating and cooling loads 
and demands are therefore modified with respect 
to those of traditional buildings without a BISS. An 
analysis of several papers available on BISS reveals 
a number of areas of misunderstanding or lack of 
knowledge, such as: i) the fact that the initial costs 
of BISS are usually too high to guarantee a good 
market diffusion is not considered; ii) few analyses 
are presented in literature about the passive effects 
of BISS; iii) the effects of the adoption of BISS on 
energy and comfort are usually neglected by most 
studies; iv) most studies investigate a device in a 
certain weather zone or in a certain season; v) there 
is a lack of suitably dynamic simulation models 
capable of assessing the whole building/BISS 
system behaviour. This lack of knowledge is much 

more evident when BIPV and BIPVT are consid-
ered. 

1.2 Aim of the work 

In this frameworkcontext, the main aim of this 
work is to fill some of the gaps in knowledge 
outlined in the previous paragraph by 
investigating the passive effects of different BISS 
prototypes on a building’s thermal behaviour. To 
this end, two innovative Building Integrated low-
cost flat-plate Photovoltaic Thermal (BIPVT) 
collector prototypes (with water and air as working 
fluids), whose active performance had already 
been investigated in previous studies, were 
considered in order to assess their passive effects. 
These prototypes were developed with the aim of 
creating economically affordable collectors made of 
very cost-effective materials. By means of these 
hybrid collectors, both electricity and thermal 
energy can be obtained. Specifically, the two 
prototypes, which both contain a polycrystalline 
PV module, differ in terms of the adopted working 
fluid: air and water. The low-cost heat extraction 
systems are used to increase the electric efficiency 
of the PV module by lowering its working 
temperature. Simultaneously, the obtained hot 
fluids can be exploited for different building uses 
(the hot air can be adopted for direct free space 
heating or supplied to the evaporator of a heat 
pump system, whereas the hot water can be used 
for feeding a hydronic heating system or for 
producing DHW). In order to investigate the pas-
sive effects of these two BIPVT prototypes under 
different boundary and working conditions, a suit-
ably dynamic simulation model for complete sys-
tem analysis was developed in the MatLab 
environment. This simulation tool, capable of 
assessing the energy performance and environ-
mental impact of the presented devices, is also able 
to accurately assess their passive effects. The 
hygrothermal comfort analysis can be carried out 
by considering the mean radiant temperatures 
obtained with and without the considered BISS 
devices. The model developed in-house was also 
validated by means of experimental data as pre-
sented in previous published work (Barone et al., 
2019c) (here, a very good agreement between nu-
merical results and experimental measurements 
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was achieved). Finally, in order to investigate the 
effects of the integration of the presented 
prototypes and to show the potentiality of the 
developed simulation tool, a suitable case study is 
discussed. Specifically, it refers to a single dwelling 
unit located in a multi-storey residential building, 
where the two BIPVT prototypes and a commercial 
BIPV panel) are alternatively integrated into the 
south-facing vertical façade (the BIPV is studied for 
the purposes of comparison). For the analysis, 
different European weather zones and boundary 
conditions were investigated. The results suggest 
that significant energy and economic savings can 
be achieved and useful design and operating 
criteria are outlined’. 

2. Description of Prototypes  

The developed BIPVT prototypes are briefly 
described in this section; more information can be 
found in Barone et al. (2019a, 2019b). Both PVT 
devices, built at the Renewable Energy Laboratory 
of University of Patras (Greece), were fabricated  
using the same PV panel (see Fig. 1). As is widely 
understood, the electrical efficiency of photovoltaic 
cells dramatically drops as the operating tem-
perature rises. In order to improve the efficiency of 
photovoltaic cells by avoiding such overheating, 
two different heat extraction systems were created. 
Specifically, a cooling system was placed under the 
photovoltaic panel, composed of eleven PVC pipes 
(Fig. 2, left), and of two black galvanized steel 
sheets, shaped in such a way as to form sev¬en air 
ducts (Fig. 2, right), for the water and air-based 
devices respectively. 

 

Fig. 1 – Polycrystalline PV module 

 

  

Fig. 2 – Water (left) and air (right) PVT heat extraction 
systems 

 

Further information regarding the geometrical an 
thermophysical data, the collector performance, 
etc., can be found in the two previous papers 
(Barone et al., 2019a, 2019b). 

3. Simulation Model 

In order to investigate the performance under 
different boundary and work¬ing conditions of the 
prototypes presented, two mathematical models 
were developed (Barone et al., 2019a, 2019b) for the 
water-based and the air-based prototypes, respec-
tively. Such models, based on the Hottel-Whillier 
equation set (Duffie and Beckman, 2013), suitably 
modified to consider the PV panel as an absorbing 
plate, were experimentally validated, proving their 
reliability. Very good agreement between the 
measured and experimental data was found, as 
reported in Barone et al. (2019a; 2019b), ensuring 
the relia¬bility of the codes. Note that the BIPV 
mathematical model is derived by the BIPVT 
models by removing the part relating to heat 
extraction. 
In order to assess the passive effects of the 
prototypes, the two prototype models are linked, 
in this paper, to a Building Energy Performance 
Software (BEPS) package developed in-house. The 
adopted BEPS, called DETECt, had been previously 
developed and validated (Buonomano and 
Palombo, 2014; Buonomano, 2016; Barone et al., 
2019c). A detailed description of the building 
simulation tool can be found in Buonomano and 
Palombo (2014). In order to connect mathematical 
model of the prototypes to DETECt, the 
generalized equation of the overall thermal losses 
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for a Flat Plate Collector (FPC) (Duffie and 
Beckman, 2013), also adopted for PVT collectors, is: 
 

( )         with  = ( )loss L C p a L t e bQ U A T T U U U U= +− +⋅ ⋅
      (1) 

 
Equation (3) is modified as follows for building 
integration: 
 

( ) ( )*( )loss t e C p a b C p airQ U U A T T U A T T⋅ − ⋅ −= + ⋅ + ⋅
    (2) 

 

Here, UL is the overall heat loss coefficient, which 
is the sum of top (Ut), back (Ub), and edges (Ue) 
loss coefficients, AC is the collector aperture area. 
The back loss coefficient, Ub, is suitably modified 
in Eq. (2), Ub*, to model the building integration. 
Specifically, it also considers thermophysical 
properties of the building, rather than only those of 
the collector, and connects the absorbing plate 
temperature (Tp) to that of indoor air (Tair) instead 
of outdoor ambient air (Ta). Consequently, when 
the collectors are integrated into the building 
envelope, the mathematical model is modified so 
that the collector back becomes the external layer 
of the wall and its back temperature is indirectly 
linked to building’s indoor air temperature. More 
details are available in Agathokleous et al. (2019) 
and Barone et al. (2019a, 2019b) 

4. Case Study 

In order to show the capabilities of the developed 
dynamic simulation tool and analyse the passive 
effects on the building of the proposed integration 
of the prototypes, a suitable case study is here 
presented. Specifically, it refers to a dwelling unit 
located in a multi-storey residential building. A 
sketch of the reference building is shown in Fig. 3 
(L. 4.7 m, H. 3.2 m, W. 3.5 m). Note that all the in-
ternal walls are adiabatic with the exception of the 
South facing wall, where a window is considered 
(L. 0.95 m, H. 1.6 m). The thermophysical 
properties of the building are presented in Table 1. 
 

 

 

Fig. 3 – Reference building sketch 

 

The reference building is enhanced by integrating 
in the South facing façade 9 water-based BIPVTs, 9 
air-based BIPVTs, and 9 BIPVs, alternatively (see 
Fig. 4). The heat transfer fluid flow rates of the pro-
totypes are equal to 0.0339 kg/s and 0.123 kg/s for 
water and air collectors, respectively. For the sys-
tem based on the water-cooled device, a 360 l tank 
is considered. 
 

 

 

Fig. 4 – Proposed building sketch 
 

To estimate the electricity consumption for space 
heating and cooling, a variable COP heat 
pump/chiller is modelled (Barone et al., 2016). To 
evaluate the system behaviour under different 
boundary conditions, three weather zones repre-
senting hot, temperate and cold European climates 
are investigated (Almeria, Naples and Milano, Ta-
ble 2). In addition, three internal thermal loads 
(125, 150 and 500 W) and two ventilation flow rates 
(0.25 and 0.5 Vol/h) are simulated. 

Table 1 – Building features 

 Ext. wall Int. wall Window 
Thickness [mm] 250 250 4/18/4 

Thermal transmittance 

 
1.2 - 4 

Solar transmittance [-] - - 0.75 
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Table 2 – Considered climatic zone 

Weather zone HDD 
[Kd] 

CDD 
[Kd] 

ISR 
[kWh/m2y] 

Milano 2733 435 1188 
Naples 1479 727 1529 
Almeria 783 961 1724 

5. Results and Discussion  

In this section, the results of the analyses carried 
out are presented in detail. Note that only the pas-
sive effects results (from the point of view of tem-
perature, energy and comfort) are presented. 

5.1 Temperatures Analysis 
The adoption of a BISS changes the thermophysical 

behaviour of the building wall in which the consid-

ered devices are integrated. This phenomenon can 

be observed in Fig.s 5 and 6 where the Reference 

vs. Proposed systems external wall temperatures 

are reported for three sample winter and summer 

days, respectively. In these figures, four different 

systems are considered: i) the reference building 

(blue lines); ii) the proposed system with the BIPV 

panel (black lines); iii) the proposed system with 

the water-based BIPVT collector (red lines), iv) the 

proposed system with the air-based BIPVT collec-

tor (green lines).  

 

Fig. 5 – Reference vs. Proposed systems: external wall 
temperature time histories for three sample winter days 
(Naples, 250 W, 0.25 Vol/h) 
 

 

Fig. 6 – Reference vs. Proposed systems: external wall 
temperature time histories for three sample winter days 
(Naples, 250 W, 0.25 Vol/h) 

 

For each wall, five temperature nodes are consid-
ered; two of these (continuous lines) refer to the su-
perficial wall layers (not capacitive), while the oth-
er three (dotted lines) refer to the wall core thermal 
nodes (capacitive). By analysing the winter season 
(Fig. 5), several considerations can be made. The 
integration of BIPV (black lines) leads to a remark-
able temperature increase with respect to the refer-
ence case (blue lines), this occurrence is due to the 
higher absorption coefficient of the PV sheet with 
respect of the standard building wall. A lower wall 
temperature peak with respect to the case of BIPV 
(but still higher than the reference case study wall) 
is reached when the water-cooled BIPV/T (red 
lines) is adopted. This is due to the cooling effect of 
the water flowing inside the collector. In addition, 
it is interesting to note that the wall temperature 
peak occurs at a later time, compared to the other 
solutions. This delay is due to the thermal capacity 
of the water inside the storage tank (the water-
based device is the only one connected to a water 
loop including a hot-water storage tank). Finally, 
by considering the air-cooled BIPV/T (green lines), 
different behaviour is detected with respect to the 
other systems under consideration. Specifically, 
during the sunny hours, the air-cooled BIPV/T 
adoption returns a temperature wall decrease 
compared to the reference case study. This occur-
rence is due to the high cooling effect of the air 
flowing inside the collector (taken from the out-
door environment). Note that a different behaviour 
of the air-cooled BIPVT could be achievable by 
changing the operating conditions (e.g. if air was 
taken from the inside of the building and then ex-
hausted). Trends similar to those detected for the 
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winter season can also be noticed for the summer 
season (Fig. 6), with the exception of the water-
based BIPV/T (red lines), which corresponds to a 
remarkable drop in temperature, occurring during 
the early morning hours. This is due to the very 
low temperature of the water flowing inside the 
collector during these hours – the storage tank 
connected to the water-cooled BIPV/T collector is 
drained in the evening by the users for domestic 
purposes. The hot water is then replaced with cold 
tap water (15 °C). When the circulating pump of 
the system is activated the next morning, the wa-
ter, still cold inside the storage tank, cools down 
the external wall surface, causing the striking tem-
perature drop shown in Fig. 6. 
The variation of the thermal behaviour of the wall, 
caused by the adoption of the BISS, also affects, in 
turn, the indoor air temperature. This effect is 
shown in Fig. 7 for the same three sample winter 
and summer days and for the same weather zone 
(Naples) considered for Fig.s 5 and 6. 

 

Fig. 7 – Reference vs. Proposed systems: indoor air tem-
perature time histories for three sample winter and three 
sample summer days (Naples, 250 W, 0.25 Vol/h) 

 

Starting from the winter season (Fig. 7, left), it is 
can be noted that higher indoor air temperatures 
occur during the hours in which the HVAC system 
is switched off, by adopting the BIPV and the wa-
ter-cooled BIPV/T solutions (black and red lines 
respectively). This is due, as mentioned previously, 
to the free-heating effects caused by the integration 
of these devices in the building. Note that this in-
crease in indoor air temperature implies a higher 
indoor thermal comfort perception with respect to 
the reference building. In addition, an energy sav-
ing can also be achieved during the hours in which 
the HVAC is switched on (not detectable from Fig. 
7 due to the thermostat temperature). Both comfort 
and energy demand variations are described in 
more detail in the energy and comfort analysis sec-

tions. Note that, in the case of the adoption of air-
cooled BIPV/T (purple line), lower indoor air tem-
peratures are detected with respect to the reference 
case study, as can be seen in Fig. 5. By considering 
the summer season (Fig. 7, right), higher indoor air 
temperatures, compared to the reference case 
study, are almost always obtained by taking into 
account the proposed systems. Higher energy con-
sumption for space cooling and lower indoor 
thermal comfort levels are therefore expected dur-
ing the summer season. 

5.2 Thermal Power/Energy Analysis 
The variations in indoor air temperature, shown in 
the previous section (Fig. 7), affect the required 
thermal power for space heating and space cooling. 
Fig. 8 shows the HVAC system thermal power time 
histories for the same three winter (left) and three 
summer (right) sample days previously con-
sidered. 

 

Fig. 8 – Reference vs. Proposed systems: thermal power 
time histories for three sample winter and three sample 
summer days (Naples, 250 W, 0.25 Vol/h) 
 

Starting with the winter season (Fig. 8, left), several 
considerations can be made. The adoption of the 
BIPV and water-cooled BIPVT systems (black and 
red lines respectively) returns, as can be seen in 
Fig. 7, a lower thermal power demand for space 
heating with respect to the reference case study 
(blue line) due to the free heating effect of the BISS. 
It is interesting to note that in several hours the en-
tire space heating need is covered by the BISS posi-
tive passive effect. By considering the air-cooled 
BIPVT prototype (purple line), the opposite effect 
can be detected: a higher thermal power demand 
for space heating with respect to the other solu-
tions is obtained. This higher consumption, which 
is also seen in the temperature trends previously 
discussed (Fig. 7), is caused by the negative over-
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cooling effect of the device due to the cold air flow-
ing inside the collector. During the summer season 
(Fig. 8, right), the adoption of a BISS generally in-
creases the thermal power demand for space cool-
ing purposes due to the negative over-heating ef-
fect. As an example, the BIPV (black lines) returns 
a higher thermal power demand if compared to the 
reference case study (blue lines). A different situa-
tion is instead detected by considering the water 
and air-cooled BIPVT (blue and purple lines, re-
spectively). Here, during the first hours of the day 
the adoption of these systems creates a lower 
thermal power demand for space cooling. By com-
parison, a higher demand is detected later in the 
day. This behaviour is in accordance with the tem-
perature trends presented in Fig. 7. 
From the results shown so far it is clear that the ef-
fect of the adoption of a BISS on the building ther-
mal behaviour is strictly dependent on the season 
and on the hour of the day. This implies that the 
convenience linked to the building integration of 
such systems (from the point of view of passive 
effects) should be assessed on a seasonal/yearly ba-
sis. For this reason, the seasonal thermal energy 
demands are reported in Fig.s 9, 10 and 11, for 
Almeria, Naples and Milan, respectively. Note that 
in these figures the bar above and below the zero 
line represents the thermal energy demanded for 
space heating and space cooling, respectively. 
From the figures, it is possible to note that the 
adoption of a BISS generally returns lower energy 
consumption for space heating (positive free-
heating effect) and higher energy consumption for 
space cooling (negative over-heating effect) with 
respect to the reference building (blue bars), as ex-
pected. By analysing the BIPV (black bars), it can 
be noted that this solution returns the highest ef-
fects magnitude (highest winter energy savings 
and highest summer energy demand increases) for 
all the considered case studies. 

 

Fig. 9 – Reference vs. Proposed systems: thermal energy 
demands for space heating and space cooling (Almeria) 

 

 

Fig. 10 – Reference vs. Proposed systems: thermal 
energy demands for space heating and space cooling 
(Naples) 

 

 

Fig. 11 – Reference vs. Proposed systems: thermal 
energy demands for space heating and space cooling 
(Milan) 
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A similar behaviour, but lower in magnitude, oc-
curs by considering the water-cooled BIPVT (red 
bars). On the other hand, very low variations can 
be seen in Fig. 9 if the air-cooled BIPVT (purple 
bars) is considered. Small differences are detected 
only in case of the cold-dominated weather zone 
(Milan), especially for space heating purposes. The 
small variation in terms of demanded thermal en-
ergy, which is obtained by considering the air-
cooled BIPVT, is in accordance with the very slight 
temperature variations returned by the technology 
and already shown in Fig.s 5, 6 and 7 with respect 
to the reference building. 
The seasonal results shown in Fig.s 9, 10 and 11 
imply the yearly results presented in Fig.s 12, 13 
and 14 in case of Almeria, Naples and Milan, re-
spectively. Specifically, here the annual outcomes 
are reported in terms of yearly electricity savings 
with respect to the reference building for all the 
proposed case studies. Note that these results are a 
trade-off between the negative summer effects and 
the positive winter effects. From the figures, inter-
esting considerations can be made. First, it is pos-
sible to note that the performance of BIPV and wa-
ter-cooled BIPVT (black and red bars respectively) 
increases with the increase of the space heating de-
mand (higher heating degree days (HDD), higher 
ventilation flow rate, lower internal loads). The 
opposite occurs for the air-cooled BIPVT (blue 
bars), for which the performance increases with the 
increase of the cooling loads (higher cooling degree 
days CDD, lower ventilation flow rate, higher in-
ternal loads). This discrepancy is due to the tem-
perature behaviour shown in Fig.s 5, 6 and 7. BIPV 
and water-cooled BIPVT, which return higher sys-
tem temperatures with respect to the reference case 
study, perform better in weather zones where the 
effect of the winter season is greater than the 
summer season. Conversely, lower system temper-
atures are achieved for the air-cooled BIPVT. 
 

 

Fig. 12 – Reference vs. Proposed systems: yearly 
electricity savings (Almeria) 

 

 

Fig. 13 – Reference vs. Proposed systems: yearly 
electricity savings (Naples) 

 

 

Fig. 14 – Reference vs. Proposed systems: yearly 
electricity savings (Milan) 
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By analysing each system singularly, it is possible 
to note that the adoption of water-cooled BIPVT 
(red bars) returns the highest savings for almost all 
the considered case studies. The only exception, 
where this system returns an energy increase, is in 
Almeria (internal gains set at 500 W, and ventila-
tion flow rate equal to 0.5 Vol/h), where disad-
vantages in summer outweigh the benefits in win-
ter. 
Lower savings (i.e. higher energy demand) are de-
tected by adopting the BIPV system (black bars). 
The higher system temperatures reached by the 
wall integrating this device with respect to the oth-
ers (see Fig. 5, Fig. 6 and Fig. 7) imply a higher 
building heating demand for this system to be con-
venient. This is also demonstrated by the results 
for Milan (internal gains set at 125 W, and ventila-
tion flow rate equal to 0.25 and 0.50 Vol/h). Here, 
the very high heating demand makes the adoption 
of BIPV more convenient than the water-cooled 
BIPVT. 
The air-cooled BIPVT (blue bars), on the other 
hand, always return a worse performance with re-
spect to the reference case study (negative primary 
energy saving), in accordance with the temperature 
time histories shown in Fig.s 7 and 8 and with the 
thermal energy one of Fig.s 9, 10 and 11. However, 
it should be noted that the adoption of this device 
in hot weather zones returns a negligible energy 
increase. By comparison, the lower PV panel tem-
perature (reached thanks to the cooling air and the 
produced hot air itself) should be considered in the 
overall system convenience (together with the 
higher productivity and longer life). Note also that 
the air-cooled BIPVT behaviour is mainly due to 
the operating condition investigated in this paper; 
the considered prototype takes air from the out-
door environment instead of from the building in-
door environment. This means that the tempera-
ture of the air entering the collector is always 
somewhat low, causing the subsequent over-
cooling effect previously described. Different re-
sults, and thus different performances could be 
achieved with different air intake strategies (e.g. if 
air is taken from the inside of the building and ex-
hausted or adopted to enhance the heat pump COP 
during the winter). 

5.3 Comfort analysis 

The modifications to the thermal behaviour of a 
building due to adoption of the BISS also affects, in 
turn, the perception of indoor thermal comfort. 
This is due to the variation of both indoor air (see 
Fig. 7) and wall (see Fig. 5 and Fig. 6) temperatures 
affecting the indoor thermal comforts levels. In this 
section, an analysis of the thermal comfort when 
BISS are considered is presented. In order to con-
duct this investigation, the number of hours in 
which the indoor thermal comfort is satisfied was 
estimated. Following this, the variation of the 
number of comfort hours obtained in one year be-
tween the proposed and the reference case was as-
sessed. Specifically, comfort conditions are consid-
ered when the Predicted Mean Vote (PMV) is in-
cluded in the range of ± 0.5. The results of such 
analysis are reported in Fig. 15 for all the con-
sidered case studies in terms of comfort hour varia-
tion. 

 

Fig. 15 – Reference vs. Proposed systems: yearly 
thermal comfort hour variation for all the considered case 
studies 

 

By comparing Fig. 15 to Fig. 12, Fig. 13 and Fig. 14, 
it is possible to note that the best solutions, from 
the point of view of comfort and energy point do 
not always match. As an example, from Fig. 15 is 
possible to note that the application of the water-
cooled BIPVT located in Naples (internal gains set 
at 125 W, and ventilation flow rate equal to 0.25 
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and 0.50 Vol/h) reports a decrease in comfort hours 
(~ -50 hours/year), although it represents the best 
solution from the point of view of energy (see the 
same case study results from Fig. 13). By compari-
son, in the case of the BIPV located in Almeria 
(internal gains set at 500 W, and ventilation flow 
rate equal to 0.25 and 0.50 Vol/h),  a comfort in-
crease is detected (~ +150/200 hours/year), whereas 
the same case studies return a worse energy per-
formance (see Fig. 12). 
In general, it can be seen that the integration of 
BIPV is always the best solution from the point of 
view of comfort. Its convenience increases with an 
increase in HDD, due to the greater influence of 
the cooling season, which maximizes the benefits 
of the higher wall/indoor air temperature (see 
Fig. 5, Fig. 6 and Fig. 7). The convenience in adopt-
ing the water-cooled BIPVT, on the other hand, de-
pends on the selected weather zone and boundary 
conditions. The application of this device leads to 
both an increase and decrease in comfort as a func-
tion of the considered case study (ranging from -50 
to +150 hours/year). Finally, the worse comfort per-
formance was achieved through the adoption of 
the air-cooled BIPVT (especially in case of the cold 
dominated weather zones – Milan). This is due to 
the over-cooling effect discussed above, and de-
pends on operating conditions of the collectors 
(Fig. 5, Fig. 6 and Fig. 7). 

6. Conclusions 

This paper has discussed the effect of the building 
integration of several BISS devices. Specifically, 
two innovative low-cost BIPVT collectors (water 
and air cooled) prototypes were considered for this 
study, along with a BIPV panel. One of the main 
novelties of these prototypes is the low initial cost 
achieved by the adoption of cost-effective materi-
als. The experimental campaigns, the mathematical 
models developed and the performance of these 
devices have been discussed in previous papers. In 
this paper, an analysis of the passive effects of the 
prototypes when integrated into the building enve-
lope was presented. The prototypes were purpose-
ly conceived to be integrated into the building en-
velope. Specifically, a dynamic simulation model, 

capable of assessing the performance of the devices 
coupled to the building was presented. A suitable 
case study was presented, aimed at investigating 
the convenience of the presented prototypes from 
the point of view of their passive effects, and at 
showing the potentiality of the developed simula-
tion tool. The case study referred to a single-family 
dwelling unit, located in a multi-storey residential 
building, where the two prototypes are integrated 
into the South vertical façade along with those of a 
BIPV panel. From the analysis, conducted for sev-
eral weather zones and boundary conditions, a 
number of interesting outcomes are obtained, such 
as:  
i)  non-negligible energy savings for space heat-

ing and cooling can be achieved by adopting 
the BIPV and the water-cooled BIPVT in cold 
and mild weather zones;  

ii)  air-cooled BIPV can be a good solution, in 
summer dominated weather zones, to increase 
PV efficiency while producing hot air without 
affecting the energy consumption of a building 
(negligible passive effects);  

iii) in terms of the indoor comfort condition, the 
best performance is achieved with the BIPV; 
however interesting benefits are also obtained 
with the water-cooled BIPVT.  

A further case-by-case analysis is required to ana-
lyse the convenience of these systems in different 
applications. 

Nomenclature 

Symbols 

A Area [m2] 
BIPV Building Integrated Photovoltaic 
BIPVT Building Integrated Photovoltaic Thermal 
BISS Building Integrated Solar Systems 
CDD Cooling Degree Days 
HDD Heating Degree Days 
HVAC Heating Ventilation and Air Conditioning 
PV Photovoltaic 
T Temperature [K][°C] 
U Heat loss coefficient [W/m2K] 
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Subscripts/Superscripts 
a outdoor air 
b back 
c collector 
e edge 
air indoor air 
p absorbing plate 
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Abstract 
Acoustic performance of concert halls and opera houses 

is usually assessed by measuring the BIRs (Binaural Im-
pulse Responses). Anechoic music convoluted with BIRs 

constitutes the virtual sound in the way it is played in the 
sound field, i.e. the room. From BIRs, the IACC (Inter-

Aural Cross Correlation) can be computed. This para-
meter makes it possible to evaluate the spaciousness of 

the hall. However, the calculation of the IACC value is 
affected by the convolution technique used as well as the 

kind of musical motif. For example, in the same concert 
hall, the BIR provides three different IACC values in the 

case of three different motifs played in it. This study has 
conducted a psycho-acoustic experiment by using a vir-

tual sound field representation produced by the stereo 
dipole technique in a listening room. In the experimental 

set-up there were two  or four loudspeakers, correspond-
ing to the single stereo-dipole or the dual stereo-dipole, 

respectively. By cancelling the cross-talk pathways (i.e. 
from left loudspeaker to right ear), the parallel sound 

presentation creates a 3D sound field for listeners sitting 
in the target point. The invert Kirkeby method was 

adopted to determine the inverse filters. Finally, the au-
ralization technique with measured BIRs in theatres was 

utilized and the virtual sound field was generated in the 
Arlecchino listening room (Bologna, Italy), a low rever-

beration room equipped with an Ambisonic system. In 
the virtual sound field, the BIR was recorded again by the 

same dummy head used during the measurement in the 
theatres. The similarity between real and virtual sound 

fields was evaluated by comparing some acoustic param-
eters. The stereo-dipole technique demonstrates a good 

degree of accuracy of the sound field appearance. More-
over, the accuracy of the sound field appearance was 

analysed using two musical motifs and three musical 
instruments, comparing the values of the IACC calculat-

ed by echoic music with the virtual echoic music. 

1. Introduction 

In general, acoustical qualities of concert halls and 
opera houses are evaluated on the basis of BIRs 
(Binaural Impulse Responses) measured in them. 
The anechoic music convoluted with BIRs realizes 
the virtual sound as it was played in the sound 
field (Shimokura et al., 2011; Tronchin, 2012; Tron-
chin et al., 2020). The IACC (Interaural Cross Cor-
relation) calculated from the BIRs represents one of 
the parameters to evaluate the spaciousness of 
halls. However, the value of the IACC is changed 
by the convolution technique according to the kind 
of musical motif used (Farina and Tronchin, 2000; 
Tronchin, 2013). For example, one BIR measured in 
the concert hall in Tsuyama (Japan) presents an 
IACC value of 0.16 whilst the IACC value of the 
symphony ”Royal Pavane” (Orlando Gibbons) 
convoluted with that BIRs is 0.39 and the IACC 
value of the symphony “Symphonietta n14 the 
fourth movement” (Malcolm Arnold) convoluted 
with that BIR is 0.32. A proper evaluation of acous-
tic quality is also important for other purposes, 
such as retrofitting design (Caniato et al., 2019; 
Fabbri et al., 2014; Fabbri and Tronchin, 2015; 
Mancini et al., 2017; Tronchin et al., 2014, 2016 and 
2018; Tronchin and Fabbri, 2017). The aim of this 
study is to conduct the psycho-acoustical experi-
ment by using a virtual sound field representation 
by a stereo dipole technique in a listening room. 
The stereo-dipole technique is realized using two 
or four loudspeakers (corresponding to single ste-
reo-dipole or dual stereo-dipole). The calculation 
of proper inverse filters, by means of the Kirkeby 
method, makes it possible to reproduce the virtual 
sound field by means of the (dual) stereo dipole 
method, avoiding cross-talk paths. In this study, 
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the psychoacoustic experiments were conducted 
using the stereo-dipole technique, considering 
measured BIRs in theatres, virtually reproduced in 
the Arlecchino listening room located at the Uni-
versity of Bologna, Italy. This listening room was 
previously redecorated and equipped with the 
Ambisonic reproducing system. After having cal-
culated the inverse filters, the virtual sound field of 
the rooms was obtained and the BIRs were record-
ed again by the same dummy head used during the 
measurement in the theatres. The similarity be-
tween the real and the virtual sound fields was 
evaluated by comparing some acoustical param-
eters (SPL, EDT, IACC etc) calculated using real 
and virtual BIRs. These acoustical parameters were 
compared and the results suggest that the stereo-
dipole has a good degree of accuracy of the sound 
field appearance (Farina and Tronchin, 2005 and 
2013; Tronchin and Coli, 2015). In this further 
study, we examine the accuracy of the sound field 
appearance using some musical motifs, comparing 
the values of the IACC calculated by “echoic mu-
sic” and “virtual echoic music”. The echoic music 
indicates the anechoic musical signal convoluted 
with a BIR measured in a hall, while the virtual 
echoic music indicates the recorded echoic musical 
signal by means of the single stereo-dipole. Using 
MIDI, the anechoic musical signals are composed 
by considering two different melodies and three 
kinds of musical instruments. The IACC of a long 
continuous music motif was calculated by sliding 
the fixed integration interval along time (Tronchin 
and Coli, 2015). 

2. Materials and Methods 

2.1 IACC (Interaural Cross Correlation) 

When sound is propagated from a sound source, 
the signals received at the left and right ears of a 
listener are different. Interaural cross-correlation 
function (IACF) represents the interdependence be-
tween left (right) signal at the origin and the right 
(left) signal at a delay of 1ms. The IACC is one 
maximum value in the IACF. The IACC can be ex-
pressed by 

 

 

(1) 

where 2T is the integral interval, τ is the time de-
lay, and pl(t) and pr(t) are signals obtained at left 
and right ears. In the case of evaluating a sound 
field, the pl(t) and pr(t) are corresponding to the 
impulse responses recorded at the left and right ear 
positions of a dummy head. 

2.2 Acoustical Parameters Based on the 
IACC 

In some research, the IACC has been modified 
based on the auditory nerve process or the acousti-
cal characteristics of the musical performances in a 
hall. 
Ando (1998) proposed that the IACF should be 
calculated with pl’(t) and pr’(t) which are obtained 
after passing through the A-weighting filter, which 
corresponds approximately to the sensitivity of the 
human ear (Tronchin, 2013). These calculative 
steps are based on the auditory-brain model for 
subjective responses. Unlike the spectral filtering, 
the IACCE is calculated in the limited integration 
time in 80 ms (Shimokura et al., 2011). The early 
part of the signal, such as EDT (Early Decay Time),  
is often evaluated to be important because most 
symphonic compositions include successive notes 
changing rapidly. The IACCE3 is taken into account 
both for the spectral and temporal limitation. A 
signal is divided into one-octave spectral bands, 
and the values of the IACC are led from each band-
passed signal limited to an integration time of 
80 ms. The IACCE3 is the IACC averaged with the 
results of the bands whose center frequencies are 
0.5, 1, and 2 kHz because the spectral energy of a 
symphony distributes mainly around 0.5-2 kHz. To 
evaluate concert halls or musical instruments and 
opera houses acoustically, Farina utilized the IAC-
CE5, while Hidaka and Ando utilized the IACCE3 
(Ando, 1998; Farina, 2001; Farina et al., 1998). As a 
result, a correlation between IACCE and subjective 
evaluation of the halls was found by Farina. In 
another research, the IACCE3 was found with a 
high correlation with a rank order of the halls’ 
acoustical qualities by Hidaka et al. This controver-
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sial results can be explained by several reasons 
(e.g. diverse assessments or subjects). However, it 
is noteworthy that the IACC values chosen by 
them were computed referring to the BIRs of dif-
ferent frequency ranges. 

2.3 Acoustical Characteristic of a Signal 

Ando proposed τ1 and τe to determine temporal 
acoustical characteristics of musical performances 
and adopted them for virtual sound reconstruc-
tions (Ando, 1998; Tronchin and Knight, 2016). A 
normalized autocorrelation function (ACF) was 
used to extract τ1 and τe as follows: 
 

 
(2) 

Where 
 

 
(3) 

2T is the integral interval, τ is the time delay, and 
p’(t) is an original acoustical signal after passing 
through the A-weighting filter. τ1 is a delay time of 
the first positive peak, and τe is an effective dura-
tion of the ACF, defined by the delay time where 
the envelope of the normalized ACF becomes and, 
then, remains smaller than 0.1 as depicted in Fig. 1. 
The value of τ1 indicates the pitch of the signal, and 
the value of τe represents repetitive features, which 
corresponds to different kinds of musical instru-
ments, tempo of the motif and the pattern of play-
ing, such as legato or staccato. Generally, a fast 
tempo or a snap playing makes the τe shorter. 
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Fig. 1 – (a) Definition of τ 1 in normalized ACF; (b) Definition of τ 
e in normalized ACF in logarithm scale 

During a performance of music, the acoustic char-
acteristics (e.g. pitch and tempo) varies as a func-
tion of time. For  observing the fluctuation of 
acoustical characteristics, it is necessary to run the 
ACF. The running ACF is defined by: 
 

 

 
(4) 

Where 
 

 
(5) 

 
After passing, the normalized ACF of p’(t) was 
calculated in the range of integral interval 2T once 
passed through the A-weighting filter. 2T slides 
along the duration of the motif. The structure of 
the running ACF is reported in Fig. 2. 
 

2T

Time

Music

φ(τ;t)
φ(τ;t+∆t)

φ(τ;t+2∆t)
φ(τ;t+3∆t)

∆t: Running step

t

 

Fig. 2 – Running ACF of long musical motif 

2.4 3D Sound Representation by  
Stereo-Dipole 

2.4.1 BIR of the theatre 
In this study, we utilize two kinds of BIR (“BIRn1” 
and “BIRn2”) measured in the traditional Italian 
opera house, Teatro Nuovo in Spoleto (Italy). In the 
acoustical measurement, the sound source and the 
receivers are an omnidirectional speaker (LookLine 
dodecahedral configuration) and a dummy head 
(Sennheiser), respectively. The loudspeaker was 
located in the two positions of the stage; one near 
(BIRn1) and another one far (BIRn2) from the 
frontal edge of the stage, and the dummy head was 
located in one position in the middle of the stalls. 
The values of the IACC of all-passed BIRn1 and 
BIRn2 are 0.39 and 0.26, and IACCE3 of the BIRs are 
0.32 and 0.24, respectively.  
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Fig. 3 – IACC of BIRn1 (○) and BIRn2 (●) as a function of 
frequency band 

Fig. 3 shows the spectral characteristics of the 
IACC in these BIRs. 

2.4.2 Anechoic musical motifs 
Three kinds of an anechoic musical motifs were 
used: “Melody A by trumpet”, “Melody A by 
piano”, and “Melody B by organ”. The scores of 
Melody A and Melody B are shown in Fig. 4. These 
anechoic musical motifs were generated by MIDI. 
The duration of the musical motifs is 30 s. 
 
(a)

(b)  

Fig. 4 – (a) Scores of Melody A (b) Scores of Melody B 

To observe the acoustical characteristics of these 
anechoic musical signals, the running ACF calcula-
tion (see Equations (4) and (5)) was carried out 
along the signal duration. Fig. 5 shows the changes 
of τ1 and τe in the early 5 s. The integral interval 
(2T) and the running step are 1 s and 0.1 s, 
respectively. Although the trends of “Melody B by 
piano” were included in Fig. 5 for comparison 
reasons, this musical motif is not employed in this 
stereo-dipole examination.  
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Fig. 5 – (Different symbols indicate different musical motifs: (-): 
Melody A by trumpet; (●): Melody A by piano; (×): Melody B by 
organ; (○): Melody B by piano. (a) Acoustical parameters for 5 s. 
τ1 (b) Acoustical parameters for 5 s. τe 

It has to be noticed that τ1 is affected by the differ-
ence in musical instruments (trumpet, organ or 
piano) and τe is mainly affected by the difference in 
melody (Melody A or B). 
Since both τ1 and τe changes dynamically over time 
as shown in Fig. 5, it is not easy to determine a 
unique representative value to express distinctly 
the differences between these musical motifs. Par-
ticularly, the values of τe increase to a high value, 
so that the mean value of τe is meaningless. In this 
study, the 300 values obtained by the running ACF 
in a rate of 0.1 s along the duration of 30s are 
converted into the histogram, and the repre-
sentative values are determined by the 50 % 
probability of cumulative frequency. These values 
are termed “τ1 (50%)” and “τe (50%)”, and they are 
listed in Table 1.  
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Table 1 – Anechoic musical motifs and their τ1 (50%) [ms] and τe 
(50%) [ms] 

Musical motif τ1 (50%) [ms] τe (50%) [ms] 

Melody A by piano 1.33 246.5 

Melody A by trumpet 0.88 54.9 

Melody B by organ 0.46 526.7 

Melody B by piano 1.94 308.8 

2.5 Procedure of Dual Stereo-Dipole 

2.5.1 Measurement in Arlecchino listening 
room  

The single stereo-dipole representations were car-
ried out in an Arlecchino listening room at Univer-
sity of Bologna (Italy). Two loudspeakers (Montar-
bo W400A) were located in front of a dummy head 
(Sennheiser) as reported in Fig. 6, whereas the 
other two loudspeakers (Montarbo W400A) were 
located to the rear of it. To obtain the BIRs in the 
listening room, a log swept-sine signal was gener-
ated by Adobe Audition and was presented by the 
two loudspeakers alternately. 
 

237 cm

plus minus 10 deg

Door

Window, curtain

Window,
curtain

Absorptive material

h = 1.2 m

h = 1.1 m

 

Fig. 6 – Arrangement of two loudspeakers and a dummy head in 
the Arlecchino listening room 

After deconvolution of the signals recorded by the 
dummy head, the impulse response of the listening 
room can be obtained respectively for the left and 
right loudspeakers. The envelopes of impulse re-
sponses are smoothed in order to remove extra 
reflections and to leave only the direct sound. 

2.5.2 Generation of cross-talk canceling filter 
The smoothed impulse response was converted 
into cross-talk cancelling filter by using the plug-in 
of “Invert Kirkeby”1 in Adobe Audition. Table 2 

shows the calculation conditions of the Invert 
Kirkeby plug-in. 

Table 2 – Properties of Invert Kirkeby plug-in 

Filter length [sample] 2048 

IN-band parameter 1 

OUT-band parameter 10 

Lower cut freq. [Hz] 80 

High cut freq. [Hz] 16000 

Width 0.33 

2.5.3 Presentation 
The “anechoic music” was convoluted with the im-
pulse responses of the theatres. Conversely, the 
“echoic music” was convoluted again by the cross-
talk cancelling filters based on the impulse re-
sponse of the listening room. The resulted signals 
were presented by the two loudspeakers at the 
same time, and the sounds were recorded by the 
dummy head under almost the same conditions as 
when the impulse response of the Arlecchino lis-
tening room was measured. The recorded musical 
motifs are defined by “virtual echoic music”. 

3. Results 

During a musical performance, the IACC values 
vary as a function of time. The observation of the 
IACC fluctuation is helped by running IACF like 
the running ACF (Farina and Tronchin, 2013; Tron-
chin, 2013). Then, the IACF was computed in the 
range of integral interval 2T (1 s) that is sliding 
(step: 0.1 s) along the duration of the motif (30 s) 
after passing through the A-weighting filter. Fig. 7 
compares the temporal fluctuation of the IACC 
produced by the running IACF in the cases of the 
echoic music (thick line) and the virtual echoic mu-
sic (thin line). For Melody A by piano, the values of 
IACC are similar among the echoic and virtual 
echoic music, although it is difficult to observe the 
synchronous change.  
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Fig. 7 – Running IACF as a function of time. The thick and thin 
lines indicate echoic and virtual echoic music, respectively. The 
red dotted line indicates the values of IACC calculated from the 
all-passed BIRs 

For Melody A by trumpet, the differences between 
them are evident. For Melody B played by organ, 
the IACCs at some moments are quite different 
from each other; however, some IACCs simultane-
ously fluctuate between the echoic and virtual ech-
oic music. In a further step, we compared the dif-
ferent distribution of IACC between the echoic and 
virtual echoic music. It is unlikely that listeners 
follow the dynamical change of IACC; they are 
more likely to judge the spaciousness inclusively 
during musical performances. The running IACC 
arranged on a long time is converted into a histo-
gram, and the cumulative frequency is rearranged 
along the IACC. Fig. 8 shows the results. The 
distribution of IACC is close when the sound 
source is Melody B by organ. On the other hand, in 
the case of Melody A by trumpet, the distributions 
of IACC are more different from each other. More-
over, the results show that the case of BIRn2 can 
represent the vertical echoic music more accurately 
than the case of BIRn1. 
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Fig. 7 Cumulative frequencies as a function of IACC of the echoic music (▲) and the virtual echoic music (○). The red dotted line indicates the 
values of IACC calculated from the all-passed BIRs 

In this study, the gap of IACC between the echoic 
and virtual echoic music was evaluated with 
 
 

 
(6) 

 

 
where IACCechoic(x) and IACCvechoic(x) are the values 
of the IACC calculated from the echoic music and 
the virtual echoic music in the probability x %. The 
errors can be seen in Table 3. It is important that 
the accuracy of the stereo-dipole is dependent not 
only on the kinds of BIRs, but also on the kinds of 
musical motifs. Although the kind of melody is the 
same, the errors in Melody A by piano and Melody 
A by trumpet are different. Although the kinds of 
motif are not enough to support the statistical sig-

nificance, the error values have a good correlation 
with τe (50%) extracted from anechoic musical mo-
tifs. 

Table 3 – Errors of IACC arranged in terms of BIR and musical 
motif 

Musical motif BIRn1 BIRn2 

Melody A by piano 0.07 0.03 

Melody A by trumpet 0.16 0.10 

Melody B by organ 0.04 0.03 
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Fig. 8 – Errors of IACC as a function of τe(50%) of anechoic mu-
sical motif 

4. Conclusion 

Ando developed a running ACF and IACF calcula-
tion of long continuous signal and proposed the 
effective duration, τe, extracted from the ACF of an 
anechoic musical signal to quantify the acoustical 
characteristics of it (Ando, 1998). These studies 
commonly emphasize the usefulness of τe in blend-
ing musical motif and sound field. In this study, 
three kinds of anechoic musical signals were em-
ployed to examine the accuracy of sound field rep-
resentation by the stereo-dipole with a view to 
conducting the subjective experiment judging spa-
tial impression of echoic musical motifs. The error 
of the IACC ranges from 0.03 to 0.16; this result 
seems to suggest that the stereo-dipole systemized 
in the listening room can reproduce the virtual 
sound field of the opera house, Teatro Nuovo di 
Spoleto, with a high correlation. The accuracy of 
results is dependent both on the kinds of BIR and 
on the kinds of the musical motif. It is interesting 
that the anechoic musical signal with longer τe im-
proves the accuracy of stereo-dipole representa-
tion. 
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Abstract 
The acoustic quality in auditorium and concert halls is 
normally evaluated by the measurements of Impulse 

responses (monaural, binaural or even MIMO). The 
subjective evaluation is often obtained by convolving 

anechoic music with the measured IRs. The psycho-
acoustical experiment is achieved using a virtual sound 

field representation. At the University of Bologna, the 
listening room Arlecchino includes Ambisonics and 

stereo dipole techniques for playback. In this paper, two 
different Italian opera houses and two Japanese concert 

halls were analysed. They were the Teatro Nuovo in 
Spoleto (Italy), the Teatro Alighieri in Ravenna (Italy), the 

Kirishima International Musical Hall in Kagoshima 
(Japan), and the Tsuyama Musical Cultural Hall in Oka-

yama (Japan). The similarity between real and virtual 
sound fields, obtained with stereo dipole technique, was 

evaluated by comparing different acoustic parameters 
calculated by real and virtual sound fields, in the four 

halls in different designed configurations. Finally, the 
stereo dipole technique was added to the ambisonic 

methodology to reproduce the sound fields for the 
psycho-acoustical experiment. The dual stereo-dipole 

technique using two kinds of cross-talk cancelling filters 
can be one of the solutions for improving the acoustical 

quality of home theatre. 

1. Introduction 

Refurbishing theatres, like other historical 
buildings, can be challenging environments for 
several reasons (Fabbri et al., 2014; Fabbri and 
Tronchin, 2015; Tronchin and Knight, 2016; 
Tronchin et al., 2018), even though the main use of 
theatre is for acoustic performances. In this 

process, virtual sound fields can firstly help in the 
design process in order to reach the intended 
standards and secondly make it possible to test 
technological solutions. Two theatres are studied 
here with two concert halls.   

1.1 Teatro Nuovo in Spoleto 

The Teatro Nuovo in Spoleto opened in 1864 in 
spite of some discussion; the plan of the stalls is 
horseshoe shaped in the style of the classical Italian 
opera house, and the frontage of the four box rows 
or orders faces the stalls (Farina and Tronchin, 2005 
and 2013; Tronchin, 2013). A loggia or a balcony 
crowned the last box order, and the ceiling is 
connected to it by a kind of coupling called 
“Vanvitelli” style or “Umbrella”, typical in that 
period. Stalls, boxes and loggia can contain a max-
imum of 800 people. Changes to the Teatro Nuovo 
have been carried out on different occasions; the 
most striking change was the reduction of the 
stage, which enlarged the orchestra place, in 1914. 
Such a modification has most likely damaged the 
good balance between the singer on the stage and 
the orchestra in the pit: Furthermore, some musical 
instruments, recently studied (Farina et al., 1998; 
Farina and Tronchin, 2000; Tronchin, 2012; 
Tronchin and Coli, 2015; Tronchin et al., 2020) now 
play under a flat reflecting surface, which means 
that some sound reaches the stalls more than 0.5 
seconds later than the direct sound. In addition to 
these modifications, some other changes have been 
carried out. In 1933 all the original floors were 
renewed because of the new building safety 
regulations and consequently, the stage was dis-
mantled to change its structure almost completely 
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by substituting steel for wood. In 1950, work 
started on the orchestra pit in order to extend its 
proper space in depth under the stage. More 
recently, the Regional Authorities have approved 
further restoration work in order to make some 
acoustical improvements in the theatre. 

 

Fig. 1 – View of Teatro Nuovo in Spoleto, Italy 

1.2 Teatro Alighieri in Ravenna 

In 1838 the Municipality of Ravenna decided to 
build a new opera house, in order to replace the 
Teatro Comunitativo. The young Venetian archi-
tects Tomaso e Giovan Battista Meduna were 
commissioned to design the new opera house. 
They proposed a theatre not very different from 
the Venetian Teatro la Fenice, well known for its 
acoustics (Tronchin and Farina, 1997), which had 
opened just a couple of years earlier, after the 
burning of the first theatre designed by Selva 
(1795). However, the original design slightly 
changed a few years later, and in 1852 the Teatro 
Alighieri opened. The main hall contains many 
paintings of Venetian artists and golden stuccos. In 
1929 the gallery replaced the balcony in the fourth 
order, and the stage was also remodelled, enlarg-
ing the stalls. The chandelier was added in 1960. 
One of the most relevant factors of the theatre is 
the cavity located below the orchestra pit. It is one 
of the few cavities not dismantled in other Italian 
styled opera houses during the 20th Century, and 
it was recognized as being responsible of some 
modification in strength and reverberation time 
during recent acoustic measurements in this thea-
tre, which also involved other aspects (Caniato et 
al., 2015 and 2016; Tronchin, 2013). 

1.3 Kirishima International Musical Hall 

The Kirishima International Musical Hall was 
opened in 1994 in Kagoshima (Japan). The shape of 
stalls is based on the shoe-box style. However, the 
arrangements of the lateral walls are uneven like a 
natural leaf. The reflections which are returned 
from these lateral walls maintain the same angle of 
incidence when they arrive at listeners. This makes 
the value of the IACC (Inter Aural Cross Correla-
tion) low. The audience area is covered by the ceil-
ing: the shape of this ceiling is not unlike the in-
verted hull of a ship.  

 

Fig. 2 – View of Teatro Alighieri in Ravenna, Italy 

The enclosures realize the well-diffused sound 
field. There are 518 seats in the stalls and 252 seats 
in the gallery. The reverberation time is from 1.6 to 
1.8 s. 

 

Fig. 3 – View of Kirishima International Musical Hall, Japan 
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1.4 Tsuyama Musical Cultural Hall 

Tsuyama Musical Cultural Hall was opened in 
Okayama (Japan) in 1999. Following the concept of 
the “acoustics of the forest”, a large number of pil-
lars are arranged in rows in front of the lateral 
walls. The diffused sounds would be similar to 
those which could be found in the forest. In the 
ceiling, the floating reflective boards are hung by 
wire ropes. There are 600 seats. The reverberation 
time is around 1.6 s. 

 

Fig. 4 – View of Tsuyama Musical Cultural Hall, Japan 

2. Materials and Methods 

Acoustical measurements were taken by arranging 
source and receivers  and the procedure of stereo-
dipole was applied in 3 steps.  

2.1 General Measurement Conditions 

To obtain binaural and b-format impulse respons-
es, a logarithmically sine-swept FM chirp was gen-
erated by a PC. The sine signal with exponential 
varied frequency was defined by a starting fre-
quency 40 Hz, an ending frequency 20k Hz and a 
total duration ranging from 20 to 30 s, as normally 
measured in several acoustic applications (Caniato 
et al., 2016; Tronchin, 2013). 
The sound source and the receiver were employed 
by an omnidirectional, pre-equalized loudspeaker 
(Look Line) and a dummy head (Neumann 
KU100). The waveforms were acquired by means 
of a multi-channel soundboard and stored at 
96 kHz and 32 bits. The height of the source was 
1.4 m when placed on the stage, and 1.2 m when 
placed in the orchestra pit. It was located 2 m from 

the edge of the stage , whereas in the pit, it was 
3.6 m from the pit fence. The height of the micro-
phones was 1.1 m from the floor to ear. In the box, 
the microphones were brought near to the opening 
and chairs were moved close to the door. The di-
rection the dummy head was facing was adjusted 
to the source position in each measurement. 

2.2 The Layout of the Sources and 
Receivers  

The measured impulse responses analysed in this 
paper are four for Teatro Nuovo, three for Teatro 
Alighieri, one for Kirishima musical hall, and one 
for Tsuyama musical hall. The arrangements of the 
sources and receivers and the names referred to in 
the following sections are shown in Table 1. 

Table 1 – Kinds of measured impulse responses 

Auditorium Source Receiver Name 

Teatro 
Nuovo  
di Spoleto 

stage stalls 
SPO_ss 

 pit stalls SPO_ps 

 stage box SPO_sb 

 pit box SPO_pb 

Teatro 
Alighieri  
di Ravenna 

stage stalls 
RAV_ss 

 stage box1 RAV_sb1 

 stage box2 RAV_sb2 

Kirishima 
musical hall 

stage stalls 
KIR_ss 

Tsuyama 
musical hall 

stage stalls TSU_ss 

2.3 Stereo-Dipole 1: Measurement in 
Arlecchino Listening Room 

The single and dual stereo-dipole representations 
were carried out in an Arlecchino listening room in 
Bologna (Italy), which has been developed to rec-
reate other indoor environmental conditions (Ca-
niato et al., 2019; Tronchin and Fabbri, 2017). The 
property of the swept-sine is shown in Table 2. 
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Table 2 – Properties of swept sine signal 

Variable Value 

Start freq. [Hz] 50 

End freq. [Hz] 18000 

Duration [s] 30 

Amplitude 8192 

Sampling [Hz] 44100 

Scale 32-bit 

Two loudspeakers (Montarbo W400A) are located 
in front of a dummy head (Neumann) and the oth-
er two loudspeakers (Montarbo W400A) are locat-
ed to the rear of it as shown in Fig.s 5 and 6.  

 

Fig. 5 – Plan of Arlecchino listening room 

To obtain the BIR in the listening room, a log 
swept-sine signal is generated by Adobe Audition 
and is presented by the four loudspeakers alter-
nately. After de-convolution of the signals record-
ed by the dummy head, the impulse response of 
the listening room can be obtained respectively for 
the front and rear loudspeakers. The envelopes of 
impulse responses are smoothed in order to cancel 
extra reflections and only the direct sound remains. 

2.4 Stereo-Dipole 2: Generation of 
Cross-Talk Cancelling Filter 

The smoothed impulse response is converted into 
cross-talk cancelling filter by using the plug-in of 
“Invert Kirkeby” in Adobe Audition. In this exam-
ination, the two kinds of cancelling filters are gen-
erated for the frontal loudspeakers and for the rear 
loudspeakers (Shimokura et al., 2011). Table 3 shows 
each calculation condition of the Invert Kirkeby 
plug-in. 

Table 3 – Properties of Invert Kirkeby plug-in for Frontal and Rear 
cancelling filters 

Variable Value 

Filter length [sample] 2048 

Lower cut freq. [Hz] 80 

IN-band parameter 1 

High cut freq. [Hz] 16000 

OUT-band parameter 10 

Width 0.33 

Fig. 7 shows the spectral characteristics of the two 
cancelling filters. 

 

Fig. 6 – Section of Arlecchino listening room 

Since the Arlecchino listening room is not a per-
fectly anechoic room, it is difficult to generate the 
cross-talk cancelling filters with linear spectral 
characteristics from the impulse responses in it. 
The two cancelling filters are calculated to lower 
the spectral gaps, as shown in Fig. 7.  

Frequency [Hz] 

Sp
ec

tra
l p

ow
er

 

 

Fig. 7 – Spectral powers of front cancelling filter (red) and rear 
cancelling filter (green) 
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2.5 Stereo-Dipole 3: Presentation 

The anechoic swept-sine signal was convoluted 
with the impulse responses of the theatres. The 
echoic swept-sine signals were convoluted again 
by the cancelling filters for the frontal and rear 
loudspeakers. The resulted signals were presented 
by the frontal and rear loudspeakers at the same 
time, and the sounds were recorded by the dummy 
head under similar conditions to those in the  
Arlecchino listening room when the impulse 
response was measured. Finally, by de-convoluting 
the recorded signal, an impulse response is 
generated. In this study, it is called “virtual IR” in 
order to distinguish the “real IR” that was 
measured in the theatres. A similar procedure was 
also applied for the Ambisonic playback system, 
but the results are not presented in this paper.  

3. Results 

To confirm the accuracy of the sound field repre-
sentation by the stereo-dipole technique, in this 
paper the real IR and virtual IR were compared in 
terms of these acoustical parameters: SPL (Sound 
Pressure Level), EDT (Early Decay Time).  
 

 

Fig. 8 – SPL: real IR (●), virtual IR by single stereo-dipole (∆), 
virtual IR by dual stereo-dipole (□): Spoleto 1/2 

 

Fig. 9 – SPL as a function of band frequency: Spoleto 2/2 

The values are the averaged SPL and EDT calculat-
ed from the left and right impulse responses. Only 
in the case of KIR_ss, is the data of the virtual IR by 
dual stereo-dipole a shortage. Fig.s 8 to 13 show 
the SPLs calculated from the real IR and the virtual 
IR by single and dual stereo-dipoles. The virtual IR 
by single stereo-dipole is obtained by using only 
the frontal loudspeakers. 
 

 

Fig. 10 – SPL as a function of band frequency: Ravenna 1/2 
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Fig. 11 – SPL as a function of band frequency: Ravenna 2/2 

 

Fig. 12 – SPL as a function of band frequency: Kagoshima 

 

Fig. 13 – SPL as a function of band frequency: Okayama 

In all cases, the SPL of the virtual IR is close to the 
SPL of the real IR. However, in the low-frequency 
range, the SPL of the virtual IR by single stereo-
dipole tends to be lower than the SPL of real IR. 
The gap of SPL is improved by carrying out the 
dual stereo-dipole. For the concert hall, the single 
stereo-dipole shows better performances than the 
dual stereo-dipole. Fig.s 14 to 19 show the results 
of EDT. From these results, it can be seen that the 
stereo-dipole technique in the Arlecchino listening 
room works for the sound field representation with 
a high correlation. However, like the results of SPL, 
EDT of the real IR in the low-frequency range is 
difficult to be expressed by the single stereo-
dipole.  

 

Fig. 14 – EDT: real IR (●), virtual IR by single stereo-dipole (∆), 
and virtual IR by dual stereo-dipole (□): Spoleto 1/2 

 

Fig. 15 – EDT as function of band frequency: Spoleto 2/2 

The dual stereo-dipole contributes to covering the 
gap of EDT. 
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Fig. 16 – EDT as a function of band frequency: Ravenna 1/2 

 

Fig. 17 – EDT as a function of band frequency: Ravenna 2/2 

 

Fig. 18 – EDT as a function of band frequency: Kagoshima 
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Fig. 19 – EDT as a function of band frequency: Okayama 

 

4. Discussion 

The Arlecchino listening room was redecorated by 
putting the absorptive material on the walls to per-
form the virtual sound field reproduction and lis-
tening tests. As a result, the reverberation in the 
high-frequency range (>500 Hz) was greatly re-
moved while low-frequency reverberation 
(<250 Hz) remained again in the range shorter than 
1s. In such a semi-anechoic condition, the 
generation of virtual sound fields by the stereo-
dipole technique is not easy to carry out, because 
the cross-talk cancelling filter based on the impulse 
response with some reverberation is not flat spec-
trally. According to the parameters in the invert 
Kirkeby method, the cancelling filters have spectral 
peaks and dips as shown in Fig.s 14 to 19. However, 
the shortage of spectral power can be overcome by 
using two kinds of cancelling filters, which are pre-
sented by the dual-stereo dipole technique. Fig.s 8 to 
13 and 14 to 19 show the advantages of dual stereo-
dipole in terms of SPL and EDT. In general, the 
Ambisonic method, for reproducing virtual sound 
fields, showed a good enhancement at these fre-
quencies. It is therefore likely that this limitation 
could be circumvented with the Ambisonic method.  

5. Conclusion 

The stereo-dipole technique has been developed to 
be applied to “home theatre”, which realizes the 
3D sound for home use. Unlike the perfectly ane-
choic listening room in a laboratory, the room in a 
home has some reverberations unless absorptive 
materials are introduced in it. The dual stereo-
dipole technique using two kinds of cross-talk can-
celling filters can be one of the solutions to im-
prove.  
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Abstract 
The AED (Acoustic Event Detection) and SSR (Sound 
Source Recognition) systems are increasingly used in 

projects involving home automation, security, help for 
the visually impaired or for the elderly who want to pur-

sue projects of independent living. The application of 
such technologies can also become a valid reference in 

the case of subjects suffering from cognitive, not just 
physical, deficits (Down syndrome, autism, etc.). In these 

cases remote assistance systems can represent a strong 
support both for the people who take care of them 

(parents, specialized personnel), and also for people with 
cognitive disabilities to pursue projects of independent 

living. Based on the study of the peculiarities that the 
internal spaces hosting activities for people with various 

cognitive deficits must have, criteria for acoustic comfort 
and internal design have been optimized for certain types 

of living, working and resting spaces. The aim of this 
work is to understand how the indoor sound field of 

dedicated rooms may affect boundary conditions for the 
installation of AED and SSR and how the specific interior 

design for special spaces may influence the speech intel-

ligibility and clarity of these rooms. 

1. Introduction  

Acoustic Event Detection systems (AED) are de-
signed to detect anomalous acoustic events and 
were developed to assist video surveillance sys-
tems (Pagin, 2016). They are based on the peculiari-
ties of a sound signal that can be composed of very 
different time or spectral characteristics, different 
amplitude levels (consequently, different signal-to-
noise ratio) and different duration. The detection 

algorithms are based on pre-processing techniques 
necessary to detect potential alarm signals, such as 
the sensitivity of the detection algorithm (i.e. the 
ability to detect irregularities whose level is more 
or less close to the background noise) and the 
adaptability to sudden or slow changes in the sig-
nal (with respect to the variability of the back-
ground noise) (Dufaux, 2001; Tronchin, 2013). 
These systems are mainly used for "security" in 
outdoor environments or large environments (gar-
ages, airports, stations, etc.). 
Sound Source Recognition systems (SSR) are more 
recent devices, which have allowed the passage 
from the request for help through a "button device" 
to the immediate sending of a distress call through 
the use of one's own voice or the recognition of a 
specific event. These technologies are becoming 
increasingly popular today, especially thanks to 
the development of home automation techniques 
within the Smarthome, i.e. those spaces that use a 
home controller to integrate the various home au-
tomation systems (Robles and Ki, 2010; Tronchin 
and Coli, 2015). 
Sensors can provide information about a person's 
posture and movement or detect a fall. Smar-
thomes are therefore useful for measuring a per-
son's activity or for helping people with, for exam-
ple, cognitive or physical disabilities in their daily 
activities (Fleury et al., 2008). 
There have been many projects on acoustic recog-
nition algorithms over the years (Chang and 
Chang, 2013; Foster et al., 2015; Janvier et al., 2012 ; 
Lecouteux et al., 2018 ; Yong and Kean, 2014; 
Zhang et al., 2015). The systems involved use one 
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or more microphones, or are even embedded in 
robots that allow the subject to be followed very 
closely. As far as voice command is concerned, 
these systems are able to analyse and recognize 
many characteristics, including: intensity, timbre, 
rhythm, level. This makes it possible to distinguish 
whether the sending of an alarm may or may not 
be necessary. 
Such systems therefore also allow non-autonomous 
people to maintain control of their environment 
and activities, their health, their well-being and 
their sense of dignity (Portet et al., 2011). Many of 
the studies presented so far see the elderly as the 
main stakeholders, in particular at that stage of 
their life when they are still able to look after 
themselves but need help to manage some difficult 
tasks or any situations of risk, danger and accident 
(Yoshioka et al., 2012).  
The problems encountered during the implementa-
tion phases of this type of device are related to the 
background noise (Biagetti et al., 2011) and internal 
reverberation conditions of the environments (Pi-
ana et al., 2014; Yoshioka et al., 2012). It has been 
shown, for example, that recognition performance 
decreases significantly as soon as the microphone 
moves away from the user's mouth (e.g. when po-
sitioned on the ceiling) due to increased reverbera-
tion and the influence of background noise. The 
results under such conditions are optimal up to 
conditions of TR=0.5 s and with the presence of 
speech and classical music in the background but 
not for the noise of technological systems or some-
thing similar (Lecouteux et al., 2011). Reverbera-
tion can be modelled as additive interference (Ki-
noshita et al., 2013). 
The aim of this work is to understand how the in-
door sound field in dedicated rooms may affect 
boundary conditions for the installation of AED 
and SSR and how the specific interior design for 
special spaces may influence the speech intelligibil-
ity and clarity of these rooms. 

2. Materials and Methods 

A case study was chosen in order to understand 
acoustic proprieties of buildings dedicated specifi-
cally to people with cognitive impairment. The 

AUDI! Project had some stakeholders; one of them 
was Progettoautismo FVG Onlus, an association 
from the Friuli Venezia Giulia region (ITA) that 
supports people with autistic syndrome, Pervasive 
Developmental Disorders or Asperger's Syndrome 
and their families.  
The selected rooms for possible application of the 
acoustic sensors were: (i) four different individual 
therapy rooms (speech therapy, psychomotricity, 
etc. Fig. 1), (ii) a soft room (multisensory room for 
the well-being of children and adults with autism, 
Fig. 2), (iii) an atelier (art workshop, Fig. 3) and (iv) 
a bedroom in the residential apartments (Fig. 4). 

 

Fig. 1 – Box for individual therapy 

 

Fig. 2 – Soft room 

 

Fig. 3 – Atelier 
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Fig. 4 – Bedroom 

The rooms for individual therapy are of different 
sizes, rectangular in shape, with an entrance door 
and no outdoor window, with very few interior 
furnishings (a table and two chairs, few toys and 
adhesive wall), with ceiling lights and sound ab-
sorbing panels. Some therapy rooms also have 
glass behind them so that relatives or other staff 
can attend the therapy session. They are made of a 
prefabricated structure consisting of pre-painted 
sheet metal/insulating material/pre-painted sheet 
metal type and are located in an area of the build-
ing which is particularly acoustic insulated from 
external noise and noise coming from inside the 
other parts of the building. These spaces have to be 
very quiet, because this is one of the particular 
needs for users. Here a single operator works with 
a single patient and it is of paramount importance 
that nothing may disturb the quiet relationship 
between operator and patient during the therapy. 
For this reason, the particular need for voice 
recognition devices is to recognize a help request 
from the operator, for example, through the recog-
nition of a keyword, said without alteration of the 
voice (i.e. without screaming) and without making 
the patient understand the meaning of this request.  
The soft room is located inside the day-centre, 
equipped with impact resistant layering on the 
walls (up to about 2.10 m height), resilient flooring 
and soft cubes arranged in the space, useful both 
for playing and limiting patients in particular mo-
ments of venting and crisis. As for the use in the 
latter conditions, in which only the patient is left in 
the room while the operator monitors from outside 
through a window, the recognition device can rec-
ognize events (screams, blows) and activate a pro-

cess of help request, i.e. alert an additional opera-
tor and simultaneously trigger a process of audio-
visual support inside the box.  
The atelier (or art room) is a very large room, used 
for collective works, where inside you can find 
more guests and more operators. Here too, the par-
ticular need for voice recognition devices is to rec-
ognize a help request from the operator, for exam-
ple, through the recognition of a keyword, said 
without altering the voice (i.e. without screaming) 
as described before. 
A typical room in the residential apartments is 9 or 
12 m2 (hosting one or two patients) and has big 
outdoor windows and a private bathroom. Guests 
can spend the night alone, while the operator re-
mains in a neighbouring room. The use of the 
acoustic recognition device becomes helpful to the 
operator in the next room as they can be instantly 
warned. 
All simulations were performed using 3D acoustic 
simulators in order to obtain the indoor acoustic 
field distributions. 

3. Results and Discussion 

The applicability of a sound recognition device 
within a room is related to acoustic parameters 
such as reverberation time, clarity, definition and 
background noise. The performance of a speech 
recognition system in fact decreases significantly 
with the increase of the distance between the mi-
crophone and the source that emits the signal to be 
recognized, due to the increase in number of reflec-
tions and the influence of background noise.  
Optimal conditions are represented by TR=05÷0.7 s, 
clarity C50>3 dB and definition D50>70% (Lecouteux 
et al., 2011; Farina and Tronchin, 2013; Kinoshita 
et al., 2013). 
Reverberation has a dispersive effect on the charac-
teristic sequence of speech. The energy ratio be-
tween the direct sound part and the first reflections 
and late reflections is represented by parameters 
C50 and D50 and is highly correlated to the perfor-
mance of speech recognition. 
In order to understand the real applicability of the 
sound recognition systems within the analysed 
spaces, a campaign of on-site acoustic measure-
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ments and simulations with acoustic predicting 
software was performed. The on-site acoustic 
measurements were conducted with impulsive 
technique in accordance with standards (ISO 3382). 
The measurements made it possible to analyse the 
acoustic characteristics in terms of internal rever-
beration and were used for the calibration of the 
raytracing model. Fig. 5 shows the images of the 
rooms recreated for the acoustic simulation pro-
gram and Fig. 6 shows the results in terms of 
reverberation time in octaves of frequency, which 
demonstrate a good agreement between the in situ 
and simulated results.  

  

a) Therapy room n. 1 b) Therapy room n. 2 

  

c) Therapy room n. 3 d) Therapy room n. 4 

     

e) Soft room f) Bedroom 

 

g) Atelier 

Fig. 5a–g – Images of the rooms recreated for the acoustic simu-
lation program 
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a) Therapy room n. 1 

 

b) Therapy room n. 2 

 

0.0
0.2
0.4
0.6
0.8
1.0
1.2

125
250
500
1000
2000
4000

R
T 

[s
] [Hz]

mis
simul  

0.0
0.2
0.4
0.6
0.8
1.0
1.2

125

250

500

1000

2000

4000

R
T 

[s
] [Hz]

mis
simul  

c) Therapy room n. 3 

 

d) Therapy room n. 4 
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e) Soft room 

 

f) Bedroom 
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g) Atelier 

Fig. 6a–g – Reverberation time octaves frequency comparison: in 
situ results VS simulated once 

The results obtained show that therapy rooms 
number 1 and 3 have optimal acoustic conditions 
for the use of speech recognition devices inside the 
rooms, while therapy rooms 2 and 4 (larger than 
the previous ones) need further sound absorbing 
treatment. The spatial distribution of the reverbera-
tion time parameter inside therapy room n. 2 
(Fig. 7) shows how the corner positions of the room 
do not represent the optimal points of dislocation 
for the devices. It is therefore better to choose more 
central ceiling positions, setting the sensor sus-
pended (not adjacent to the ceiling).  
The spatial analysis by means of acoustic simula-
tion of parameters C50 and D50 (Fig.s 8 and 9) also 
shows that the optimal spots for the acoustic recog-
nition devices are a location as near as possible to 
the subject emitting the keywords. This means that 
two possibilities are imaginable: (i) defining the 
doctor-patient position inside the room and then 
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fixing the recognition device at a single point, or 
(ii) installing several devices spatially covering 
most movements of the doctor and patient during 
therapy. 

 

 

a) Top view       b) Front view 

Fig. 7 – Simulated RT for therapy room n. 2: spatial distribution at 
1000 Hz (graduation range from dark blue = 0.8 s to red = 0.9 s) 

 

a) Top view       b) Front view 

Fig. 8 – Simulated C50 for therapy room n. 2: spatial distribution at 
1000 Hz (graduation range from dark blue = 7.5 to red = 14) 

 

a) Top view       b) Front view 

Fig. 9 – Simulated D50 for therapy room n. 2: spatial distribution at 
1000 Hz (graduation range from dark blue = 0.85 to red = 1) 

The same results obtained for therapy room n. 2 
and 4 can be applied to the atelier: the larger di-
mensions of the room certainly require the applica-
tion of several devices in order to reach and cover 
all the indoor space. 
The soft room has low values of reverberation time 
(Fig. 10) because of the "soft" furniture intrinsically 
composed by sound-absorbing materials like poly-
urethane foams. Spatial distribution of Clarity and 
Definition (Fig. 11) are quiet good and it can be 
seen that a single sound suspended recognition 
device placed centrally on the ceiling can be suffi-
cient for this type of room, and with the presence 
of one single user inside at a time. 

 

 

a) Top view         b) Front view 

Fig. 10 – Simulated RT for soft room: spatial distribution at 1000 
Hz (graduation range from dark blue = 0.3 s to red = 0.4 s) 

 

a) Top view         b) Front view 

Fig. 11 – Simulated D50 for therapy room n. 2: spatial distribution 
at 1000 Hz (graduation range from dark blue = 0.9 to red = 1) 

For the bedroom, the reverberation, clarity and 
definition are optimal for the application of sound 
recognition devices; at least one must be provided 
inside the bathroom and one should be provided 
inside the room. Positions of angle and proximity 
to the ceiling should be avoided. Obviously, how-
ever, the dimensions and the furnishings, opti-
mized for the typical user, make the positioning of 
this device more "selective". For example, the pres-
ence of a wall fully equipped with windows, the 
location of the cabinets, the position of the bed and 
the presence of desks should be known in advance 
in order to choose the correct positioning of the 
devices.  

4. Implementation 

The procedural guidelines (Designing guidelines, 
2008) for the design of spaces for people with cog-
nitive disabilities such as autism, provide already 
optimal conditions for the introduction of assistive 
systems such as acoustic recognition devices. 
More important is the need to have simple and 
relaxing spaces: linear and well-proportioned ge-
ometries are positively evaluated, which guarantee 
good sound reverberation and good acoustics, 
without sources of noise that may cause distraction 
or discomfort (it is better to choose radiant heating 
systems on the ceiling or floor and natural or forced 
ventilation systems with acoustic attenuators).  
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People with autism are extremely sensitive to 
stimuli and because of the difficulty of filtering 
foreground and background information are often 
able to perceive details that normal people may not 
notice. The fundamental concept of "simplicity" for 
living spaces leads to a reduction to a minimum of 
the furnishing accessories in the rooms (Balisha, 
2017; De Giovanni, 2015; Schrank and Ekici, 2017) 
and, above all, to the avoidance of the insertion of 
suspended soundproofing elements (buffers, cur-
tains, etc.).  
Rooms with long reverberation times, with acous-
tically highly reflective surfaces (i.e. those with 
large volumes and hard surfaces), are particularly 
unsuitable for many types of children's needs: 
some children with autism, for example, will find 
the room distressing. Children with hearing prob-
lems may also find the noise painful because it is 
amplified by their hearing aids. 
All this means that the internal acoustic qualities of 
the room should be provided by the finishes of the 
walls, floors and ceilings. Moquette, for example, is 
soft and sound-absorbing, but difficult to clean. It 
is better to choose a linoleum flooring, perhaps 
choosing models with certified sound absorption 
coefficient values measured in accordance with the 
standard ISO 354. The walls can be covered with 
micro-perforated sound-absorbing panels, taking 
care not to alter the continuity of the wall itself. It 
is necessary to avoid creating elements that capture 
the eye and attention. Alternatively, furnishing 
accessories with sound absorbing elements on cer-
tain strategic points can be considered (the floor 
above the wardrobes or the lower part of the desk 
table, for example). 
Fig. 12 shows some examples of the comparison 
results of the obtained acoustic simulations, start-
ing from the studied rooms without furniture and 
sound absorbing elements, and then gradually im-
plementing the necessary sound absorbing units in 
order to optimize the internal parameters of rever-
beration, definition and clarity. The procedure 
makes it possible to define in advance the installa-
tion positions of the necessary sound recognition 
devices, depending on the use that is made of the 
room and the operating needs required from time 
to time. 
 

 

a) Without sound absorbing materials (graduation range: from 
dark purple  1.39 s – to red 1.44s) 

 

 

b) With optimized sound absorbing materials 

Fig. 12 – Comparison of simulated RT for therapy room n. 1: 
spatial distribution at 1000 Hz (graduation range: from dark 
purple  0.66 s – to red 0.69 s) 

Specifically, for room therapy n. 1, the sound ab-
sorption measurements were performed using only 
sound absorbing panels on the ceiling in order not 
to alter the simple and clean look of the room and 
without the insertion of elements of possible dis-
traction for the patient. Considering the possible 
positions in the space of the therapist and patient, 
the optimal positions for the sound recognition 
devices are along the longest sides of the room, at a 
height of about two meters from the ground. 
For the bedroom, the sound absorption measure-
ments were performed both through the insertion 
of sound absorbing panels on the ceiling/high part 
of the side walls and through the use of interior 
furnishings (Fig. 13). Here, considering the pres-
ence of large glass surfaces (for guests it is in fact 
better to choose as many sources of natural light as 
possible) and the need to insert furniture at full 
height (in order not to create discontinuity in the 
geometries, which can disturb the attention of the 
guest), it becomes advisable for the positioning of 
recognition devices to have a free wall on which to 
install one or two elements (depending on the size 
of the room) without obstacles that limit the scope 
of the operation (Fig. 14). 
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Fig. 13 – Example of optimized internal design for bedroom 

 

Fig. 14 – Example of optimized positions of recognition devices 
for bedroom (the room's internal colors represent the spatial 
distribution of the reverberation time parameter at 1000 Hz) 

5. Conclusion 

In this study, the results of the three-dimensional 
acoustic simulation of the spaces used by people 
with cognitive disabilities are presented, in order 
to understand the effective applicability of acoustic 
systems for remote voice monitoring and control. 
It has been shown that interior design is very influ-
ential on acoustic fields and for this reason it may 
or may not allow the installation of AED and SSR 
technologies. 
The inclusion of acoustic sensors, especially if 
combined with additional intelligent sensors moni-
toring and adjusting the environmental conditions 
(e.g. temperature, humidity, and acoustics) will 
allow a life as independent and autonomous as 
possible to people with cognitive disabilities, en-
suring privacy and security. This technology will 
also make it possible to remotely deduce the state 
of people through centralized architectures by col-
lecting data from a set of sensors deployed in their 
living environment. 

Acknowledgement 

The research was founded by University of Trieste 
in the framework of the ESF POR 2014-2020, Axis 3 
of the Autonomous Region of Friuli Venezia Giu-
lia, and ASTER system engineering smart technol-
ogies. The project is included in the Unit "HEaD 
Higher Education and Development" (CUP. 
FP1619892003). This research was also founded by 
EFRE 2014-2010 1095 E21@NOI CUP 
D56C18000180009. 

Nomenclature 

Symbols 

AED acoustic event detection  
SSR sound source recognition 
TR Reverberation time [s]  
C50 Clarity (dB) 
D50 Definition [%] 
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Abstract 
The acoustic quality of concert halls is extremely relevant 
for the modeling and simulation of the global music ex-

perience and for improving the acoustic design of music 
spaces. Furthermore, the acoustic characteristics of histor-

ical opera houses are considered to be one of the most 
important intangible elements of the cultural heritage of 

Italian history. An important Italian opera house is the 
theatre “Comunale” in Bologna (designed in the 18th 

Century by Galli Bibiena), and has a particular character-
istic: the shape of the balconies and the materials with 

which they were constructed are different from those of a 
classical Italian opera house. This special feature of the 

balconies affects the listening conditions related to the 
position of sound sources on the stage and in the orches-

tra pit. This study investigates the acoustic properties of 
this important theatre in order to reproduce the sound 

properties by means of a 3D auralization. For describing 
the spatial sound characteristics of the hall, an experi-

mental campaign was carried out. An omnidirectional, 
pre-equalized sound source was installed in the orchestra 

pit and on stage, and a dummy head was put in several 
listening positions on the balconies and in the stalls, ac-

complished with a B-format (soundfield) microphone. 
Moreover, the special features of the ACF (autocorrela-

tion function) and the IACC (InterAural Cross Correla-
tion) and other acoustic parameters were measured ex-

perimentally in order to reproduce them in the listening 
room “Arlecchino” at the laboratory of University of 

Bologna, by means of the Stereo Dipole and Ambisonics 
technique. The main results from the experiments are 

reported in this paper. 

1. Introduction  

It is well known that the acoustic properties of 
opera houses and concert halls are extremely im-
portant for determining the global sensation that is 
experimented by listeners and musicians. Since the 
1970s, with the work of Gerzon (1975) and subse-
quent research (Farina and Tronchin, 2005 and 
2013; Tronchin, 2013; Tronchin and Coli, 2015), the 
sound properties of the special opera house have 
been considered to be of equal importance to an-
cient musical instruments (Tronchin et al., 2020). 
Therefore, cultural heritage is compoased by their 
acoustical properties too apart from the architec-
tural features. The theatre "Comunale" in Bologna 
is an important Italian opera house and has a par-
ticular characteristic: the shape of the balconies and 
the materials with which they were constructed are 
different from those of a classical Italian opera 
house. This special feature of the balconies affects 
the listening conditions related to the position of 
sound sources in the stage and in the orchestra pit. 
The aim of this paper is to investigate the acoustic 
properties of this important theatre with the pur-
pose of reproducing its characteristics by means of 
a 3D auralization. 

2. Materials and Methods 

1.1 Historic Background of the Theatre  

The Teatro Comunale in Bologna was designed by 
the architect Antonio Galli Bibiena, one of the most 
active architects for music venues in the 18th Cen-
tury, and inaugurated in 1763. From the beginning 
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of the design process, Galli Bibiena considered a 
different shape of theatre to that of the typical 
horseshoe shape, namely a bell shape. Thus, the 
Comunale of Bologna was the first example of a 
special "phonic" shape conceived by Galli Bibiena, 
and was followed by the Teatro Scientifico in Man-
tova and the Four Horsemen Theatre in Pavia. At 
that time, however, this idea was not supported by 
other physicists and acousticians.  
 

 
(a) 

 

 

(b) 

Fig. 1 – (a) The device below the floor of the stalls and (b) the 
hall 

The Comunale also had other specific characteris-
tics: the brick structure of the main hall was one of 
the most important innovations and was used in-
stead of a wooden structure, in order to reduce the 

risk of the theatre being damaged or destroyed in a 
fire. The theatre also had two major innovations in 
balconies and stalls. The balconies were designed 
to allow the owners to customize the walls, colour 
the walls, change the interiors, etc. The floor of the 
stalls was equipped with a special device: it could 
be lifted to the height of the stage by a special 
mechanism. There would have been a large cavity, 
with musicians and singers on the same level; Bibi-
ena believed that the movement of the floor would 
enhance the intelligibility of the singers. This 
mechanism was active until 1820. 

1.2 The Acoustic Measurements 

A measurement campaign was undertaken in order 
to properly describe the spatial sound characteris-
tics of the hall, with a special focus on the stage 
and orchestra pit and the relationship between the 
perception of the sound of the musical instruments 
and their characteristics in the stalls and balconies 
(Farina et al., 1998; Farina and Tronchin, 2000; 
Shimokura et al., 2011; Tronchin, 2012; Tronchin 
and Coli, 2015). Then, in a further step, the ACF 
(autocorrelation function) and IACC (InterAural 
Cross Correlation) and other acoustic parameters 
were calculated from the impulse responses thanks 
to the Stereo Dipole and Ambisonics techniques, in 
order to reproduce them in the listening room 
“Arlecchino” at the laboratory of University of 
Bologna.  
The instruments used are:: 
- on the stage and in orchestra pit, an omnidi-

rectional, frequency-equalized sound source 
(namely LookLine); 

- at the receiver’s positions (Neumann KU-100) 
to measure binaural impulse responses and 
parameters, a dummy head; 

- in the theatre, similarly to the dummy head, a 
Soundfield microphone (MK V) probe. For cal-
culating the monoaural and 3-dimensional pa-
rameters, a four-channel output was adopted. 

An exponential, 30-second-long sine sweep (chirp) 
was played by the omnidirectional sound source 
and, to store the signals from the microphones, a 
20-bit 96 kHz 8-channel sound board was utilized. 
The measurements were taken in 25 different posi-
tions, from stalls to balconies, as shown in Fig. 2.  
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Fig. 2 – The points for measurements in red dots in the 
Comunale 

Then, the authors used a numerical simulation 
model. On the stage the sound source was put and 
the measurements were repeatedly moved to the 
orchestra pit. To calculate the strength spatial maps 
at 1 m a reference position was added. Some addi-
tional measurements were carried out with the 
sound source to evaluate the different impulse re-
sponses during the 3D auralization process (Binau-
ral and B-formats) including floor effects for sound 
insulation (Caniato et al., 2016 and 2018).  
The mono-aural parameters, such as reverberation 
time, center time and clarity, were calculated con-
sidering the W channel from the Soundfield micro-
phone, as well as spatial parameters, such as LE 
and LF and the B-format Impulse Response. The 
measurement of binaural parameters was taken by 
the dummy head, such as the IACC (Farina et al., 
2013). In addition, the discovery of virtual acous-
tics in the theatre (Tronchin, 2013) was made pos-
sible by the B-format impulses obtained through 
the Soundfield and the bi-induction responses by 
the dummy head, crucial for retrofitting (Caniato et 
al., 2015 and 2019; Fabbri et al., 2014; Fabbri and 
Tronchin, 2015; Tronchin and Fabbri, 2017; Tron-
chin and Knight, 2016; Tronchin et al., 2014 and 
2016). 

3. Results 

The results from the measurements are briefly re-
ported in the following paragraphs. Various acous-
tic parameters were calculated from the measure-
ments. Table 1 reports the average values of the 
acoustic parameters measured in the theatre. The 
results show that the position of the sound source 
from the stage and the orchestra pit modifies the 
parameters. As mentioned above, a sound source 
with a directivity pattern was also used during the 
measurements. For further analysing the influence 
of both the position of the sound source and its 
directional patterns, the results for a specific posi-
tion in the stalls are shown in the graphs.  

Table 1 – Values obtained in the Teatro Comunale of Bologna 
with reference to the positions of the sound source on the Stage 

Frequency C50 
[dB] 

C80 
[dB] 

D50 
[%] 

Ts 
[ms] 

EDT 
[s] 

T20 
[s] 

LF 

63 -5.2 -1.7 26.2 179.9 2.1 2.3 0.94 

125 -5.3 -1.5 25.0 154.2 1.8 2.0 0.81 

250 -2.6 0.6 36.5 117.8 1.6 1.8 0.81 

500 -2.4 0.6 37.6 111.3 1.6 1.7 0.78 

1k -2.8 0.2 35.3 114.7 1.6 1.6 0.78 

2k -3.1 0.2 34.1 113.1 1.6 1.6 0.68 

4k -2.4 1.2 37.4 94.9 1.3 1.3 0.58 

8k 1.1 4.6 55.8 58.5 0.9 1.0 0.48 

The Teatro Comunale gives an overall impression of 
the sound of typical Italian opera houses. The re-
verberation time at mid frequencies was ap-
proximately 1.4 s. The acoustics of the orchestra 
pit, however, differ significantly from the stage. 
These differences are particularly significant in the 
stalls rather than on the balconies. Variations in 
acoustic parameters could be seen specifically in 
the initial part of the impulse responses (less than 
100 ms), as depicted in the graphics reporting the 
values of the acoustic parameters measured in one 
specific position not far from the orchestra pit. The 
energetic parameters (i.e. clarity) showed a signifi-
cant difference from the stage with the orchestra pit 
whereas the position of the sound source, effected 
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by the fence, induces a diffuse sound field with no 
direct sound from the source to the receivers (which 
was clearly perceived by the receiver) and the or-
chestra pit. Including the reverberation times, the 
sound source from stage to pit was significantly 
different. The estimated Early Decay Time was af-
fected more than the RT30, due to its longer decay 
time. In some cases, the variation of EDT also 
ranged from 0.5 s at mid-frequencies to 0.2 s in 
RT30.  

Table 2 – Values obtained in the Teatro Comunale of Bologna 
with reference to the positions of the sound source on the Pit 

Frequency C50 
[dB] 

C80 
[dB] 

D50 
[%] 

Ts 
[ms] 

EDT 
[s] 

T20 
[s] 

LF 

63 -0.2 3.5 49.1 112.4 1.0 2.1 0.8 

125 -8.7 -0.8 17.7 148.5 1.7 2.0 0.7 

250 -4.3 2.1 31.2 110.8 1.4 1.7 1.0 

500 -4.2 1.3 32.0 108.2 1.4 1.6 1.1 

1k -3.4 0.8 34.5 110.9 1.6 1.6 1.0 

2k -3.0 1.0 35.3 104.1 1.5 1.5 0.8 

4k -1.7 2.2 41.1 86.7 1.2 1.3 0.6 

8k 2.1 5.9 59.9 54.0 0.7 0.9 0.5 
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Fig. 3 – Values of Clarity measured in stalls (14F), in the Teatro 
Comunale of Bologna, Italy 

Additional analysis consisted of a variety of sound 
source positions and directivity patterns. Some 
acoustic measured parameters in the hall are 
shown in Fig.s 6 to 8. There were remarkable 
variations in these parameters. 
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Fig. 4 – Values of Early Decay Time and Reverberation Time 
measured in stalls (14F), in the Teatro Comunale of Bologna, 
Italy 
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Fig. 5 – Values of InterAural Cross-Correlation and Lateral Frac-
tion measured in stalls (14F), in the Teatro Comunale of Bologna, 
Italy 
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Even the clarity of the sound source changed con-
siderably. Only the reverberation time with sound 
sources remained relatively stable. However, the 
analysis of the variation of the IACC led to the 
identification of differences of between 0.15 and 
0.075 at the frequency of 2 kHz, depending on the 
sound source. 
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Fig. 6 – Values of Clarity measured in stalls (14F) with different 
sound sources and positions in the Teatro Comunale of Bologna   
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Fig. 7 – Values of Reverberation Time measured in stalls (14F) 
with different sound sources and positions in the Teatro Co-
munale of Bologna 
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Fig. 8 – Values of IACC measured in stalls (14F) with different 
sound sources and positions in the Teatro Comunale of Bologna 

This was not a surprise because the first 80 ms of 
the impulse response (IACC) were considered in 
the calculation, i.e. the component of the binaural 
impulse responses that was heavily dependent on 
the different characteristics of the sound sources 
and their positions. 

4. Conclusion 

In conclusion, based on the results discussed in this 
paper, it is possible to state that the Teatro Co-
munale presents the typical sound characteristics of 
Italian-style opera houses. Yet, the acoustics of the 
stage and the orchestra pit were found very differ-
ent. This fact makes unique this opera house. 
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Abstract 
The design of auditoria and opera houses requires par-
ticular care for the stage area, where several different 

requirements should be achieved for the performers. 
Among these, the acoustic quality represents a funda-

mental aspect, and it differs from the listeners’ perspec-
tive. Moreover, the performing area in concert halls is 

often an important area for non-acoustic reasons, since 
lighting, thermal plants, etc. are often placed in this spe-

cial zone, and should be properly designed in order to 
guarantee a high level of global comfort. This paper pre-

sents some examples of how to design exhibition zones in 
opera houses and auditoriums that show both acoustic 

and technical improvements, both in theory and in archi-

tecture. 

1. Introduction  

The performance area is one of the most important 
aspects of acoustic design in the design of music 
spaces and in particular of opera houses. In addi-
tion, opera houses have two different spaces, the 
orchestra pit and the stage, and these are quite dif-
ferent in terms of their acoustics. However, even 
though in most cases both the singers (on stage) 
and the musicians (in the pit) cannot hear each 
other very well, the conductor (visible to both 
singers and musicians) is able to lead the perfor-
mance because both the fence and the proscenium 
can receive  direct sound and reflection. The design 
process should therefore consider many different 
aspects, ranging from acoustical requirements and 
flexibility. 
In this paper, some example of the design of per-
forming zones in opera houses and auditoria are 

presented, showing both the theoretical and archi-
tectural requirements for acoustical and technical 
enhancements. Specifically, three main aspects of 
the design process are analysed: the design of the 
orchestra pit, the design of the diffusion in the 
stage, and the design of the acoustic chamber. 

2. Materials and Methods 

2.1 The Design of the Orchestra Pit 

An orchestra pit holds all the musicians during the 
performance of an opera, which is the reason why 
this small area is very important when musicians 
and singers perform together. Since the stage and 
the pit are in different locations in opera halls, mu-
sicians have many difficulties during a per-
formance. Moreover, in the event of a lack of bal-
ance between stage and orchestra pit, the acoustic 
quality of the theatre can be reduced. The acoustic 
design of the pit should aim to improve the balance 
between musicians and singers in order to solve 
these problems (Gade, 1989) and to improve the 
performance of singers moving across the stage 
during an opera.  
The acoustic design should offer a very flexible 
variety of acoustics in the orchestra pit, while the 
fence must provide a satisfactory early reflection 
from the pit to the point and vice versa, in order to 
properly link the specific sound characteristics of 
each musical instrument (Farina et al., 1998; Farina 
and Tronchin, 2000; Tronchin 2012; Tronchin and 
Coli, 2015; Tronchin et al., 2020). 
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Final acoustic design was obtained for the Teatro 
Comunale in Treviso, simulating different pit con-
figurations that could be moved up in height de-
pending on the type of performance (opera, con-
cert, drama) and the performance of the singers 
and instruments, as in other theatres (Tronchin, 
2013; Tronchin and Knight, 2016). 

 

Fig. 1 – The theatre and the orchestra pit 

A series of rotating acoustic boards, made of wood, 
were hung on the ceiling of the pit: one side of the 
panels is able to capture and tune at different fre-
quencies, while the other side reflects the direct 
waveforms. The motion of the boards towards the 
stalls could generate a cavity below the stage, with 
a distinct volume and neck, and therefore tuned to 
different frequencies. 
 

 

 

Fig. 2 – The orchestra pit: details 

Particular attention was given to the aesthetics and 
acoustics of the fencing, which is located in front of 
the orchestra pit. The fence creates a strong early 
reflection of the sound from the pit to the stage, 
acting as a sound barrier from pit to stalls, based 
on its direction. For these reasons, its boundary can 
contribute to the diffusion of the sound in the room 
and significantly affects the balance between pit 

and stage. The fence was therefore designed with 
different orientations, helping performers to per-
form better on the stage and in the pit. 

2.2 The Design of Diffusion in the Stage 

The stage in an opera is generally rectangular and 
the walls are made of concrete. This kind of shape, 
with two parallel side walls, does not provide the 
performers, particularly the musicians, with great 
acoustics throughout the stage. Furthermore, alt-
hough a good acoustic chamber could solve these 
difficulties in orchestral configuration, some strong 
reflections cannot be avoided during a perfor-
mance. To solve these issues, a series of diffusing 
panels were installed on the stage of   the Teatro 
Vittorio Emanuele in Messina, Sicily, together with 
solutions for sound insulation (Caniato et al., 2015, 
2016 and 2018). 
The calculation followed the well-known number 
theory (Tronchin et al., 2020), and consequently 
diffractal boards were drawn up in accordance 
with the resulting frequencies. The stage dimen-
sions permitted the design of modular, low fre-
quency tuned panels, as shown in Fig. 4. A series of 
diffusing panels was also introduced to the orches-
tra pit, at the same theatre. A pyramid tracing 
software package, which could properly take diffu-
sion into consideration, was used to detect the 
suitable position of panels both on stage and in the 
orchestra pit. The numerical model is shown in 
Fig. 3.  
 

 

Fig. 3 – The model of the theatre Vittorio Emanuele in Messina  
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Fig. 4 – Diffusing panels in the orchestra pit (left) and in the stage (right) 

Due to the energetic decay in the computed impulse responses, the optimal distribution of the diffusing surface 
was also calculated. In Fig.s 5–7, distinct feasible panel locations are shown, with the corresponding energy 
decay impulse responses achieved for each setup. 

                 

Fig. 5 –Solution A for the placement of the diffusing panels and their influence on the IRs 

 

 
 

 

 
Fig. 6 – Solution B for the placement of the diffusing panels and their influence on the IRs  
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Fig. 7 – Solution C for the placement of the diffusing panels and their influence on the IRs  

2.3 The Design of the Acoustic Chamber  

Today, the acoustic design of the performing area 
in concert halls and especially in opera houses also 
includes the realization of the orchestra chamber, 
since an effective design of this can significantly 
improve the balance between all orchestral sec-
tions. However, the effectiveness of the chamber 
depends not only on its acoustic properties: it also 
depends on other variables such as simplicity, ver-
satility and quickness of assembling and de-
assembling. In the Teatro Comunale in Treviso, the 
acoustic chamber was designed with three dif-
ferent configurations of the hall with reference to 
the position of the orchestra pit and, consequently, 
the type of performance. Considering a perfor-
mance by a soloist, for example, the pit can be 
elevated to the stage level and cover the whole area 
of the acoustic chamber, which was specifically 
designed for this theatre. Support (ST1) and Early 
Ensemble Level (EEL), are among the most im-
portant acoustic parameters for the perception of 
music by the performer (Shimokura et al., 2011). 
With a triangular acoustic chamber, the optimum 
ST1 values of -11 to -13 dB were achieved. Fur-
thermore, the strength and reverberation times in 
the receiver positions in stalls with a triangular 
shape were preferable. 
 

 

Fig. 8 – The three configurations of the acoustic chamber 

3. Results 

The results discussed in this paper emphasise the 
fact that the design process involves many differ-
ent considerations, ranging from acoustic require-
ments to flexibility. What has been shown is that 
the systematic and detailed study of the various 
problems that can occur within a space dedicated 
to musical performance can lead to simple and 
effective solutions from the point of view of both 
the architecture and the quality of the acoustics. 
This is also replicable in infrastructures where pre-
fabricated components are assembled and its mod-
elling is crucial for performance (Caniato et al., 
2019; Tronchin and Fabbri, 2017; Tronchin and 
Knight, 2018; Tronchin et al., 2018). Moreover, 
these solutions allow performers to perform their 
work in the best way, thus also guaranteeing better 
experience for end users. 
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4. Conclusion 

In this paper, some examples of devices which can 
enhance the acoustic quality in opera houses were 
presented. However, the design process should not 
only consider acoustic performance but also many 
different aspects, including flexibility and costs. It 
is worth noting that in several cases, very valuable 
examples of acoustic devices (e.g. turning panels, 
etc.) are not normally used by the staff, i.e. techni-
cians working in the theatre. In order to avoid this 
circumstance, the staff should be fully involved in 
the design process. 
 

References  

Caniato,·M., F. Bettarello, L. Marsich, A. 
Ferluga,·O. Sbaizero and C. Schmid. 2015. 
“Time-depending performance of resilient 
layers under floating floors.” Construction and 
Building Materials 102(1).  
doi: 10.1016/j.conbuildmat.2015.10.176 

Caniato, M., F. Bettarello, C. Schmid and P. Fausti. 
2016. “Assessment criterion for indoor noise 
disturbance in the presence of low frequency 
sources.” Applied Acoustics 113(1): 22–33. 

Caniato, M., S. Favretto, F. Bettarello, C. Schmid. 
2018. “Acoustic Characterization of Resonance 
Wood.” Acta Acustica united with Acustica 104(6) 
1030–1040. doi: 10.3813/AAA.919269 

Caniato, M, F. Bettarello, C. Schmid, P. Fausti. 
2019. “The use of numerical models on service 
equipment noise prediction in heavyweight and 
lightweight timber buildings.” Building 
Acoustics 26(1): 35-55.  
https://doi.org/10.1177/1351010X18794523 

Farina, A., A. Langhoff and L. Tronchin. 1998. 
"Acoustic Characterisation of “virtual” Musical 
Instruments: Using MLS Technique on Ancient 
Violins." Journal of New Music Research 27(4): 
359-379. doi:10.1080/09298219808570753 

Farina, A., and L. Tronchin. 2000. "On the "Virtual" 
Reconstruction of Sound Quality of Trumpets." 
Acustica 86(4): 737-745.  

Gade, A.C. 1989. “Investigation of musicians’ room 
acoustics in concert halls: Part I and II.” 
Acustica 69: 193-203. 

Shimokura, R., L. Tronchin, A. Cocchi and Y. Soeta. 
2011. "Subjective Diffuseness of Music Signals 
Convolved with Binaural Impulse Responses." 
Journal of Sound and Vibration 330(14): 3526-3537. 
doi:10.1016/j.jsv.2011.02.014 

Tronchin, L. 2012. "The Emulation of Nonlinear 
Time-Invariant Audio Systems with Memory 
by Means of Volterra Series." AES: Journal of the 
Audio Engineering Society 60(12): 984-886.  

Tronchin, L. 2013a. "Francesco Milizia (1725-1798) 
and the Acoustics of His Teatro Ideale (1773)." 
Acta Acustica united with Acustica 99(1): 91-97. 
doi:10.3813/AAA.918592 

Tronchin, L. 2013b. "On the acoustic efficiency of 
road barriers: The reflection index" International 
Journal of Mechanics 7(3): 318-326.  

Tronchin, L., and V. L. Coli. 2015. "Further 
Investigations in the Emulation of Nonlinear 
Systems with Volterra Series." AES: Journal of 
the Audio Engineering Society 63(9): 671-683. 
doi:10.17743/jaes.2015.0065 

Tronchin, L., and D. J. Knight. 2016. "Revisiting 
Historic Buildings through the Senses 
Visualising Aural and Obscured Aspects of San 
Vitale, Ravenna." International Journal of 
Historical Archaeology 20(1): 127-145. 

Tronchin, L., and K. Fabbri. 2017. "Energy and 
Microclimate Simulation in a Heritage Building: 
Further Studies on the Malatestiana Library." 
Energies 10(10). doi:10.3390/en10101621 

Tronchin, L., and D.J. Knight. 2018. “Transmitting 
acoustic phenomena and aural illusions: 
Examples from Athanasius Kircher’s 
Phonosophia anacamptica.” Building Acoustics 
25(2): 101-110. doi: 10.1177/1351010X18772709 

Tronchin, L., M. Manfren and P.A. James. 2018. 
“Linking design and operation performance 
analysis through model calibration: Parametric 
assessment on a Passive House building.” 
Energy 165 (A): 26-40.  
doi:10.1016/j.energy.2018.09.037 

Tronchin, L., M. Manfren, V. Vodola. 2020a. “The 
carabattola - vibroacoustical analysis and 
intensity of acoustic radiation (IAR).” Applied 
Sciences 10(2), 641. 

Tronchin, L., M. Manfren, V. Vodola. 2020b. 
“Sound characterization through intensity of 
acoustic radiation measurement: A study of 

249



Vincenzo Vodola, Benedetto Nastasi, Massimiliano Manfren 
 

persian musical instruments.” Applied Sciences 
10(2), 633. 

Tronchin, L., F. Merli, M. Manfren, B. Nastasi. 
2020c. “The sound diffusion in Italian Opera 
Houses: Some examples.” Building Acoustics, in 
press. doi:10.1177/1351010X20929216 

Tronchin, L., F. Merli, M. Manfren. B. Nastasi. 
2020d. “Validation and application of three-
dimensional auralisation during concert hall 
renovation.” Building Acoustics, in press. 
doi:10.1177/1351010X20926791 

250



Acoustic Refurbishment on a Temporary Auditorium:  
BIM Design and Interventions Influences 

Marco Caniato – Free University of Bozen-Bolzano, Italy – marco.caniato@unibz.it 
Federica Bettarello – University of Trieste, Italy – fbettarello@units.it 
Matteo Bellè – Free University of Bozen-Bolzano, Italy – matteo.belle@unibz.it 
Andrea Gasparella – Free University of Bozen-Bolzano, Italy – andrea.gasparella@unibz.it 

Abstract 
Building Information Modelling (BIM) is playing an in-
creasingly greater role in the world of construction. BIM 

should combine as many stakeholders as possible during 
the design workflow and make it possible to manage the 

created object before its realization, as well as follow it 
during its entire lifetime. Holding together such a large 

number of functions is not an easy task; managing each of 
them in the best possible way is even more complex, espe-

cially if, as is happening today, the sectors involved in the 
construction of a building are becoming increasingly spe-

cialized. In order to verify (i) what the limits are that a BIM 
software can reach, (ii) what the most common difficulties 

are and (iii) in which sectors they usually appear, it is nec-
essary to study a real project carried out in its entirety with 

the BIM method. For this reason, a complex case study has 
been chosen which would be useful in formulating a re-

sponse to the previous key points. The critical aspects linked 
to the possible choices that should be made between the var-

ious software have been highlighted as well as the pros and 
cons of the possible paths that can be followed. Finally, the 

future scenarios of integrated software development are 
identified and the way in which they may be adopted to ad-

dress the difficulties and weaknesses that BIM still presents, 
is discussed. 

1. Introduction and Scope of Work 

Moving from CAD (Computer Aided Design) to BIM 
(Building Information Modelling) includes the neces-
sity to understand the difference between “drawing” 
and “modelling”, handling objects instead of geomet-
rical elements and, moreover, “intelligent” objects, 
carrying with themselves a certain amount of infor-
mation. Thus, it is evident that designed forms are 

not only “shapes” anymore (Caputi et al., 2015). 
BIM claim to be a unique cycle, which is able to treat 
in the same way most of the professional sectors in-
volved in the design and the construction of a build-
ing, such as architectural design, load analysis, real 
time rendering etc. (Ciribini, 2013). 
The main aim of the study is to assess and to give a 
clear image of how a BIM software operates in situ-
ations where it has to approach the most technical 
fields of buildings design, moving further than 
modelling as it was meant before, just virtually as-
sembling different shapes together.  
In order to develop this topic, a case study was car-
ried out, namely the restyling of an auditorium. In 
this example the main goal was to link the existing 
edifice to the surroundings, providing a strong 
sound insulation system, no variations of the inner 
acoustics and a new lighting facility. 

2. Materials and Methods 

In order to better understand the importance of a 
comprehensive IT design, a case study was identi-
fied and studied. It consists of a real auditorium 
used often to host live events and located close to 
residential areas, in an Italian city (Fig. 1). 
The primary function of the intervention included a 
covering body (Fig. 2), providing a solution to the 
problem of acoustic insulation with respect to the 
surrounding residential areas. The present tempo-
rary structure cannot limit the propagation of the 
noise, causing disturbances (Tronchin and Coli, 
2015). 
The existing structure is more similar to a temporary 
tensile composition made of steel beams supporting 
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a polymeric frame. This construction is typical of 
temporary edifices; however, it is not expected to be 
dismantled. It is actually considered one of the main 
suitable locations for concerts and similar events. 
The goal was the realisation of an external sound in-
sulating covering; this whole process was carried 
out with the help of a Building Information Model-
ling software, which helped develop the entire plan, 
from the beginning to the end. 
 
 

 

  

Fig. 1 – Project area, auditorium on the left, residential areas in the 
background 

 

 

Fig. 2 – The covering roof structure 

 
This kind of approach made it possible to separate 
and treat each of the working phases separately. 
This was the easiest and fastest way to understand 
in which stages of the process Building Information 
Modelling could actually be an advantage and, on 
the other hand, when adopting this alternative pro-
cess could create some problems, and therefore not 
provide satisfying results.  
In addition, an uncommon structure as the case 
study was chosen in order that unconventional ar-
chitectural shapes could be used and particular vol-
umes modelled. This was considered important be-
cause it was felt that all possible solutions which a 
BIM system provides to the user should be devel-
oped and investigated. 
The different types of BIM software are similar but 
not equal even if they should all work in the same 
context (Wang et al., 2019). This is due to the fact 

that over the last few years, a huge number of dif-
ferent companies have developed their own BIM 
software and, although the concept behind them is 
more or less the same, it is still possible to identify 
some significant differences. The first step is there-
fore choosing the right software for the specific 
need. 
It is particularly important to discriminate between 
two main groups of programs; their leading distinc-
tion is the way they treat the elements, namely com-
ponents of the building’s model (Eastman et al., 
2016). 
The first sample (Fig. 3) works with single construc-
tive elements, which means that each object is inde-
pendent from the others: its features can be modi-
fied one by one without having an influence on an-
ything else. 
 

 

Fig. 3 – Functioning method of the first software sample 

 
The second sample (Fig. 4) proposes a different ap-
proach: all the elements are assembled together in 
order to create the entire model; they are listed in 
categories, or “families” and “typologies”. This 
means that a single object belongs to a certain family 
and has a specific typology.  
 

Temporary 
auditorium 

Residential 
areas 
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Fig. 4 – Functioning method of the second software sample 

 
“Families” are groups of certain kinds of elements 
(furniture, constructive elements etc.), with the 
same standards. The “typologies” are the sections 
where slightly different objects of the same family 
are contained (Fig. 5) (Zhou et al., 2019); they are the 
same model, but with a couple of distinct features: 
dimensions for instance, materials or slightly differ-
ent constructive characteristics (Gasteiger, 2015). 
 

 

Fig. 5 – Example of more typologies of a window family 

 
In this second kind of software, if a feature is 
modified, all the elements of the same type, which 
are already included in the file, are also adjusted 
too. If a customization is needed, a new typology or 
a new family must be created, so as to leave the 
other existing elements of that family unaltered 
(Hardin and McCool, 2015). 
In this view, the first type of software could be 
advantageous for smaller projects, or at least when 
in a certain construction the number of elements is 
not too high. Therefore, they can still be managed 
without any particular difficulty by the user and, if 
necessary, updated one by one. In these cases, 
having the ability to interact with a single object, 
while leaving all the others unaltered, could make 
some processes faster to implement. 

The second type is obviously the opposite, helping 
much more when numbers and values are 
increasing. 
In this case, the chosen software belongs to the 
second group. This choice is dictated by the fact that 
a more in-depth parametric design could be 
implemented. In addition to the above-mentioned 
characteristics, this type of program is closer to an 
informatic approach and less to the world of 
architectural design. It means that the procedures 
adopted are mostly constructed following the 
operating mode of IT programming; thus, the 
software itself allows the user to access, organize 
and reassemble the information contained in a 
certain file. Parameters and data are available to the 
user who is able to manage an object from every 
point of view, not only in its external appearance. 
Choosing this type of software makes it possible 
therefore to reach the aim of the project from a more 
accurate perspective. Working with the first group 
could have possibly been faster in some steps, but, 
in this way, there is a wider range of aspects that are 
analyzed. 
It is also important to point out the main differences 
in terms of planning between a BIM and a 
traditional CAD program. Building Information 
Modelling deals with the whole process involved in 
a construction, being able to follow all the different 
phases, from the design to the demolition or the 
relief and the renovation. This way of working is 
called “seven-dimensional planning” (Fig. 6), where 
each “dimension” indicates an extra field that is 
treated by these software, from the standard 3D 
spatial modelling to the 7th dimension that stays for 
“maintenance”. 
 

 

Fig. 6 – Representation of the “7D planning” 
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3. Results and Discussion 

At this step, it can be stated that all the tasks related 
to the definition of the structure itself were 
simplified and completed more easily than if it had 
been carried out with other tools.  
 

 

Fig. 7 – Detail of the constructive elements of the roof 

 
The use of a parametric method is clearly advanta-
geous (Mirshokraei et al., 2019). In this case, the 
designing of the external and internal shape could 
probably have been achieved with most computer 
aided modelling applications. Nevertheless, the 
adopted procedure seemed to be the best solution 
because the covering skin of the auditorium has a 
grid structure and is composed of individual 
construction elements (Fig. 7) and each of them 
must adapt to the required curvatures (Fig. 8). 
 

 

Fig. 8 – The grid adapted to the curvatures 

 
On the one hand, the above-mentioned aspect is 
particularly evident in the change in size and 
characteristics (Fig. 9) of the frames and 
components: the way in which the latter adapt to the 
former is automatic, considerably faster and with 
less chance of making mistakes during the 
procedure. 
 

  

Fig. 9 – Comparison between two different frame systems, adapted 
to the same shape only by changing parameters  

 
On the other hand, there is no specific section in the 
BIM language referring to acoustics or lighting 
technology. It is therefore important to understand 
which path to take to make it possible to solve the 
phases of design and subsequent assembly more 
easily and quickly. 
It is also important to highlight that modelling in a 
BIM software does not always involve the same 
procedure. This means that the way an object is 
obtained depends greatly on its final function and 
how it will be positioned in the building and which 
cues and pointers it will have in its ultimate 
position. It is therefore very important for the user 
to be aware of the kind of construction element that 
has to be modelled and with which properties, at the 
very beginning of the process. 
This creates the possibility of obtaining individual 
objects, frames, grids, modular systems and so on 
and each of them will adapt in the best possible way 
according to the function and role they play within 
the construction. 
When analyzing the acoustic issue, the problems 
may be presented in a slightly different way. This 
includes many variables, which need to be 
predicted and analyzed in the best possible way 
(Farina and Tronchin, 2013; Ruggeri et al., 2015; 
Tronchin and Fabbri, 2017), even if realized using 
gypsum panels (Piana et al., 2014). It is not only 
necessary to consider the porosity or the surface 
impedance or airflow resistivity of the different 
materials (Fig. 10), but also the intensity and size of 
the different sound waves. These are not direct 
factors that can be included in a BIM software and 
some of them are impossible to manage to the last 
detail, especially because they may require a 
dynamic situation to be analyzed. 
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Fig. 10 – Sound-absorbing surface and soundwave interaction 

 
In this way, another process must be adopted to 
simulate the diffusion of sound waves inside and 
outside the auditorium structure. In this case study, 
there were no other choices of importing the model 
into an external 3D ray-tracing acoustic software 
(Fig. 11), consequently losing all the included BIM-
information. 
Even if the procedure is not actually too long, the 
problem comes from the fact that for the first time 
in the design flow, other programs have to be 
involved, meaning that the model is leaving the BIM 
environment (Tanaka et al., 2019; Wu and Zhang, 
2019). This causes the digital format to be changed. 
It is easily understandable that this kind of method 
could solve a task, but at the same time it would 
create a dead branch of the process as well. The 
exported and modified model would not be usable 
for other purposes except for the one it was created 
for (e.g. acoustic simulations). 
This fact is exactly the opposite of what happens 
with BIM objects, involving the same model in as 
many sectors and professional areas as possible, 
without the necessity to export or to change any 
digital format, creating a two-way procedure. 
 

 

Fig. 11 – Sound insulation virtual simulation of sound pressure lev-
els carried out without a BIM software. “A” indicates the noise 
source position 

 

Further difficulties arise when analyzing the 
lighting tasks. This time the problem is not related 
to the model or its format. It is more about the way 
certain aspects are handled by the software: there is 
a lack of BIM tools that approach light as a dynamic 
aspect (Nawari, 2019).  
This project involved the theme of light (Fig. 12) as 
a sign that makes it possible to understand from 
outside if the auditorium is hosting an event or not. 
This means that it becomes a variable, not only in 
the two directions “on or off” (what usually 
happens in an ordinary “day and night” situation), 
but in more cases. This implies the need to add a 
certain number of parameters more or less linked to 
each other, to be able to control these variations. 
 

 

Fig. 12 – Day and night circumstances 

BIM software include this possibility for a number 
of aspects, but have not been able to handle them 
during the flow of time so far. 
It is not generally possible to create a dynamic 
model that can therefore help to understand how 
proper characteristics change over time (for 
example, distinction between day and night hours, 
or events presence). Even if the “time” variable is 
important in a BIM procedure, it is usually meant as 
a condition, not as a dynamic flow: the user can only 
modify the status of the project in the digital 
environment, in order to be able to predict how the 
real structure will react to wear. For these reasons, 
it was necessary to adopt a static solution (Fig. 12). 
It was therefore not possible to verify changes in the 
designed lighting during the different hours of the 
day, but several different static situations had to be 
created to distinguish how the structure would react 
to different lighting conditions (Fig. 13). In terms of 
final results, the quality was not lower, and it was 
still possible to analyze how the scenario would be 
in many different situations, but it was extremely 
time consuming. 
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Fig. 13 – Solar light settings in a BIM software 

 
In order to somehow include more aspects into BIM 
environments, software developers have adopted 
multiple and often different solutions. Most of the 
companies have included in their software the 
possibility to add external parts and sectors, which 
are useful to strengthen and to improve a certain 
aspect of the planning. These implementations 
belong to two main categories: tabs and plug-ins.  
Plug-ins are likely more complex and complete. 
They are extra software, based on and working with 
the main BIM program. On the other hand, tabs are 
often better connected and easier to use, because 
there is no need to leave the main software, since 
they are actually tools already integrated in the 
main software’s environment. 
Although BIM is not free of shortcomings and lacks, 
the whole issue must be seen in its entirety: this type 
of IT tool is still young and is probably in its main 
phase of development and growth. Furthermore, 
fields such as construction science and design have 
also been evolving very rapidly in recent decades. 
This fact therefore means that both sides most likely 
need time to adapt to each other. 
The main goal then has to be to reach a complete 
"open BIM" situation: this term indicates a scenario in 
which all the different BIM software would be able to 
collaborate with each other without limitations, 
including output formats. This plan naturally 
requires a common digital standard, and for this 
reason the IFC (Industry Foundation Classes) format 
was created (Di Martino et al., 2020). This would be 
the way to connect all stakeholders who have to deal 
with a project together (Fig. 14), limiting the loss of 
time and of information between the different stages 
of its development. As the example shows, a good 
variety of tasks could be completed with the help of 

an appropriate parametric setting; this is the best way 
to deal with aspects that may still present some 
interface difficulties, such as acoustics or lighting. 
 

 

Fig. 14 – Possible stakeholders 

 
Finally, in the authors’ opinion, it is necessary to 
have a common framework, a standard format that 
can be used for the development of possible plug-
ins of the main software. In this way, the different 
companies could have a common base to work on 
during the programming process. This fact could 
facilitate the interaction between the BIM software 
and its plug-ins and also highlight any areas not 
adequately covered by the various proposed tools. 

4. Conclusions 

In this paper, the problem of using the BIM method 
for complex structures involving acoustics and 
lighting properties has been addressed. The pros 
and cons of the various BIM modelling methodolo-
gies were analyzed and a complex case study was 
carried out to identify a possible way to implement 
these features, which are currently absent, in Build-
ing Information Modeling.  
Finally, the possible improvements were high-
lighted, which are desirable in order to make the 
best use of this tool, which today still lacks many 
technical aspects related to building physics such as 
(i) the acoustic aspect of materials and components 
and (ii) the simulation of lighting in dynamic mode.  
A possible solution is represented by "open BIM", 
where the software can fully interact with other ex-
ternal programs and can be also implemented by 
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tools, able to resolve issues by taking full advantage 
of this type of virtual design. 
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Abstract 
Decreasing the use of fossil fuels for heating and cooling 

applications in buildings is one of the main concerns in 
reaching the energy reduction targets defined by the Eu-

ropean Union countries. For this purpose, high efficiency 
heating and cooling systems are required, together with 

appropriate control strategies. The use of heat pumps (HP) 
in residential buildings is spreading, and the combination 

of these systems with the on-site production of photovol-
taic (PV) energy can lead to high levels of renewable en-

ergy self-consumption. However, a poor design and a lack 
of control in the system can lead to a large amount of PV 

energy surplus, which has to be sold to the grid, or wasted. 
For this purpose, the use of energy storage and demand-

side management strategies are crucial. This paper de-
scribes a control strategy for an air-source HP system com-

bined with a PV plant for a residential building. The con-
trol strategy aims to maximize the self-consumption of PV 

power, varying the system behavior depending on the in-
stantaneous PV production. When an overproduction of 

PV energy occurs, the HP operates to store the surplus of 
solar energy by exploiting the storage capacity and the 

building thermal capacitance. In this study, the heat pump 
was controlled by acting on the compressor rotational 

speed (i.e. the frequency of the supplied power). The com-
pressor was controlled in order to operate at the maximum 

capacity level compatible with the power supplied by PV. 
The effectiveness of the control strategy was assessed over 

a whole year, considering both the heating and cooling 
season and domestic hot water (DHW) preparation. The 

simulations were performed using the TRNSYS simulation 
software, considering a double-story residential building in 

northern Italy. The results obtained with the proposed 
demand side management (DSM) strategy show a reduction 

of around 33% of the energy taken from the grid with 

respect to a similar system with a standard control strategy. 

1. Introduction 

In Europe, about 40% of the final energy consump-
tion is related to building use (European Parliament 
and Council, 2012), and in particular the residential 
sector is responsible for about 25% of the total con-
sumption (Eurostat, 2019).  
Moreover, in 2017 Eurostat reported a share of re-
newable energy for heating and cooling in the resi-
dential sector of about 19.5% and about 30% for elec-
tricity production (Eurostat, 2018). 
Decreasing the use of fossil fuels for heating and 
cooling applications in buildings is one of the main 
concerns in reaching the energy reduction targets 
defined by the European Union countries. A more 
efficient use of energy and a larger share of renewa-
ble energy sources are required solutions to de-
crease the impact of building energy use over the fi-
nal European energy consumption. For this pur-
pose, one of the most promising technologies, the 
use of which spreading in European countries , is 
the heat pump system coupled with photovoltaic 
panels (Battaglia et al., 2017). In Europe, the most 
common solution is the use of air-source heat 
pumps, which are able to provide heating, cooling 
and DHW simultaneously (Hardorn, 2015). These 
systems are driven mainly by electricity and can op-
erate efficiently in combination with PV systems. In-
deed, the heat pump can be directly connected to the 
photovoltaic panels and lead to direct consumption 
of the solar energy generated on-site. One of the 
main issues to optimize the self-consumption of 
these systems is the time gap between the peaks of 
the building loads and the PV power availability 
(Luthander et al. 2015). There are different solutions 
to improve the self-consumption rate, among which 
are the use of energy storage technologies and the 
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demand-side management (DSM) strategies for the 
building load shifting (Battaglia et al., 2017; Fischer 
and Madani, 2017). Different strategies for DSMs 
have already been de-fined, such as direct-load con-
trol, load limiters, de-mand bidding and smart me-
tering and appliances (Strbac, 2008). 
Several studies have analyzed different DSM con-
trols and their impact on the overall energy con-
sumption and performance of the system. In these 
studies, the use of modulating heat pumps is wide-
spread to ensure a high level of PV self-consump-
tion. Dentel and Betzold (2017) propose a control 
strategy which adapts the heat pump to the PV pro-
duction, together with the use of thermal and elec-
tric storage, and reaches an increase of 21% in PV 
direct consumption. Bee et al. (2018) define a control 
strategy to store the energy within the thermal stor-
age capacity of the system and the building thermal 
capacitance when the PV power is available. In this 
study, the self-consumption of the system increased 
from 7% to 65%. 
The aim of this study is to define and analyze a DSM 
strategy to maximize the self-consumption rate for 
a modulating air-source heat pump system, consid-
ering a reference residential building in Bolzano, in 
the north of Italy. 

2. Method 

The study proposes and analyzes a control strategy 
for demand-side management, considering a modu-
lating air-source heat pump for a residential build-
ing in northern Italy. The system provides space 
heating, space cooling and domestic hot water to the 
building over the whole year. The proposed DSM 
operates by varying the system’s behavior accord-
ing to the instantaneous PV power availability. The 
assessment of the system’s performance and energy 
consumption was carried out by means of dynamic 
simulations with the TRNSYS software. 

2.1 Test Case Building 

The considered building proposed in the study is a 
small two-story building with 140 m2 heated floor 
area and a heat dispersion surface vs a conditioned 
volume ratio S/V of 0.59. The building is divided 

into four thermal zones, one in the north and one in 
the south part of each floor of the building. The en-
velope of the building has a high-insulation level, as 
shown in Table 1. 

Table 1 – U-values of the building elements 

Element U-Value 
Wall 0.18 Wm-2K-1 
Ground floor 0.18 Wm-2K-1 
Roof 0.17 Wm-2K-1 
Window 0.86 Wm-2K-1 
Ceiling 0.20 Wm-2K-1 

 

The heating and cooling loads of the building were 
calculated using the software TRNSYS and consid-
ering the test reference year for the climate of Bol-
zano. The building model was set up using the 
multi-zone building subroutine type 56 in TRNSYS. 
The DHW consumption was estimated around 186 l 
per day based on the Italian technical specification 
(UNI 2014) using the hourly demand profile deter-
mined by the European Standard (European Com-
mittee for Standardization-CEN 2016). The HVAC 
system includes a heat-recovery ventilation system 
and a dehumidification unit, which operates during 
the summer period to avoid the risk of condensation 
on the cooled floor. The air change rate is set to 
0.5 vol/h during the heating season and 1.5 vol/h 
during the cooling season. 

2.2 Building System 

An air-source heat pump system was modelled in 
TRNSYS with a previously developed type (Bee et 
al., 2016). This type modelled a heat pump with a 
variable speed compressor, and evaluated the part 
load operation of the component by means of the 
performance map and the part-load performance 
function provided by the manufacturer. The heat 
pump provided the building with space heating 
(SH), space cooling (SC) and DHW production. The 
heat pump is connected to two tanks (type 60), one 
for DHW and the other one for SH and SC. The tank 
for SH and SC is connected to a radiant floor panel 
system, which has a pipe spacing of 0.12 m and di-
ameter of 0.016 m. The radiant floor was modelled 
as an active layer within the floor in the building 
model. Four on-off thermostat controllers were con-
nected to each thermal zone. The set-point for the 
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ambient temperature is equal to 20 °C for the heat-
ing mode and 26 °C for the cooling mode. The ther-
mostats control the inlet flow of the radiant panels 
for each zone by switching on and off four single-
speed pumps (Type 114). The SH tank temperature 
set-point is reset depending on the outdoor temper-
ature. In the heating mode, such set-point varies 
from 40 to 20 °C. while in the cooling mode it goes 
from 26 to 18 °C. The inlet water temperature of the 
radiant panels varies accordingly. 
A PV plant was modelled considering polycrystal-
line modules (Type 94) with a nominal power of 
270 kWp. The panels have an array slope of 45° and 
a total area of about 20 m2. 

2.3 Control Strategy 

The HP model was controlled by setting the com-
pressor rotational speed. The input parameter is the 
frequency of the supplied power, which is con-
trolled according to the difference between the set-
point temperatures for SH and SC and the actual 
temperature of the outflow of the HP. In the DHW 
production mode, the compressor always runs at its 
maximum speed. The priority is given to the DHW 
production. The model calculates the heat pump 
power according to the inverter frequency (f), as the 
percentage of the total electric input (Yel,%) for the 
actual operating conditions. The relation between 
frequency and electric input was assessed for 
different sink and source temperatures based on 
manufacturer data, obtaining the curve shown in 
Fig.  1. 

 

Fig. 1 – Inverter frequency and relative percentage of electric input 
for the heat pump at different operating conditions 

Considering different operating temperatures, the 
results are similar at low frequency values, but they 
diverge (a little) at higher frequency levels. For the 
purpose of this study, the function used for the re-
lation between frequency and electric power used 
by the heat pump is the one corresponding to the 
highest values of Yel,%. The trend can be fitted by the 
following quadratic function (Eq. 1): 

Yel,% = 0.007∙f2 + 0.3522∙f + 7.2073 (1) 

During each time step of the simulation, the soft-
ware computed the power generated by the PV pan-
els. The PV power covers directly the electric loads 
for ventilation, dehumidification, heat pump opera-
tion and hydronic system circulation pumps. In the 
base case, any PV overproduction is sent to the grid. 
The DSM proposed in this study aims to exploit the 
PV overproduction to maximize the self-consump-
tion of the system and decrease the purchase of en-
ergy from the national grid. When a PV overproduc-
tion occurs, the DSM controls the compressor speed 
depending on the actual PV production, adapting the 
heat pump thermal output to the available PV power.  
Considering the operating conditions of the heat 
pump at the time-step where the overproduction is 
detected, the electric input (Yel) is computed using a 
polynomial equation obtained from the manufac-
turer data of the heat pump power working at dif-
ferent sink and source temperatures. The equation 
(Eq. 2) contains four coefficients (bn), the condenser 
outlet temperature (φcond,out) and the evaporator in-
let temperature (φev,in). 

Yel = b0 + b1∙ φcond,out2 + b2∙ φev,in + b3∙ φev,in2      (2) 

The available PV surplus power is then expressed as 
a percentage of the electric input Yel and the fre-
quency is calculated using Equation 1. This frequency 
is used as input to control the HP type. This fre-
quency corresponds to the maximum capacity level 
of the HP compatible with the supplied PV power. 

3. Simulations 

The simulations were performed with the TRNSYS 
software, to assess the behavior of the building and 
the system during the whole year, using a time-step 
of 1 minute. 
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Five different cases were simulated to evaluate the 
efficiency of the proposed DSM. 
In the first case, a standard HVAC control strategy 
was assessed without the integration of DSM. In this 
case, the PV power directly covered the electrical 
building loads, as defined in the previous chapter, 
and during the PV overproduction, the electricity 
was sent to the grid. 
In the other cases, the DSM was applied with differ-
ent strategies to store the excess thermal energy 
overproduced by the heat pump. The energy was 
stored by changing the set-point temperatures of the 
SH and SC tank to 65 °C for the heating mode and 
to 7 °C for the cooling mode. A diverting and mixing 
valve system controlled the return water from the 
radiant panels and mixed it with the hot water in the 
tank to maintain the inlet temperature of the water 
entering the panel at the set-point level. As de-
scribed in the previous chapter, the set-point tem-
perature varies depending on the outdoor air tem-
perature. The overheating of the DHW tank brings 
the temperature up to 75 °C. Moreover, the possibil-
ity of exploiting the building thermal capacitance to 
store a larger amount of energy was evaluated. In 
this case, during the PV surplus periods, the set-
point of the thermal zones of the building was mod-
ified by ±2 °C. The four DSM strategies are defined 
as follows: 

- DSM 1: in the case of PV overproduction, the 
priority was given to the overheating and over-
cooling of the SH-SC tank. When the maximum 
set-point was reached, the energy was stored in 
the DHW tank. 

- DSM 2: the heat pump worked as in DSM 1, 
plus the set-points of the thermal zones were 
modified by ±2°C. 

- DSM 3: the priority was given to the overheat-
ing of the DHW tank. 

- DSM 4: the same as DSM 3, together with the 
change of the thermal zones’ set-point. 

4. Results and Discussion 

The four DSM solutions were evaluated and com-
pared with a standard HVAC control strategy to as-
sess the potential reduction of energy use. The re-
sults are expressed as the amount of purchased en-
ergy from the grid. The monthly results for the 5 
cases are shown in the graph (Fig. 2). 
The results show that the DSM strategy reduced ap-
preciably the amount of energy taken from grid 
with respect to the standard HVAC control strategy. 
Moreover, prioritizing the DHW tank overheating 
appeared to be favorable throughout the whole 
year. The difference between DSM 1 and DSM 3 con-
sumption was larger during the summer season. 

Fig. 1 – Grid consumption of the standard HVAC strategy and the different DSM solutions 
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The alteration of the thermal zones’ set-point, eval-
uated in DSM 2 and DSM 4, was advantageous dur-
ing most of the months. In the middle seasons, pri-
oritizing the DHW or SH-SC led to similar results. 
Considering the annual energy consumption taken 
from the grid (Fig. 3), the results for the standard 
HVAC control strategy was around 13.30 kWh m-2y-

1. The annual grid consumption reduction achieva-
ble with the DSM strategies were 24%, 25%, 30% and 
33% for the DSM 1, DSM 2, DSM 3 and DSM 4, re-
spectively. 
 

 

Fig. 3 – Total annual energy consumption from the grid for the  
standard HVAC strategy and the proposed DSM 

Looking at the annual grid consumption, the DSM 4 
seems to be the optimal solution. 
A more detailed comparison has been carried out 
between the standard HVAC -control strategy and 
the DSM 4. 
For these two cases, the total energy consumption is 
shown in the graphs in Fig.s 4 and 5, highlighting 
the different amounts of energy self-consumed by 
the system and purchased from the grid. For the 
DSM 4 case, the total amount of energy consumed 
by the system increased, but most of it was covered 
with the use of on-site solar energy production. In 
particular, the self-consumption rate reached values 
of around 85% during the summer period. For the 
no-control strategy, the maximum amount of self-
consumption was around 55% during the summer. 
 In the same graphs, the COP and EER values show 
the average performance of the two systems for each 
month. Comparing the results for the two systems, 
the standard HVAC -control strategy presents 
higher levels of performance. The reason is due to 

the overheating and overcooling of the tank in the 
DSM strategy, which lead the heat pump to work 
with a higher temperature difference and conse-
quently , with lower performance. The only increase 
in EER value for the DSM 4 case is due to the fact 
that the systems worked during May for the over-
cooling of the tank, when the external temperatures 
were lower and the heat pump worked with higher 
performance, while in the standard HVAC control 
case the cooling was not required in that period. 

 

In the following graphs, the PV power generation 
and the system’s loads are shown for a few days of 
the heating season, the middle season and the cool-
ing season for the two analyzed strategies. For the 
month of January (Fig.s 6 and 7), the PV production 
was almost half the production during the summer 
season, but the DSM shifted the system’s load dur-
ing the time when the PV was available,  reducing 
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significantly the peaks due to the DHW production. 
During the middle season (Fig.s 8 and 9), the PV 
production was higher but the loads were lower, be-
cause no heating or cooling was required. In this 
case, the DSM shifted most of the load during the 
PV production period. 
The same considerations are valid for the summer 

period (Fig.s 10 and 11), where a larger fraction of 
PV generated energy was self-consumed by the sys-
tem because of the cooling loads. 
Between the analyzed DSM strategies, the prioriti-
zation of the DHW tank overheating is the most ef-
fective solution. The self-consumption rate of the 
proposed DSM strategies is shown in Fig. 12. 
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Fig. 7 – PV produced power and system's load for the DSM 4 
strategy, from 15th to 19th of January 

Fig. 6 – PV produced power and system's load for the standard 
HVAC strategy, from 15th to 19th of January 

Fig. 8 – PV produced power and system's load for the standard 
HVAC strategy, from 15th to 19th of April 

Fig. 9 – PV produced power and system's load for the DSM 4 
strategy, from 15th to 19th of April 

Fig. 10 – PV produced power and system's load for the standard 
HVAC strategy, from 15th to 19th of July 

Fig. 11 – PV produced power and system's load for the DSM 4 
strategy, from 15th to 19th of July 
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Fig. 12 – PV energy self-consumption during the whole year for the 
proposed DSM solutions 

The figure shows the self-consumption for each 
month of the year, comparing the standard strategy 
with the proposed DSM. The comparison highlights 
how the amount of energy which is self-consumed 
by the system increases during the whole year for 
all the DSM strategies. In particular, the four DSM 
strategies have similar results during the winter pe-
riod. The strategy where the thermal zone set-point 
is modified based on the PV overproduction, DSM 2 
and DSM 4, shows the best performance during the 
middle seasons. Strategies DSM 3 and 4, where the 
DHW tank overheating is prioritized, increase their 
level of self-consumption during the summer sea-
son, in comparison to the other solutions. DSM 4 ap-
pears to be the best solution for most of the year, 
reaching levels of self-consumption of around 85%, 
and leading to the lowest energy withdrawal level 
from the grid. This result could likely be related to 
the high energy performance of the building enve-
lope, which reduces the heating and cooling needs, 
leading to the DHW demand becoming more rele-
vant. Different results are to be expected for less ef-
ficient buildings.  

5. Conclusions 

This paper has proposed different DSM strategies 
for an air-source heat pump coupled with a PV plant 
to increase the self-consumption rate of the system. 
Different solutions are evaluated by considering 
control strategies, which prioritize the space heating 
and cooling or the DHW production. Moreover, the 
exploitation of the thermal capacitance of the build-
ing to store energy is considered. The assessment of 
the DSM is carried out by means of dynamic simu-
lations for the whole year, considering both the 
heating and cooling season.  
The results of the study show that the DSM is effec-
tive in reducing the heating and cooling peak loads 
of the system and to reduce the grid energy con-
sumption of the building. The maximum grid en-
ergy reduction achievable with the proposed DSM 
is 33%, compared to the energy consumption of a 
similar system with the standard HVAC control 
strategy. The increase in self-consumption is obtain-
able without the need for electric storage integra-
tion, therefore limiting the investment and the 
maintenance costs of the system. 

Nomenclature 

PV Photovoltaic 
DHW Domestic Hot Water 
DSM Demand Side Management 
SH Space Heating 
SC Space Cooling 
COP Coefficient of Performance 
EER Energy Efficiency Ratio 

Symbols 

Yel,% Percentage of electric input (-) 
f Frequency  (Hz) 
Yel Electric input (kW) 
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Abstract 
This paper investigates the sound insulation properties of 

clay hollow brick walls with low void fraction, horizon-
tal/vertical mortar joint and plaster finishing. Methods 

based on homogeneous walls (Sharp theory and ISO 
12354 procedure) are evaluated. A reference curve ob-

tained as the mean of normalised sound reduction index 
curves measured in laboratory on real brick walls is pro-

posed and its suitability for sound insulation estimations 

is discussed.  

1. Introduction 

The use of clay hollow brick walls is widespread in 
the building construction sector, especially in 
southern Europe, due to the availability of raw 
material, consolidated production capacity and its 
high thermal and acoustic performance. Thanks to 
their large mass per unit area, such elements are 
particularly suitable for limiting low frequency 
noise, the importance of which has been pointed 
out by Caniato et al. (2015-2020). 
There are different types of blocks on the market, 
the differences being related to composition, di-
mensions, geometry and void fraction, mass per 
unit area, and the fact that the blocks can be laid 
with or without a vertical mortar joint. In ISO 
12354-1 (International Organization for Standardi-
zation, 2017), there are several semi-empirical cor-
relations describing the sound insulation perfor-
mances of some walls, but they are mostly dedicat-
ed to the derivation of the single weighted sound 
reduction index, Rw. In this standard, the sound 
reduction index R in one-third octave bands is de-
fined only for homogeneous walls (ISO 12354-1 
annex B). Nevertheless, a sound reduction index is 

necessary when a detailed prediction model of the 
in-situ sound transmission according to the 
ISO 12354-1 standard is required. 
The analysis of the sound reduction index in one-
third octave bands could in principle be performed 
analytically, but this is not an easy task due to the 
difficulties in modelling the geometry of the block, 
the laying technique and the non-isotropic behav-
iour of the structure. All of these aspects may 
strongly influence the sound reduction index of the 
wall, as shown in the work of Fringuellino and 
Smith (1999). The types of blocks meant for a build-
ing envelope are developed so as to provide good 
thermal and acoustic properties, and their optimi-
sation is a complex problem that cannot be solved 
by simple comparisons which aim to match the 
best values chosen among a selection of parameters 
based on the material properties (Di Bella et al., 
2015). Di Bella et al. (2014) found that, in general, 
the increase in sound insulation is not directly de-
pendent on the thermal insulation performance.  
Several studies can be found in the literature on the 
sound reduction index of hollow brick walls. For 
example, Del Coz Díaz et al. (2010) investigated the 
insulation properties of a multilayer concrete hol-
low brick wall by Finite Element Method (FEM), 
while Jacqus et al. (2010) showed how mass law 
does not properly represent the acoustic behaviour 
of the walls examined, and used a homogenisation 
technique to model the element as an orthotropic 
block with equivalent sound insulation properties. 
Semi-empirical models based on vibrational tests 
can be used to obtain reliable predictions. Piana, 
Milani and Granzotto (2014) used a method based 
on the measurement of natural frequencies of beam 
samples to determine the sound insulation charac-
teristics of gypsum panels; a similar technique was 
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applied by Fortini, Granzotto and Piana (2019) on 
multilayer panels for the shipbuilding industry 
featuring an innovative foam core; Piana, Granzot-
to and Di Bella (2017) compared the predictions 
obtained using a method based on the determina-
tion of the natural frequencies of a specimen with 
mobility measurements performed on drywall 
panels; finally, Ruggeri et al. (2015) determined the 
loss factor of multilayer glazing panels using the 
procedure outlined in ISO 6721-3 standard. 
This paper investigates the sound insulation prop-
erties of different types of clay hollow brick walls. 
Methods based on Sharp’s (1973) homogenous 
walls theory and ISO 12354-1 procedure are evalu-
ated. The procedure proposed by Di Bella et al. 
(2016, 2018), who obtained reference curves of walls 
and floors made of cross laminated timber based on 
experimental measurements, is used to define a ref-
erence curve as the mean of normalised sound re-
duction index curves measured in laboratory on real 
brick walls. The applicability of this curve to actual 
sound insulation estimations is discussed. 

2. Experimental Analysis 

2.1 Sound Reduction Index 

The transmission coefficient τ is defined as the ra-
tio between the transmitted power and the incident 
power on a wall: 

τ = Wtransmitted / Wincident   (1) 

The sound reduction index, R, is defined as 

R = 10 log10 (1/τ)    (2) 

The sound reduction index R can be measured in 
the laboratory through a procedure requiring that a 
diffuse sound field is established in two adjacent 
rooms (Fig. 1). Through measurements of the 
sound pressure level and the sound absorption 
characteristics of the receiving room, the sound 
reduction index R can be determined as 

R = L1 – L2 + 10 log10 (S /A)  (3) 

The equivalent absorption area A can be deter-
mined experimentally as  

A = 0.16 (V / T)    (4) 
with T reverberation time of the receiving room. 

 

Fig. 1 – Acoustic laboratory at Padova University 

2.2 Analysed Types of Hollow Brick Walls  

The sound reduction index Rk of seven different 
types of clay hollow brick walls with vertical and 
horizontal mortar joints were investigated (sub-
script ‘k’ indicates the specific wall type). Sound 
insulation measurements were carried out in the 
laboratory, according to the ISO 10140 series (ISO, 
2010a, 2010b, 2010c, 2016). The mass per unit area 
m’ of the plastered walls was 305−377 kg/m2, the 
thickness t was 206−330 mm and the void fraction 
was 37−55% (Table 1).  

Table 1 – Characteristics of the walls 

Type Thickness 
[mm] 

Mass per unit 
area [kg/m2] 

Void fraction 
[%] 

A 280 330 44 

B 206 321 37 

C 240 305 53 

D 280 343 55 

E 270 359 45 

F 280 327 45 

G 330 377 45 

 
An example of installation for a brick wall during 
the tests performed in sound transmission rooms is 
given in Fig. 2 and Fig. 3. 
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Fig. 2 – Clay hollow brick with horizontal and vertical mortal joints 
mounted in laboratory 

  

Fig. 3 – Wall mounted in the laboratory 

Young’s modulus for the different walls, E, can be 
derived by applying the following equation (Italian 
Ministry of Infrastructure and Transport, 2018): 

E = 1000 fk    (5) 

where the compressive strength of k-th type wall, 
fk, is calculated with an M5 mortar type according 
to the declared compressive strength of the block, 
fbk. Table 2 shows the values of the compressive 
strength and the resulting E modulus. 
Fig. 4 gives the sound reduction index curves and 
the resulting weighted sound reduction index 
values Rw after the laboratory tests were computed 
according to ISO 717-1 standard (International Or-
ganization for Standardization, 2013). The resulting 
Rw values are in a range between 51 and 54 dB. 

Table 2 – Compressive strength of the blocks, compressive 
strength of the wall and Young’s modulus of the walls 

Type  
fbk 

[MPa] 
fk 

[MPa] 
E 

[GPa] 

A 10.0 4.70 4.70 

B 10.0 4.70 4.70 

C 10.0 4.45 4.45 

D 10.0 4.51 4.51 

E 10.0 4.70 4.70 

F 10.2 4.75 4.75 

G 10.4 4.80 4.80 

 

Fig. 4 – Sound reduction index laboratory measurements 

The effect of the different sizes and thicknesses is 
evident for the low-frequency range (below 
315 Hz), while the different behaviour for the high-
frequency range (above 2000 Hz) may be caused by 
the boundary conditions (mounting) and inner 
brick geometry. 

3. Prediction of Acoustic Insulation of 
Clay Hollow Brick Walls 

Three procedures were evaluated to predict the 
acoustic behaviour of the measured walls: 
1) a commercial software package based on 

Sharp’s homogeneous wall theory (Sharp, 1973);  
2) the analytical method indicated in ISO 

12354-1: 2017 standard, annexes B and C; 
3) a reference curve derived from the measured 

values. 
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In particular, the reference sound reduction index 
curve for hollow brick walls was obtained by ag-
gregating the individual measured sound reduc-
tion index curves Rk with the following procedure. 
First, each Rk curve obtained from laboratory 
measurements was shifted so as to obtain a ‘nor-
malised’ spectrum, X0,k, with a weighted sound 
reduction index of Rw,k = 0 dB. The normalised val-
ue relative to the i-th one-third octave band is, for 
the k-th wall, X0,i,k. 
Subsequently, for each i-th one-third octave band 
ranging from 100 Hz to 5000 Hz, the arithmetic 
mean of the normalised values obtained for all the 
walls was calculated, in order to provide a mean 
value X0,i for the specific frequency band. 
Fig. 5 shows the seven normalized curves, the 
mean value and the uncertainty limits (U = 2.3 σ). 

 

Fig. 5 – Normalized sound reduction indices and mean normal-
ized sound reduction indices 

Finally, the reference curve X0 was shifted by a 
certain value R0 in order to obtain the estimate of 
the sound reduction index for a given wall. A 
mass-dependent correlation for the parameter R0 
was derived by regression analysis of the data 
from the seven tested walls: 

R0(mʹ) = 20.9 log10(mʹ)   (4) 

A shift was applied for each i-th one-third octave 
band according to the formula: 

R0,i = X0,i + R0(mʹ)    (5) 

The results were compared with the measurements 
of the sound reduction index performed in sound 
transmission suites. 
The following graphs (Figs. 6−12) show the com-
parisons between the results of the application of 
the three procedures applied to different types of 
wall. 

 

Fig. 6 – Comparison between method results for wall type A. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 

 

Fig. 7 – Comparison between method results for wall type B. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 
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Fig. 8 – Comparison between method results for wall type C. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 

 

Fig. 9 – Comparison between method results for wall type D. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 

 

Fig. 10 – Comparison between method results for wall type E. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 

 

Fig. 11 – Comparison between method results for wall type F. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 

 

Fig. 12 – Comparison between method results for wall type G. 
Solid green: Sharp’s theory; solid red: ISO 12354-1; dashed 
black: reference curve; solid black: measured data 

Table 3 shows a comparison of the Rw values de-
termined according to the three methods and the 
laboratory measurements.  
Considering the wall as a homogeneous plate leads 
to an overestimation of the sound reduction index 
above the critical frequency and to an underestima-
tion of the sound reduction index below the critical 
frequency. The software based on the Sharp’s theo-
ry overestimates the Rw value from 1 to 4 dB while 
the analysis according to the ISO 12354-1 standard 
leads to differences from −5 to +1 dB. Similar dif-
ferences can be observed if one-third octave band 
values are compared. 
The use of the proposed reference curve leads to 
differences between −1 and +1 dB. These values can 
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be considered within the measurement uncertainty 
(International Organization for Standardization, 
2014). 

Table 3 – Weighted sound reduction indexes comparison (meas-
ured, reference curve, software, ISO 12354-1 method) 

 RW [dB] 

Type Measured 
values 

Sharp‘s 
theory ISO 12354-1 Reference 

curve 

A 52 56 51 52 

B 53 54 48 52 

C 51 54 49 52 

D 52 56 51 53 

E 53 56 51 53 

F 52 55 51 52 

G 54 58 55 53 

4. Conclusion 

This paper has focused on the acoustic insulation 
performances of clay hollow brick walls.  
A reference curve for the family of plastered walls 
with mass per unit area 305-377 kg/m2, thickness 
206-330 mm, void fraction 37-55% and a mass-
dependent shifting correlation based on experi-
mental measurements was derived.  
It was observed that the difference between exper-
imental and estimated values never exceeds ±1 dB, 
indicating that the reference curve fairly represents 
the sound insulation behaviour of this family of 
brick walls. 
Software based on Sharp’s theory and ISO 12354-1 
method (annex B), both developed for homogene-
ous thick walls, seems not to be suitable for relia-
bly representing the acoustic behavior of hollow 
brick walls. 
 
 
 
 

Nomenclature 

Symbols 

τ sound transmission coefficient (-) 
W sound power (W) 
R sound reduction index (dB) 
L mean equivalent sound pressure level 

(dB) 
S surface of the specimen 
A equivalent absorption area of the 

receiving room (m2) 
V volume of the receiving room (m3) 
T mean reverberation time of the 

receiving room (s) 
m' mass per unit area (kg/m2) 
t thickness of the wall (mm) 
fbk compressive strength of the k-th type 

block (MPa) 
fk compressive strength of the k-th type 

wall (MPa) 
E Young’s modulus (GPa) 
X spectrum (dB) 

Subscripts/Superscripts 

1 transmitting room 
2 receiving room 
k k-th type wall 
i i-th one-third octave band 
w weighted value 
0 normalised quantity 
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Abstract 
Multilayer partitions are often designed so that, because of 
their peculiar composition or structure, they exhibit char-

acteristics that are not normally found in single layer pan-
els. “Multifunctional” partitions are engineered to opti-

mize different features at the same time. In this paper the 
authors try to deal with the problem of optimizing thermal 

and acoustic behavior by designing a thermo-acoustic in-
sulation structure. From the thermal point of view, the ma-

terial should combine good insulation properties, given by 
low thermal conductivity, and high delay of the thermal 

wave due to external conditions, given by low thermal dif-
fusivity. From the acoustic point of view, the material 

should have good absorption characteristics, whenever 
possible, and primarily high transmission loss in order to 

respect the relevant law prescriptions. In this way the com-
posite panel, used as a façade element, can improve the 

comfort conditions in buildings and reduce energy con-
sumption for winter heating and summer cooling. The 

coupled thermo-acoustic element is made of different 
wooden and recycled material layers, chosen for their spe-

cific properties and sustainable characteristics. Thermal 
properties were estimated by means of a self-developed 

code based on the ISO 13786 standard. The acoustic prop-
erties of the individual layers, according to the ASTM 

E2611-09 standard procedure, were measured in a four-
microphone impedance tube, and the transfer matrix 

method was used to estimate the overall acoustic behavior 
of the material. Particular attention was paid to the layer 

sequence, because of great importance for both thermal 
and acoustic performances. The preliminary combined 

study showed encouraging results. 
 

1. Introduction 

As stated by the European directive 2010/31/UE on 
the energy performance of buildings (European Par-
liament, 2010), buildings account for 40% of total en-
ergy consumption in the European Union. There-
fore, the energy performance of buildings should be 
improved, taking into account outdoor climatic con-
ditions and indoor climate requirements. According 
to the guideline, all the member States should take 
the necessary measures to ensure that minimum en-
ergy performance requirements are set for buildings 
and building units or building elements that consti-
tute the building envelope and have a significant 
impact on its energy performance every time they 
are replaced or retrofitted. The limits should be set 
with the aim of achieving cost-optimal levels (Tron-
chin et al., 2014). The study of unconventional ma-
terials such as phase-change materials to fulfill win-
ter and summer requirements (see for instance Neri 
et al., 2020) is also of broad and current interest. 
The European directive 2010/31/UE came into force 
in Italy with the introduction of the Ministerial De-
cree (DM) of 26 June 2015 (Italian Ministry of Eco-
nomic Development, 2015). This law classifies the 
types of building renovations, distinguishing be-
tween major first-level renovations, major second-
level renovations and energy upgrading interven-
tions. Major renovations are defined as those in-
volving the elements of the building envelope with 
an incidence higher than 25% on the overall area. 
Major first-level renovations involve the building 
envelope with an incidence of more than 50% of its 
overall area and the renovation of the heating sys-
tem and/or the cooling system of the entire building. 
In such cases the energy performance requirements 
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are applied to the entire building. Major second-
level renovations involve the building envelope 
with an incidence of more than 25% of the overall 
area of the building and may affect the heating sys-
tem and/or the cooling system. In such cases, the en-
ergy performance requirements relate to the 
thermo-physical characteristics of the portions and 
the dimensions of the elements and components of 
the building envelope involved in the energy reno-
vation. Finally, energy upgrading interventions are 
all the other interventions with an impact on the en-
ergy performance of the building. These interven-
tions therefore involve an area that is less than or 
equal to 25% of the overall area of the building, 
and/or involve the heating and/or cooling system. In 
such cases, the energy performance requirements 
apply only to the building components and installa-
tions involved. The DM 26 June 2015 also establishes 
the requirements for the different cases. 
In terms of the envelope consisting of opaque verti-
cal components of existing buildings undergoing 
renovation – which is the object of this work – in the 
case of major first-level renovations the value of the 
overall heat transfer transmission coefficient H’T 
have to fulfil the limit value of 0.73 W/m2K for the 
climatic zones A and B, 0.70 W/m2K for the climate 
zone C, 0.68 W/m2K for the climate zone D, 
0.65 W/m2K for the climate zone E and 0.62 W/m2K 
for the climate zone F; moreover, for locations 
where the average monthly irradiance value on the 
horizontal plane in the month of maximum summer 
insolation is greater than or equal to 290 W/m2, for 
all the opaque vertical walls with the exception of 
those included in the northwest / north / northeast 
quadrant, it is required that the value of the surface 
mass Ms is greater than 230 kg/m2, or that the value 
of the periodic thermal transmittance Yie is lower 
than 0.10 W/m2K. In the case of major second-level 
renovations, the value of the overall heat transfer 
transmission coefficient H’T has to respect the limit 
values indicated above; moreover, the thermal 
transmittance U must comply with limit values, 
which will become stricter starting from 2021 
(0.40 W/m2K for the climate zones A and B, 
0.36 W/m2K for the climate zone C, 0.32 W/m2K for 
the climate zone D, 0.28 W/m2K for the climate zone 
E and 0.26 W/m2K for the climate zone F). In the case 
of energy upgrading interventions only the limit 

values of the thermal transmittance U have to be re-
spected. 
Thermal coatings are frequently used to enhance the 
energy performance of existing buildings. They con-
sist of an insulating layer applied to the outer sur-
face of the wall and are more efficient than internal 
insulation systems because they significantly re-
duce the thermal bridges. Since a thermal coating is 
usually designed to improve thermal insulation, it 
can also improve summer thermal behavior if it 
makes it possible to significantly reduce and delay 
the transmission inside the building of the tempera-
ture peak reached on its outer surface during the 
central hours of the day. Therefore, in this work 
some solutions are proposed, taking into account 
both the effect of the transmittance U and of the pe-
riodic thermal transmittance Yie. For the thermal 
transmittance U the obtained values have been com-
pared with those suggested in the cases of major sec-
ond-level renovations and of energy upgrading in-
terventions, whereas for the periodic thermal trans-
mittance Yie the reference value is 0.10 W/m2K in the 
case of major first-level renovations. 
For a multilayer partition, the thermal transmittance 
U depends upon the properties of the layers while 
the periodic thermal transmittance Yie. depends also 
upon the sequence of the layers. The most influenc-
ing material properties are the thermal conductivity 
λ and the thermal capacity C. The thermal transmit-
tance U represents the insulation of the building and 
can be determined by the electrical analogy in 
steady heat transfer conditions. The periodic ther-
mal transmittance Yie refers to the dynamic behavior 
of the partition and is especially relevant for sum-
mer performances. The dynamic thermal character-
istics of a building component describe its thermal 
behavior when it is subject to variable boundary 
conditions, such as a variable heat flow rate or a var-
iable temperature. The ISO 13786 standard (ISO, 
2017a) considers only time-dependent sinusoidal 
boundary conditions and makes it possible to define 
the periodic thermal conductance, which is a com-
plex number relating cyclic heat flow rate to cyclic 
temperature variations. In the case of one dimen-
sional heat flow, valid for walls consisting of flat ho-
mogeneous layers, it is possible to define the ther-
mal admittance, relating specific heat flow rate to 
temperature variations on the same side of the com-
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ponent, and the periodic thermal transmittances, re-
lating specific heat flow rate to temperature varia-
tions on the two sides of the component. In particu-
lar, the internal thermal admittance is defined as 
Yii = q''i/Ti, where Ti is a sinusoidal function and Te is 
constant, the external thermal admittance is defined 
as Yee = q''e/Te, where Te is a sinusoidal function and 
Ti is constant, and the periodic thermal transmit-
tance is defined as Yie = – q''i/Te, where Te is a sinus-
oidal function and Ti is constant. As prescribed by 
the ISO 13786 standard, the value of Yii, Yee and Yie 
can be determined from the elements of the heat 
transfer matrix Zee = Zse ∙ Z ∙ Zsi where Zse and Zsi are 
the heat transfer matrices of the boundary layers 
and Z is the transfer matrix of a multi-layer compo-
nent from surface to surface: 
 

�
𝑇𝑇𝑒𝑒
𝑞𝑞′′𝑒𝑒

� = �𝑍𝑍𝑒𝑒𝑒𝑒11 𝑍𝑍𝑒𝑒𝑒𝑒12
𝑍𝑍𝑒𝑒𝑒𝑒21 𝑍𝑍𝑒𝑒𝑒𝑒22

� �
𝑇𝑇𝑖𝑖
𝑞𝑞′′𝑖𝑖

�      (1) 

The elements of Zsi and Zse depend on the surface 
resistance of the boundary layer, including convec-
tion and radiation, and should be determined in ac-
cordance with the ISO 6946 standard (ISO, 2017b): 

𝒁𝒁𝑠𝑠 = �1 −𝑅𝑅𝑆𝑆
0 1 �          (2) 

Z is obtained by multiplying the heat transfer matri-
ces of the N layers of the component Z = ZN ∙ ZN – 1 
∙ … ∙ Z3 ∙ Z2 ∙ Z1 where, as a convention, layer 1 is the 
innermost layer. The elements of Z1, Z2, …, ZN de-
pend on the thickness, the thermal conductivity and 
the thermal capacity of the layers by means of the 
expressions listed in the ISO 13786 standard. For 
each layer, 

𝒁𝒁 = �𝑍𝑍11 𝑍𝑍12
𝑍𝑍21 𝑍𝑍22

�        (3) 

where 
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𝛿𝛿
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𝛿𝛿
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Here, d is the thickness of the layer, λ is its thermal 
conductivity and δ is its periodic penetration depth 
computed as δ = [86400 × λ / (π × C)]1/2 for a period 
of 24 h. 
This method allows the evaluation of thermal trans-
mittance U and periodic thermal transmittance Yie 
for building components consisting of homogene-
ous layers. Standards ISO 6946 and ISO 13786 de-
scribe how to estimate U and periodic thermal con-
ductances Lie ed Lei for components made of inho-
mogeneous layers, where inhomogeneities act as 
thermal bridges. Analytical and neural methods to 
determine the strength of such thermal bridges have 
been proposed by several authors (Benedetti et al., 
2019; Luscietti et al., 2014; Tenpierik et al., 2008). 
When dealing with comfort in buildings, acoustic 
quality must also be taken into account. In particu-
lar, there are two main properties which need to be 
considered: the attitude of the material to dissipate 
sound energy, expressed through the sound absorp-
tion coefficient α, and the sound insulation capabil-
ity, represented by the sound transmission loss TL, 
which is related to the sound transmission coeffi-
cient τ through the formula TL = 10log10(1/τ). Differ-
ent types of tests, such as reverberation room and 
standing wave tube, make it possible to obtain these 
parameters. The impedance tube is a double stand-
ing wave tube equipped with four microphones. It 
can be used to estimate only the normal incidence 
parameters, but it has the advantage of requiring the 
use of a small sample of material and of simultane-
ously providing further valuable information, such 
as the propagation wavenumber, the characteristic 
impedance and the speed of sound in the tested 
specimen. Moreover, the impedance tube, combined 
with the transfer matrix method, can establish the 
correlation between the state variables on the two 
sides of the sample, 

�
𝑝𝑝0
𝑢𝑢0� = �Θ11 Θ11

Θ11 Θ11
� �
𝑝𝑝𝑑𝑑
𝑢𝑢𝑑𝑑� = 𝚯𝚯 �

𝑝𝑝𝑑𝑑
𝑢𝑢𝑑𝑑�     (7) 

where p is the sound pressure and u the particle ve-
locity, 0 and d subscripts indicate, respectively, the 
front and back surfaces of the sample, referring to 
the direction of the incident sound wave, and Θij are 
the elements of the transfer matrix. This method is 
particularly convenient for the acoustic characteri-
zation and optimization of complex layered struc-
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tures, whose total transfer matrix, and, conse-
quently, acoustic properties, can be obtained as the 
product of the individual transfer matrices in the 
correct sequence (Lee and Xu, 2009):  

𝚯𝚯total = 𝚯𝚯1 ∙ 𝚯𝚯2 ∙ … ∙ 𝚯𝚯𝑁𝑁       (8) 

When using the impedance tube to estimate the 
transmission loss, one must consider that the result-
ing TL can be assumed to be independent of bound-
ary conditions only for materials which are consid-
ered as an equivalent fluid, that is their shear mod-
ulus is negligible (Feng, 2013). In the case of rigid 
panels, the transfer matrix can be written as 

𝚯𝚯𝑝𝑝 = �1 𝑍𝑍𝑝𝑝
0 1

�       (9) 

so that the actual boundary conditions are taken 
into account through direct measurements and 
gathered in the acoustic impedance of the material, 
Zp. The latter parameter can be calculated as 
Zp = jωMs × [1 – (1 + jη) × (f/fc) × sin2 ϑ], where Ms is 
the mass per unit area of the panel, η is the loss fac-
tor, fc is the critical frequency, that is defined for a 
homogeneous plate as fc = c2 × (2π)–1 × (Ms/Dp)1/2, 
with Dp bending stiffness per unit width. 

2. Materials and Methods 

In accordance with the ISO 6946 standard, the ther-
mal transmittance U of the multilayer partition was 
determined as 

𝑈𝑈 = (𝑅𝑅𝑆𝑆1 + 𝑅𝑅1 + 𝑅𝑅2 + ⋯+ 𝑅𝑅𝑁𝑁 + 𝑅𝑅𝑆𝑆2)−1    (10) 

where R1, R2, …, RN are the thermal conductive re-
sistances of the individual layers obtained by  
the ratio between the thickness and the thermal 

 

conductivity of each layer, whereas Rs1, Rs2 are the 
surface resistances of the boundary layer, including 
convection and radiation. 
In accordance with the ISO 13786 standard, the pe-
riodic thermal transmittance Yie was determined 
from the elements of the heat transfer matrix from 
environment to environment Zee as 

𝑌𝑌𝑖𝑖𝑒𝑒 = − 1
𝑍𝑍𝑒𝑒𝑒𝑒12

        (11) 

The ASTM E2611 standard procedure (ASTM, 2017) 
establishes the use of a four-microphone impedance 
tube (Fig. 1). At one endpoint of the tube a loud-
speaker is installed and generates a wide-band 
white noise test signal. The specimen is located in a 
test sample holder in the central section of the tube, 
between two microphone pairs. The second end of 
the tube can be equipped with either anechoic or re-
flecting termination. 
With reference to Fig. 1, by comparing signals from 
four microphones it is possible to decompose the re-
sulting sound wave field into forward and back-
ward travelling waves on either side of the speci-
men. The incident and reflected fractions, denoted 
as A, B, C, D in Fig. 1, are used to compute the ele-
ments of the transfer matrix according to the expres-
sions provided by standard ASTM E2611. Finally, 
the absorption coefficient α (hard-backed) is ob-
tained as 

𝛼𝛼 = 1 − �Θ11−𝜌𝜌𝜌𝜌Θ21
Θ11+𝜌𝜌𝜌𝜌Θ21

�
2
      (12) 

and the sound transmission loss TL (anechoic-
backed) can be expressed as: 

𝑇𝑇𝑇𝑇 = 20log10 �
Θ11+�

Θ12
𝜌𝜌𝜌𝜌 �+Θ21𝜌𝜌𝜌𝜌+Θ22

2×exp(𝑗𝑗𝑗𝑗𝑑𝑑) �     (13) 

where ρ is the air density, c is the speed of sound 
and k is the wavenumber in air. 

 

Fig. 1 – Schematic drawing of a four-microphone impedance tube 
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The custom-made impedance tube is made of two 
segments of length 1200 mm and internal diameter 
45 mm. With such a cross-section, the plane-wave 
assumption is valid up to about 3800 Hz. The source 
endpoint holds a loudspeaker of 100 mm enclosed 
in a sealed and isolated volume, while the second 
endpoint is shut by a rigid reflective termination or 

an anechoic termination. For high-frequency meas-
urements the microphone ports are spaced 45 mm 
apart, while for low-frequency measurements are 
spaced 500 mm. The sample is located in a separate 
segment of tube of appropriate length, installed be-
tween the two measurement sections described 
above. The model of the tube is shown in Fig. 2. 

 

 

Fig. 2 – Portion of the tube including the loudspeaker. LF = low frequency; HF = high frequency 

Four microphones are housed in o-ring-equipped 
ports and connected to a multichannel analyzer gen-
erating the test signal. A pistonphone was used to 
calibrate the microphones. The measured transfer 
functions were saved and post-processed by means 
of a self-built code based on the ASTM E2611 stand-
ard procedure. The script provides the acoustic pa-
rameters of the specimen, such as the sound absorp-
tion coefficient, the sound transmission loss, the 
propagation wavenumber, the speed of sound in the 
material and the characteristic acoustic impedance. 
Three multilayer partitions were thermally ana-
lyzed (see Table 1). They can be considered repre-
sentative of thermal coatings applied to a hollow 

brick wall of thickness 200 mm – P200 in Table 1 – 
which, alone, is characterized by poor thermal per-
formances. The first solution, labeled P-200+WF140-
80, consisted of a thermal coating of wood fiber 
(density 140 kg/m3, thickness 80 mm). The second 
solution, labeled P-200+WF110-80+WF265-40, con-
sisted of a thermal coating made of two layers of 
wood fiber (respectively density 110 kg/m3, thick-
ness 80 mm and density 265 kg/m3, thickness 40 
mm). The third solution, labeled P-200+A-50, con-
sisted of a thermal coating of aerogel (density 180 
kg/m3, thickness 50 mm). All three solutions need 
only a layer of external plaster to be completed. 
 

Table 1 – Thermal transmittance and periodic thermal transmittance of the analyzed multilayer partitions 

Test case Layers 
λ 

[W/mK] 
ρ 

[kg/m³] 
c 

[J/kg·K] 
d 

[m] 
dtot 
[m] 

U 
[W/m²K] 

Yie 

[W/m²K] 

P-200 Hollow bricks 0.252 817 840 0.200 0.200 1.038 0.643 

P-200+WF140-80 
Hollow bricks 0.252 817 840 0.200 

0.280 0.337 0.0747 
Wood fiber 0.040 140 2100 0.080 

P-200+WF110-80 
+WF265-40 

Hollow bricks 0.252 817 840 0.200 

0.320 0.256 0.0423 Wood fiber 0.038 110 2100 0.080 

Wood fiber 0.048 265 2100 0.040 

P-200+A-50 
Hollow bricks 0.252 817 840 0.200 

0.250 0.245 0.0554 
Aerogel 0.016 180 1030 0.050 
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The aerogel panels are obtained through nanotech-
nological processes combining amorphous silica 
aerogel and high density reinforcing mineral fibers. 
Therefore, they can be considered metamaterials 
providing tunable thermal performance and easy to 
use. Other authors have used aerogel to obtain a 
compact soft acoustic metamaterial (Guild et al., 
2016).  
The thermal optimization was carried out first, then 
the acoustic properties of the thermally optimized 
structures were predicted through the transfer ma-
trix method.  

3. Results 

The thermal performances of the three multilayer 
partitions are summarized in the Table 1. 
All the proposed structures can significantly en-
hance the thermal performances, and consequently 
improve the comfort conditions inside the building, 
both in winter and in summer conditions. The trans-
mittance values fulfil the limit values prescribed in 
Italy by the DM 26 June 2015 for vertical walls in-
volved in building renovation. In particular, consid-
ering the more severe limit values valid by the year 
2021, partition P-200+WF140-80 fulfils the limit 

value of 0.36 W/m2K for the thermal zone C and 
could be used in the thermal zones A, B and C, 
whereas the partitions P-200+WF110-80+WF265-40 
and P-200+A-50 fulfil the limit value of 0.26 W/m2K 
for the thermal zone F and could be used in all the 
Italian thermal zones. Moreover, all the partitions 
have good values of periodic thermal transmittance, 
less than the limit value of 0.1 W/m2K. The partition 
P-200+A-50 is preferred since it makes it possible to 
obtain very good results with a small thickness. 
Based on the thermal analysis, a 50 mm multilayer 
aerogel sample was tested in the impedance tube, 
while the hollow brick sound transmission loss data 
was derived from the sound transmission suites 
measurement. The acoustic performances of layered 
partitions featuring these two materials were pre-
dicted with the transfer matrix method (see for in-
stance the results obtained for P-200+A-50 configu-
ration in Fig. 3).  
The addition of the aerogel layer slightly improved 
the sound insulation in the low frequency range, 
whereas the improvement was considerable above 
2 kHz due to the multilayered nature of the aerogel 
package. The weighted single number sound reduc-
tion index for the considered façade increased from 
an initial performance Rw = 51 dB to an improved 
performance Rw = 52 dB. 

 

 

Fig. 3 – Sound absorption coefficient and sound transmission loss of aerogel and hollow brick wall (measured) and predicted properties for 
composite wall 

4. Conclusions 

In this work, the preliminary acoustic and thermal 
evaluation of layered structures designed for im-
 

proving the performances of a façade has been pro-
posed. 
The thermal performance of different walls was 
simulated in accordance with ISO 13786, which 
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made it possible to identify the preferred structure in 
terms of transmittance and reduced thickness as a 
combination of standard hollow bricks and aerogel 
layers. 
The acoustic analysis has been performed by the 
transfer matrix method with a four-microphone im-
pedance tube, which made it possible to experimen-
tally characterize the aerogel and to predict the be-
havior of the whole structure by combining the 
transfer matrices of the individual layers together. 
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Nomenclature 

Symbols 

c speed of sound (m/s) 
C thermal capacity (J/ m3K) 
d thickness of the layer (m) 
Dp bending stiffness per unit width 

(Nm) 
f frequency (Hz) 
fc critical frequency (Hz) 
H’T overall heat transfer transmission 

coefficient (W/m2K) 
k wavenumber in air (m-1) 
Ms surface mass (kg/m2) 
Lie, Lei periodic thermal conductances 

(W/K) 
N layers of the multi-layer component  
p sound pressure (Pa) 
R thermal resistance (m2K/W) 
Rw weighted single number sound 

reduction index (dB) 
T temperature (°C, K) 
TL sound transmission loss 
u particle velocity (m/s) 
U thermal transmittance (W/m2K) 
Yee external thermal admittance 

W/m2K) 

Yie periodic thermal transmittance 
(W/m2K) 

Yii internal thermal admittance 
(W/m2K) 

Z heat transfer matrix (W/m2K) 

Greek symbols 

α sound absorption coefficient 
δ periodic penetration depth (m) 
η loss factor 
λ thermal conductivity (W/mK) 
ϑ angle of incidence 
Θ acoustic transfer matrix element 
τ sound transmission coefficient 
ω angular frequency (rad/s) 

Subscripts/Superscripts 

0 front surface 
1,2,...,N number of the layer 
d back surface 
e external 
i internal 
p panel 
si internal surface 
se external surface 
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Abstract 
Actions contemplated in Sustainable Energy (and Climate) 

Action Plans (SEAPs), which municipalities adhering to 
the EU initiative called “The Covenant of Mayors” are re-

quired to prepare, regard many sectors, among which are 
buildings. To implement such plans, it is necessary to 

make use of methods for predicting energy use in build-
ings. Technicians involved in this tend to adopt easy-to-

use simulation models because of the common mid-level 
expertise of the offices involved. However, such simplified 

methods could result in a less accurate evaluation of the 
energy demand of buildings. In this paper the suitability 

of the quasi-steady state and the dynamic approach, in the 
frame of these new urban energy planning tools, is as-

sessed. Specifically, a comparison between the two meth-
ods reported in the EN ISO 52016-1 Standard (namely the 

quasi-steady state monthly method and the dynamic 
hourly method), used here as representative of the two 

cited classes of models, is drawn. Despite some limitations 
of the quasi-steady state model found in the analysis, the 

possibility to still use both modelling approaches to imple-
ment SEAPs is argued in the paper. Moreover, a tentative 

procedural scheme is proposed, which technicians work-
ing on SEAPs can usefully follow in order to choose the 

most appropriate modelling approach that can be used de-

pending on the specific situation to address.  

1. Introduction 

In 2008 the European Commission launched an im-
portant initiative entitled the “Covenant of Mayors” 
(https://www.covenantofmayors. 
eu/en/), which intends to gather local and regional 
authorities voluntarily committed to achieving the 
greenhouse gas emissions reduction targets indicated 
in the EU “2030 climate and energy framework” 
(https://eur-lex.europa.eu/legal-content/EN). Signa-
tories are required to develop and submit two plans, 
namely a Sustainable Energy Action Plan (SEAP) 
and a Sustainable Energy and Climate Action Plan 
(SECAP). Planned actions within both SEAPs and 
SECAPs should regard several sectors such as 
transport, energy, lighting, and buildings. The latter 
is certainly one of the most relevant sectors, due to 
the effect on both life of citizens and the energy con-
sumption of a whole city (Giaccone et al., 2017). 
In order to implement the cited plans, and particu-
larly to define the above-cited energy efficiency ac-
tions for the building sector of a given territory, it 
becomes necessary to use methods aimed at the 
evaluation of the building energy performances. In 
this regard, technicians and experts have at their 
disposal two different categories of methods: quasi-
steady state methods based on either a monthly or a 
seasonal balance, and detailed dynamic hourly 
methods.  
Generally, technicians tend to exploit ease to use 
models (Peri and Rizzo, 2012) because of the com-
monly mid-level of expertise of the involved offices. 
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Consequently, quasi-steady state simulation models 
would seem the most attractive (instead of dynamic 
detailed models) for technicians, due to their intrinsic 
simplicity and for the fact that they require effort-
lessly available input data. Nonetheless, such simpli-
fied methods could result in a less accurate evalua-
tion of the energy demand of buildings.  
On the other hand, the high level of detail character-
izing the dynamic modelling approach is not always 
necessary for the level of accurateness required by 
the type of analysis suited to a SEAP. 
To clarify this aspect, it is worth noting that energy 
efficiency actions on buildings, planned within a 
SEAPs and SECAPs, may regard single buildings 
and/or building stocks. In both circumstances, the 
interventions may consist in the design, and/or in 
the energy rehabilitation (Marino et al., 2019). Spe-
cifically, the rehabilitation of a building stock may 
be conducted either on each single building of the 
stock (“detailed” rehabilitation of the stock) or may 
regard the stock in its entireness (“general” rehabil-
itation). Therefore, as depicted in Fig. 1, if the 

intervention consists in the design or in a “general” 
rehabilitation of a building stock, then using a dy-
namic modelling approach, which requires consid-
erable amount of input data and shows a greater 
complexity of use, might turn out unnecessary. In-
deed, in this case, buildings characterized by 
“standardized” performances (“virtual” sample 
buildings that can be assumed as representative of 
the considered stock) will have to be modelled and 
to do this, a detailed definition of the building enve-
lopes, HVAC, orientations, etc. is not needed. There-
fore, in such circumstances, despite its limits, choos-
ing the quasi-static method would be preferable.  
Conversely, if the action consists in designing or re-
habilitating single buildings, the quasi-steady state 
approach would not be compatible with the accu-
racy required for the analysis. In this case, a model 
for predicting the energy use that is able to repro-
duce the specific building envelope, HVAC system, 
usage profile, and that is able to capture the dy-
namic behaviour of the given building should be 
used. 
 

 

Fig. 1 – Tentative approach for the selection of the most suitable type of energy simulation model 

Starting from these considerations, this paper fur-
ther discusses the practicability of the quasi-steady 
state and dynamic modelling approaches, as tools 
that can be used within the decision-making process 
leading to selection and implementation of energy 

efficiency measures in various climate configura-
tions by urban planners. 
To accomplish this task, as representative of both 
cited different approaches, two simulation models 
have been selected, i.e. the quasi-steady state 
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monthly method and the dynamic hourly method, 
both devised by the recently issued EN ISO 52016-1 
standard. Specifically, for a plain sample building, 
located in sites characterized by different weather 
configurations (Athens, Messina, and Rome), the re-
sults obtained using these two methods were com-
pared to the outcome yielded by the well-known 
building dynamic simulation code, that is Energy 
Plus (used as a reference). 
Based on the analysis performed, some further crit-
icisms of these two modelling approaches have 
arisen with reference to their use in the frame of the 
above cited energy planning tools for sustainable 
and resilient cities. 

2. Materials and Methods 

2.1 The Analysis Approach 

To fulfil the aim of this work, we have selected two 
simulation models, used here as representative of 
the two previously cited classes of approaches 
thanks to their large popularity among technicians 
and researchers. These are the monthly and the 
hourly models devised by the recently issued EN 
ISO 52016-1 standard (CEN, 2017) that replaces the 
EN ISO 13790 (CEN, 2008); the standard constitutes 
a reference to the energy performance certification 
of buildings at national or regional levels. The mod-
els were implemented in ExcelTM spreadsheet and 
Visual BasicTM functions were also used. 
A plain sample building was considered and its 
monthly energy consumption was calculated using 
both the quasi-steady state monthly model and the 
hourly dynamic model. 
Clearly, to properly carry out comparisons among 
different calculation procedures, univocal climate 
data are needed; therefore, a database which is suit-
able for all the procedures must be selected. After a 
careful analysis, the database of the Energy Plus 
simulation software (U.S. Department of Energy, 
2017) was identified as complete and suited to this 
purpose. Data concerning outside temperature and 
solar radiation were obtained. 
The results gained through the two EN ISO 52016-1 
standard methods were compared with the out-
comes of dynamic simulations performed by means 

of the Energy Plus code (Crawley et al., 2001). The 
analysis was repeated in three different cities, 
namely Messina, Rome and Athens, considered here 
as representative of weather conditions typical of 
the Mediterranean climate. 
In this context, proper attention was paid to input 
data such as envelope data, building use data and 
climatic data, because their uncertainties may pro-
duce an important variation in the assessed energy 
performance and label (Corrado and Mechri, 2009). 
In order to reduce this type of uncertainty, univocal 
databases were used in spite of the fact that the three 
considered calculation methods often require differ-
ent typologies of input data (e.g. monthly or hourly 
average air temperatures. 
The building module and the climate characteristics 
of the selected sites are described in the following 
sections. 

2.2 Building Module Characteristics 

With a view to executing the described comparison, 
the building module reported in Fig. 2 was studied. 
Its dimensions are 5.00 m x 5.00 m x 2.70 m. The 
vertical structures and the roof are non-adiabatic 
and facing outdoor, so that their outside boundary 
condition consists of the outdoor environment, 
whereas the floor, which is also non-adiabatic, has 
soil as the outside boundary condition. On the South 
wall, a glazed surface is installed and its dimensions 
are 1.20 m x 1.40 m (Fig. 2). 
It is worth underlining that the shape described 
would not be considered as representative of any 
building practice. It has been selected in order to 
verify the compliance of simulation codes with the 
purposes of a SEAP (or SECAP) application. In other 
words, the analysis aims at providing information 
able to lead administrators in the choice of steady-
state or dynamic approaches in their building en-
ergy evaluations. Because of this, a generic shape 
has been adopted for the building module. The 
South-facing window allows the solar radiation to 
be taken into account. However, since among the se-
lected sites warm climates are involved, the window 
area was reduced in order to avoid the overheating 
phenomena that could occur in warmer climates. 
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Fig. 2 – Description of the building module used for simulations 

The thermal transmittance values of the envelope 
structures are: 1.70 W/m2K for the glazed surface, 
0.85 W/m2K for external walls, 0.80 W/m2K for the 
floor, 0.36 W/m2K for the roof. Heat capacity per 
area is: 432 kJ/m2K for walls, 402 W/m2K for the floor 
and 501 W/m2K for the roof. These values have been 
adopted here as representative of the more recent 
(constructed after 1990) Italian building stock 
(http://www.building-typology.eu; Corgnati et al., 
2013) with improvements due to renovations typical 
of the last few years (Bertini et al., 2018).  
In more detail, in the case of glazed surfaces, whose 
values are traditionally higher than 3 W/m2K, we 
decided to push values towards those typical of an 
advanced refurbishment since these components 
are the ones that can more easily be modified com-
pared to the opaque parts of the envelope and there-
fore are usually subject to the first energy refurbish-
ment actions, especially considering the technical 
improvement they are currently undergoing 
(Piccolo et al., 2018). On the other hand, the substi-
tution of these envelope components also induces 
acoustical benefits to the building occupants: this is 
another reason why building owners often tend to 
modify them. These values were also preliminarily 
assumed valid for Athens. 
As regards the typology, the edifice is an office 
building, the thermostat control strategy was as-
sumed as continuous with a constant temperature 
set-point of 20°C. The infiltration rate was set to 0.5 
air change/h continuously (24 hours per day for the 
full year). No ventilation system is present (CEN, 
2017). The internal heat gains were evaluated with a 
constant value of 6 W/m2 (UNI, 2014). No shading 
devices are present and the effect of obstructions 
was not taken into account. 

2.3 Climate Characteristics of the 
Selected Sites 

As stated earlier, the energy simulations were car-
ried out considering the building module located in 
three different cities in the Mediterranean area: Ath-
ens (37° 54’ North Latitude, 23°43' Est Longitude; 
1112 °C HDD, 2966 °C CDD); Messina (38°12’ North 
Latitude, 15°33' Est Longitude; 758 °C HDD, 3261 °C 
CDD); Rome (41°47’ North Latitude, 12°13' Est Lon-
gitude; 1444°C HDD, 2333 °C CDD),  
With regard to the ASHRAE climatic classification 
system, based on the heating and cooling degree 
days (ASHRAE, 2010), the selected cities are located 
in two different climatic zones, that is: warm (Mes-
sina and Rome) and mixed (Athens). 

3. Results 

For the case study described in the previous section, 
the heating and cooling monthly energy demand 
were calculated. These results were further ex-
ploited to assess the energy needs on a seasonal ba-
sis. 
For the sake of simplicity, and without prejudice for 
the generality, the simulations were conducted with 
a constant set-point of 20°C for the internal air tem-
perature for every month of the year: this avoids the 
problem of the preliminary identification of differ-
ent heating and cooling periods for each considered 
location. 
For each of the three selected cities, the energy needs 
for heating and cooling, were calculated for the 12 
months of the year, thereby obtaining 72 output 
data for each of the adopted calculation methods 
(steady state and dynamic).  
Aggregated results are shown in Fig. 3, where the 
monthly values of energy demand obtained by 
means of both the monthly and hourly methods are 
reported versus the Energy Plus output (EP) which 
was adopted as a reference. 
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Fig. 3 – Comparison of the monthly energy needs for heating (pos-
itive values) and cooling (negative values), obtained with both the 
monthly (MM) and the hourly (HM) methods with those obtained 
with EnergyPlus (EP) for all the considered cities 

The diagram of Fig. 3 shows that, assuming Energy 
Plus output as a reference, the monthly method 
(MM) significantly (R2 =0.925 for MM and R2 = 0.966 
for the HM) overestimates the monthly demand, 
during both heating and cooling periods. Further-
more, the higher the value of the energy demand, 
the larger the difference between the two methods. 
This phenomenon is barely evident for the results of 
the hourly method (HM), its outcome being very 
close to the Energy Plus output (EP). 
As regards the seasonal energy demand, Fig. 4 re-
ports the yearly cooling and heating energy needs 
for each of the analysed cities.  
It can be noted that even on an annual basis, in com-
parison to Energy Plus, the monthly method over-
estimates the heating energy needs more than the 
hourly one.  This behaviour does not regard the 
cooling needs; indeed, in this case, the results of the 
monthly method are lower than the values calcu-
lated by means of the hourly method. The reasons 
behind this behaviour are more easily inferable 
from Fig. 5, which reports, for the site of Rome, the 
monthly needs for heating and cooling at each site. 
Specifically, graphs show six different profiles: 
three in the upper part of the diagram pertinent to 
MM, HM, and EP, extended over 12 months and re-
ferring to space heating (clearly, in the months when 
heating is not required, the methods provide a value 
of zero energy), and three in the lower part of the 
diagram pertinent to MM, HM, and EP, extended 
over 12 months and referring to cooling (clearly, in 

the months when cooling is not required, the meth-
ods provide a value of zero energy). 

 

Fig. 4 – Seasonal energy demand for heating and cooling pur-
poses: monthly method (MM), hourly method (HM), EnergyPlus 
(EP) 

 

Fig. 5 – Monthly needs for heating (positive values) and cooling 
(negative values) purposes 

It is shown that although the monthly method yields 
generally the greatest values of energy demand dur-
ing the hottest months, it returns the smallest values 
(equal to zero) during spring/autumn.  
The combined effects of these two occurrences make 
the yearly cooling demand assessed through the 
monthly method smaller than the one calculated by 
means of the hourly method. This occurs because of 
the intrinsic structure of the monthly method that, 
using the monthly average values of the outdoor air 
temperature as input data, does not allow simulta-
neous calculation of possible occurrences of heating 
and cooling for the same month, which is the case in 
spring/fall periods. In other words, at least one of 
the two terms is zero for the intrinsic structure of the 
monthly method. 
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By contrast, both the hourly method and the Energy 
Plus code use hourly values of the outdoor air tem-
perature as input data and, hence, they allow the 
contemporary assessment of both heating and cool-
ing daily loads when they occur 
To sum up, as can be observed from Fig. 4, the 
hourly method always overestimates the cooling en-
ergy needs compared to the base case (and more 
than the monthly method, which overestimates 
them as well) In terms of the space heating, the 
hourly method overestimates the energy needs with 
respect to the base case but less than the monthly 
method.  

4. Discussion 

As earlier stated, the purpose of the proposed anal-
ysis is not the assessment of the accuracy and relia-
bility of the quasi-steady state and dynamic meth-
ods in predicting the building energy performances, 
but rather the evaluation of their suitability in sight 
of their utilization within the process leading to se-
lection and implementation of energy efficiency 
measures in Mediterranean climate configurations 
by urban planners and building technicians who 
work on SEAPs. In other words, the aim of the anal-
ysis is to possibly identify the most appropriate 
model that can be used in each of the situations de-
picted in Fig. 1. 
Results shown in the previous section outline the 
different behaviour of the two modelling ap-
proaches depending on the type of assessment, 
whether monthly or seasonal. The results show that  
on one hand, the quasi-steady state approach per-
mits an easy assessment of the seasonal energy de-
mand of buildings both for its intrinsic simplicity 
and for the fact that it requires effortlessly available 
input data (features that render this approach par-
ticularly attractive for technicians). On the other 
hand, it is affected by some relevant limitations as it 
significantly overestimates the monthly demand, 
during both heating and cooling periods, and con-
cerning the seasonal demand, it overestimates the 
heating energy needs more than HM with respect to 
Energy Plus. 

Results of HM and Energy Plus, both of which are 
based on transient regime thermal balances, were 
instead found comparable, and compliant with the 
climate time variability characterizing the sites, al-
lowing more reliable analysis when coexistence of 
heating and cooling loads is highly possible. 
Some considerations can therefore be provided con-
cerning the level of suitability of the quasi-steady 
state method (MM) and the hourly dynamic method 
(HM) in the frame of SEAPs (or SECAPs). 
Among the main features of the MM there is the sim-
plicity of the model structure and the requirement of 
easily available input data. Both these two features 
render the MM suitable for the development of a 
SEAP, because the first one matches the mid-level  ex-
pertise of the committed offices, while the second one 
matches a common circumstance of the committed 
offices, i.e. the set of data (definition of envelope, 
HVAC features, etc.) needed for detailed analyses is 
generally not completely available. 
Another characteristic of the MM is that no greatly 
detailed building/HVAC modelling is required. Be-
cause of this, the suitability of the MM approach de-
pends on the required level of accuracy of the anal-
ysis to be performed, whether high, low, etc. There-
fore, in the context of SEAPs, the MM turns out to 
be more appropriate in the case of the design and 
“general rehabilitation” of a building stock (Fig. 1). 
In this case, buildings characterized by “standard-
ized” performances (“virtual” sample buildings that 
can be assumed as representative of the considered 
stock) will need to be modelled and to do this, a de-
tailed definition of the building envelopes, HVAC, 
etc. is not required. 
Results of our analysis also signal that when using the 
MM, a possible overrating of the monthly energy de-
mand (both in heating and cooling seasons), and the 
annual heating energy demand could occur. Such a 
characteristic renders the MM suitable for the devel-
opment of a SEAP although some misinterpretations 
could occur. Consequently, the MM turns out to be 
more appropriate for reliable estimations of the cool-
ing energy demand and for rough estimations of 
monthly energy savings deriving from a planned set 
of measures, for instance, for the “general rehabilita-
tion” of a building stock, and in the 
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case of rough estimations of yearly energy savings for 
space heating. 
Furthermore, outcomes of our analysis indicate that 
a possible miscalculation of the energy demand in 
mild climate or mild months (spring/fall), when 
both heating and cooling needs might coexist, could 
occur due to its dual intrinsic structure. This feature 
makes the MM suitable for the development of a 
SEAP even if some concerns arise. Because of this, 
the MM turns out to be more appropriate in the case 
that the analysis regards the energy demand for 
well-characterized seasons (heating and cooling) 
which are clearly separated. If shorter periods need 
to be investigated (for instance because the edifices 
are used for a limited period during the whole year), 
more detailed methods should be exploited, in-
stead. 
Among the main features of the MM there is the com-
plexity of the model structure and the requirement of 
a considerable amount of not easily available input 
data. Because of these factors, the HM is suitable for 
the development of a SEAP but only in those cases 
when a detailed analysis is required and when the 
amount and type of needed data is at the disposal of 
the offices responsible for the action planning. 
Another characteristic of the HM is that it requires a 
high level of detail due to, for instance, the consid-
eration of the hourly variation of the weather condi-
tions as input data. Because of this, the suitability of 
the HM depends on the required level of accuracy 
of the analysis to be performed (high, low, etc.). 
Therefore, in the context of SEAPs, the HM turns out 
to be more appropriate in the case of the design or 
the rehabilitation of single buildings, and in the case 
of a “detailed rehabilitation” of a given building 
stock (Fig. 1). 
Results of the analysis also signal that a possible 
overestimation of the annual cooling demand could 
occur. Such a characteristic renders the HM suitable 
for the development of a SEAP although some mis-
interpretations could occur. Consequently, the HM 
turns out to be more appropriate for accurate esti-
mations of heating and in the case of rough estima-
tions of cooling energy saving deriving from 
planned set of measures, for instance, on a single 
building for its rehabilitation. 
Furthermore, outcomes of the analysis signal that 
coexistence of both heating and cooling needs is 

suitably taken into account by the HM. This feature 
renders the HM suitable for the development of a 
SEAP because it makes it possible to have a more 
realistic image of the energy consumption of the sin-
gle building or of the given building stock. Because 
of this feature, this method turns out to be more ap-
propriate in the case of accurate estimations of the 
energy saving even in the mild months. 

5. Conclusions 

The purpose of the proposed analysis is not the as-
sessment of the accuracy and reliability of the quasi 
steady-state and dynamic methods in predicting the 
building energy performances, but rather the evalu-
ation of their suitability in sight of their utilization 
within the process leading to selection and imple-
mentation of energy efficiency measures by urban 
planners and building technicians who work on 
SEAPs, particularly in Mediterranean climate con-
figurations. In other words, the aim of the analysis 
is to possibly identify the most appropriate model  - 
whether it exists – which can be used in each of the 
situations depicted in Fig. 1. 
The results have outlined the different behaviour of 
the two modelling approaches, whether monthly or 
hourly. These results show that on one hand, the 
quasi-steady state (monthly) approach permits an 
easy assessment of the seasonal energy demand of 
buildings both for its intrinsic simplicity and for the 
fact that it requires effortlessly available input data 
(features that render this approach particularly at-
tractive for technicians). On the other hand, it is af-
fected by some relevant limitations, that is: it is not 
able to properly evaluate the monthly demand dur-
ing spring/fall periods when heating and cooling 
needs may coexist and overestimates the heating en-
ergy needs more than the hourly method with re-
spect to Energy Plus; however, it performs with 
greater accordance to Energy Plus as far as the 
yearly cooling demand is concerned.  
Results of the hourly method and Energy Plus, both 
of which are based on transient regime thermal bal-
ances, were instead found comparable on a monthly 
basis and compliant with the climate time variabil-
ity characterizing the sites. 
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Based on these considerations and criticisms, fur-
ther analyses are needed particularly referring to 
other climatic situations of different sites. Addition-
ally, the present analysis should be properly ex-
tended to other building typologies and thermos-
physical envelope characteristics. Meanwhile, tech-
nicians working on SEAPs can usefully follow the 
tentative procedural scheme presented in the Intro-
duction and discussed in Section 4, in order to 
choose the most appropriate modelling approach 
suited to the specific situation to be addressed in 
SEAP design. Until further research findings be-
come available, such a scheme as presented in this 
paper, represents a precautionary approach that can 
be followed, being based on reasonable considera-
tions concerning the compliance between the kind 
of method adopted for the simulation and the level 
of the results required. 
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Abstract 
The present research proposes a preliminary investigation 
of the new hourly method for the assessment of building 

energy needs for heating and cooling introduced by the 
EN ISO 52016-1 standard. It was applied to a case study 

and compared with a fully detailed dynamic model (Ener-
gyPlus). The comparison was performed considering two 

building operation modes: in a free-floating condition, the 
hourly differences between the indoor operative tempera-

tures were analysed considering the different contribu-
tions to the heat balance; in an ideal heating and cooling 

system operation, the heating and cooling energy needs 
were compared on a monthly basis. The discrepancies be-

tween the calculation methods, both in the indoor opera-
tive temperature and in the thermal energy needs, were 

investigated and the causes of the deviations were identi-
fied. 

1. Introduction 

As indicated in the recast of European directive 
2010/31/EU (European Commission, 2010), build-
ings are responsible for approximately 40% of over-
all energy consumption in the European Union. En-
ergy efficiency of buildings plays a crucial role in 
reducing global energy consumption. To this pur-
pose, it is vital to assess energy performance accu-
rately (Wang et al., 2012). The past decade has seen 
the rapid development of standards for the assess-
ment of the overall energy performance of buildings 
(EPB). However, different calculation methods do 
not provide the same level of details, transparency, 
reproducibility, etc. The use of simplified models is 
preferable for verifying the EPB requirements since 
detailed dynamic simulations introduce a large 

number of choices, details and complexities that re-
duce the reproducibility and transparency of the 
model (van Dijk, 2018). Thus, the accuracy of sim-
plified models as compared to detailed dynamic 
models should be investigated and increased.  
The new EN ISO 52016-1 standard (European Com-
mittee for Standardization, 2017) specifies a new 
Simplified Hourly Calculation Method (SHCM) for 
the calculation of the (sensible) energy need for 
heating and cooling and the (latent) energy need for 
(de)humidification, the internal temperatures and 
the heating and cooling loads. The SHCM takes time 
variations into account by considering hourly time 
intervals and daily alterations such as changing 
weather conditions are therefore not neglected. Fur-
thermore, the amount of required input data for this 
method does not significantly exceed that required 
for the monthly method. The use of the new EN ISO 
52016-1 hourly method, which replaced the simple 
hourly method of EN ISO 13790 (European Commit-
tee for Standardization, 2008), has not yet been in-
vestigated sufficiently in literature. Siva Kamaraj 
(2018) compared the new standard with the TRN-
SYS model for six BESTEST cases, using the weather 
file of Milan (Italy), Palermo (Italy), Denver (USA), 
and Colorado (USA). Results showed a range of dif-
ference between 10% to 30% in the heating needs, 
and between 25% to 40% in cooling needs for vari-
ous cases (heavyweight, lightweight, etc.). A similar 
study was carried out for Croatian reference build-
ings for a wide range of building uses, envelope 
properties, climates, and heating/cooling needs 
(Zakula et al., 2019). The study concluded that the 
new standard results are acceptable in some cases, 
although there is a certain level of inconsistency be-
tween the two calculation methods in other cases. 
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Recently, Ballarini et al. (2019) investigated the 
hourly model of EN ISO 52016-1 by comparing it to 
the simplified hourly model of EN ISO 13790 and 
the detailed dynamic model of EnergyPlus. All 
methods were applied to a two-story single-family 
house in order to calculate the heating and cooling 
needs. It was found that the results generated using 
the new method were more similar to the results ob-
tained using EnergyPlus than those using the sim-
plified model of EN ISO 13790. However, this con-
clusion is reliable for the assessment of simple case 
studies and there is a need for further study with 
more complex buildings.  
The literature reveals the need to broaden current 
knowledge of the newly proposed standard 
EN ISO 52016-1. This study sets out to assess the ac-
curacy of the new method in predicting the building 
thermal behaviour. The present study attempts to 
validate the new hourly method by comparing it 
with a detailed dynamic simulation applied in the 
framework of the energy audit of an existing build-
ing located in Turin (northern Italy). Both calcula-
tion methods were implemented by means of two 
software applications: Open Studio platform, which 
implements the EnergyPlus modelling engine, and 
an Italian commercial tool, which implements the 
new hourly calculation model, in compliance with 
the EN ISO 52016-1 standard. The analysis was car-
ried out through the comparison and discussion of 
the operative temperature and heating and cooling 
energy needs. In addition, this study also investi-
gates the building model calibration procedure per-
formed through the simplified hourly calculation 
model. 

2. Methodology 

2.1 Steps of Analysis 

A case-study approach was used to facilitate the 
achievement of the research goals. The procedure 
applied is based on a first phase, consisting of the 
case-study energy model calibration, and a second 
phase in which the calculation model comparison 
was performed. As regards the first phase, initial 
data processing was performed to extrapolate the 

heating energy needs from the overall energy con-
sumption (for heating and domestic hot water pro-
duction). The energy model calibration was per-
formed by means of the new EN ISO 52016-1 hourly 
calculation model, implemented using an Italian 
commercial tool. In the second phase, the calibrated 
energy model was then modelled with EnergyPlus 
to perform the model comparison. A set of con-
sistency options was applied to both models to 
make their results comparable. The comparison was 
performed based on the hourly profile of the indoor 
operative temperature (in a free-floating condition), 
and the thermal needs of the building for heating 
and cooling. 

2.2 Case Study 

The analysed case study is one of the eighteen exist-
ing building blocks (named “Pavilion I”) of the mil-
itary base “Riberi” sited in Turin (northern Italy). It 
was built between 1903 and 1913 and a major resto-
ration of the building was performed in 2006 with 
the aim of accommodating more than a thousand 
journalists during the Turin 2006 Winter Olympics. 
It is currently used as a military guest house.  
The pavilion is a three-story building (a representa-
tive story plan is shown in Fig. 1) with a gross con-
ditioned volume of 10 261 m3, a net conditioned 
floor area of 1 633 m2 and a compactness factor of 
0.29 m-1.  
 

 

Fig. 1 – Representative building story and thermal zoning 

The building envelope is characterized by uninsu-
lated load-bearing brick exterior walls (finished 
with a layer of plaster), reinforced concrete slabs 
and double-glazed windows with wooden frames 
and roller shutters (used only at night-time from 
8 p.m. to 8 a.m.), while no solar shading devices are 
installed in the building. The windows are mainly 
South-East and North-West oriented. The bottom 
floor borders on a ventilated crawl space (built on 
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the existing floor), while the upper floor adjoins an 
unconditioned attic. Table 1 shows the thermal 
properties of the envelope. Standard values, derived 
from the UNI/TR 11522 technical report abacus 
(Ente Italiano di Normazione, 2014), were adopted 
for the opaque building envelope due to the lack of 
reliable information, while actual construction data 
were considered for the transparent envelope.  

Table 1 – Building envelope thermal properties 

Envelope component 
U-value 

[W m-2 K-1] 

External walls 1.04 

Windows 1.86 

Bottom floor (vs. ground) 0.62 

Upper floor (vs. unconditioned attic) 0.48 

 
Standardized user behaviour, related to occupancy, 
heat gains, natural ventilation and lighting, was 
considered. The internal gain values and hourly 
schedules were derived from the ISO 18523-1 tech-
nical standard (International Organization for 
Standardization, 2016). An additional heat gain due 
to the presence of an indoor hot water storage was 
taken into account and calculated according to 
UNI/TS 11300-2 (Ente Nazionale di Normazione, 
2019). Considering all the internal heat sources, the 
daily average value of internal gains was assumed 
to be equal to 9.5 W m-2. In the first-stage simulation, 
a constant ventilation rate (0.25 h-1) was adopted. 
All the pavilions are supplied by district heating, 
which provides thermal energy both for space heat-
ing and domestic hot water. The heat exchange sub-
station that serves the eighteen pavilions is com-
posed of four single heat exchangers with a total 
power of 3 600 kW. The distribution system is char-
acterized by uninsulated underground water pipes. 
Each room is equipped with a fan-coil, with no heat-
ing control systems. Due to the lack of data and the 
high indoor temperatures encountered during the 
site inspections, a 22 °C heating set-point was as-
sumed in the first-stage simulations. 

3. Energy Model Calibration 

3.1 Energy Consumption Data 
Processing 

The actual energy consumptions for space heating 
and domestic hot water production were analysed 
in order to extrapolate the energy needs for space 
heating. In this way, the heating needs can be com-
pared with the outcomes of the hourly calculation 
method provided by the EN ISO 52016-1 technical 
standard. The extrapolation was performed through 
an energy signature based on the actual energy con-
sumption of three heating seasons (monitored on a 
one-week basis starting from May 2017) and the ac-
tual average outdoor temperature in the same pe-
riod, provided by the Regional Agency for the Pro-
tection of the Environment of Piedmont (ARPA Pie-
monte). The sequence below was followed: 
1. Pattern recognition for domestic hot water en-

ergy consumption (black dots in Fig. 2); 
2. Identification of an energy consumption bench-

mark, related to the heating system heat losses; 
3. Final computation of the energy needs for space 

heating by subtracting the energy consumption 
identified in the previous phases from the heat-
ing energy consumptions (grey dots in Fig. 2). 

 

Fig. 2 – Extrapolation of the energy needs of the building for 
heating from overall energy consumption 
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3.2 Model Calibration Results 

The calibration of the model was performed by 
means of a graphical comparison technique (Fig. 3): 
the grey dots in Fig. 2 represent the actual energy 
need; the black dots, by comparison, refer to the re-
sults of the simulation with the EN ISO 52016-1 
hourly method and relate to the calibrated model.  
The first-stage simulation was characterized by an 
overestimation of the calculated heating energy 
needs with respect to actual needs, and a larger 
slope in the line representing the simulated energy 
needs. To correct the slope, the parameters affected 
by the outdoor–indoor air temperature difference 
were calibrated. As mentioned above, due to the 
lack of reliable information, it was not possible, in 
calibrating the model, to consider the thermal prop-
erties of the opaque building envelope. Thus, the 
ventilation air changes were reduced during the un-
occupied hours (0.12 h-1) so as to accurately repre-
sent the actual opening of the windows while ensur-
ing the infiltration air flow rate. Moreover, due to 
the fact that the opaque building envelope was un-
insulated, only the thermal bridge between the ex-
ternal walls and the windows was considered. On 
the other hand, due to the uncertainty related to the 
absence of heating control systems, the heating set 
point was lowered to 20 °C (with a continuous op-
eration) to reduce the gap between the actual and 
simulated lines. 

 

Fig. 3 – Results of the calibration procedure 

4. Comparison of the Calculation 
Models 

4.1 Consistency Options 

The investigation of the reliability of the new hourly 
calculation method in predicting the indoor temper-
atures and the heating and cooling needs was based 
on its comparison with the detailed dynamic model. 
The comparison was developed using two different 
analyses, as outlined above, considering indoor op-
erative temperatures and both the heating and cool-
ing needs. Some consistency options were applied 
to the two models to make their results comparable. 
The options, applied to the calibrated model (and in 
addition to the boundary conditions, geometrical 
data and thermal properties of the building enve-
lope, and the user behaviour parameters) are as fol-
lows: 
1. Ground temperature. A constant ground sur-

face temperature of 18 °C was assumed; 
2. Heating and cooling set-point temperatures. 

The set-points referred to the operative temper-
atures, and were set at 20 °C and 26 °C for heat-
ing and cooling operation respectively; 

3. Convective and radiative fractions of internal 
heat sources. The heat flow was assumed to be 
40% convective and 60% radiative; 

4. Fully convective heating and cooling systems. 
In both models, the heat supplied by the heating 
and cooling systems was assumed to be com-
pletely convective; 

5. Furniture heat capacity applied to the air node. 
The standard value indicated in the 
EN ISO 52016-1 (10 000 J m-2 K-1) was modelled 
in the EnergyPlus tool by means of the “zone 
sensible heat capacity multiplier parameter”. 

Standard hourly weather data (test reference year 
for the city of Turin) were provided by the Italian 
Thermo-technical Committee and used in the com-
parison between the two calculation models. 
Regarding solar heat gains, the convective fraction 
of the solar radiation was assumed to be equal to 0.1 
in the simplified model, and a “FullExterior” algo-
rithm for the solar distribution was adopted in the 
EnergyPlus simulations.  
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As far as thermal capacity assessment of the building 
is concerned, the finite difference heat conduction 
model was applied to the EnergyPlus model. In the 
EN ISO 52016-1, the heat capacity of envelope com-
ponents was applied to the external surface node or 
assumed to be equally distributed (external walls).   

4.2 Internal Operative Temperature 

The operative temperature comparison was per-
formed on an annual basis, considering a free-float-
ing condition (the heating and cooling systems were 
assumed to be switched off), by applying the princi-
ple of superposition of effects. This principle was 
applied to investigate the reason for the discrepancy 
between the models, based on the deviation of the 
resulting internal temperature profile. Thus, the ef-
fects of each driving force on the air heat balance in 
the indoor environment were identified. To this 
purpose, the considered driving forces were added 
in four different simulations (identified by a simu-
lation-ID), as follows: 
1. In the first simulation (ID: EnvTr), ventilation 

(both natural ventilation and infiltrations), solar 
radiation and internal heat sources were re-
moved, so that the only driving force consid-
ered was the heat transmission through the 
building envelope components due to the out-
door air temperature; 

2. In the second simulation (ID: VenTr), the effect 
of ventilation due to the outdoor air tempera-
ture was added by considering the correct val-
ues for the air change rates; 

3. In the third simulation (ID: IntG), the effects of 
the internal heat sources were considered, by 
introducing the correct values for the internal 
heat gains; 

4. Finally, the fourth simulation (ID: SolG) was a 
complete simulation, in which the effect of the 
solar radiation was considered by adding the 
contribution of the solar radiation incident on 
the opaque and transparent envelope. 

For each of the aforementioned simulations, the 
analysis was performed by considering the hourly 
difference between the indoor operative tempera-
tures calculated through the EN ISO 52016-1  and 
the EnergyPlus methods, as described in equation 
(1), for a typical winter and summer week.  

Δθi = θEN ISO 52016-1,i – θEnergyPlus,i  (1) 

where θEN ISO 52016-1,i and θEnergyPlus,i are the indoor 
operative temperatures from EN ISO 52016-1 and 
EnergyPlus respectively, at time step i. The results 
of the indoor operative temperature comparison are 
presented in Fig. 4 for two representative thermal 
zones, the bedrooms on the ground floor (GF) and 
on the second floor (SF) respectively. In Fig. 4, a 
negative difference means an overestimation in the 
calculation of the operative temperatures in the de-
tailed dynamic tool, while a positive difference 
means an underestimation. The results are pre-
sented for one typical winter week (from January 
17th to 23rd) and one summer week (from June 12nd 
to 18th). 
The main result that can be seen in Fig. 4 is the 
strong influence of solar radiation compared to the 
other driving forces, which results in an underesti-
mation of the prediction of the internal temperature 
by the EN ISO 52016-1 model, compared to the pre-
diction obtained using the EnergyPlus model. Con-
sidering the first three simulations and their relative 
driving forces, the temperature trends are consistent 
between the two models, mainly in the typical sum-
mer week, with temperature differences lower than 
±1 °C. If the simplified hourly method gives con-
sistent results in terms of free-floating operative 
temperatures for the second-floor thermal zone both 
in cold and hot weeks, a negative influence of the 
heat transfer through the ground on the energy be-
haviour of the ground floor is registered in the win-
ter week. The EN ISO 52016-1 model calculates 
higher temperatures than EnergyPlus, even though 
the ground temperature was made consistent be-
tween the two models. The difference is therefore 
strictly related to the ground heat transfer solving 
models. On the other hand, a negligible deviation 
between the two models is reported during the typ-
ical summer week, as can be seen in the chart on the 
top right of Fig. 4. 
The introduction of the contribution of the solar ra-
diation on the opaque and transparent envelope af-
fects the amplitude of the temperature difference, 
both in the winter and the summer season. On the 
ground floor, solar radiation leads to an increase in 
the predicted temperature in the detailed dynamic 
simulation (of around 2 and 4 °C), even though the 
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ground floor is only slightly influenced by solar ra-
diation due to the shading of the surrounding build-
ings.  The wide exposure of the 2nd floor to solar ra-
diation, the orientation of the windows and the ab-
sence of any solar shading devices lead to signifi-
cant discrepancies in the free-floating operative 
temperatures: a difference of 2 °C is registered in the 
winter week, while the operative temperature rises 
by 6 °C in the summer week. However, the lack of 
outputs in the commercial tool did not allow for the 
reasons for this deviation to be investigated in more 
depth. 
This analysis was performed, as previously men-
tioned, for two typical winter and summer weeks. 
However, the identified trends were also demon-
strated in the numerical evaluation of the reliability 
of the models in predicting the operative tempera-
tures, conducted by means of the Root Mean Square 
Error (RMSE) calculation on an annual basis, as fol-
lows: 

( )2
θ θ−∑

iN

i i
i

i

RMSE
N

EN ISO 52016-1, EnergyPlus,
=1=

 

(2) 

where θEN ISO 52016-1,i and θEnergyPlus,i is the indoor op-
erative temperature from the EN ISO 52016-1 and 
EnergyPlus respectively, at time step i, and Ni is the 
number of the considered time steps (8 760 time 
steps). Table 2 summarizes the annual RMSE values 
for the four simulations; for the first three steps, the 
RMSE values remain within acceptable values 
(1 °C). The introduction of solar radiation (fourth 
simulation, ID: SolG) causes the RMSE to rise by 
2.35 and 4.19 °C for the ground and the second floor 
bedroom thermal zones respectively. 

Table 2 – Annual RMSE [°C] related to each driving force 

Thermal zone EnvTr VenTr IntG SolG 

Bedrooms GF 1.01 0.94 0.79 2.35 

Bedrooms SF 0.80 0.81 0.97 4.19 

 

Fig. 4 – Operative temperature comparison for two thermal zones (ground and second floor bedrooms) for typical winter and summer weeks 
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4.3 Building Thermal Needs 

The operative temperature comparison made it pos-
sible to better understand the results of the compar-
ison between the thermal needs of the building pre-
dicted by the two considered calculation models. In 
the present analysis, the EN ISO 52016-1 “basic” 
heating/cooling energy need calculation and the En-
ergyPlus “ideal load” system were assumed. For 
both calculation models, a continuous operation 
and no power restriction for the heating/cooling sys-
tem were assumed, as well as a purely convective 
emission. The monthly thermal energy needs for the 
whole building are shown in Fig. 5. 
Interesting results, which confirm the results previ-
ously discussed, can be derived from this analysis. 
Generally, the hourly method introduced by the 
new EN ISO 52016-1 tends to slightly overestimate 
the heating energy needs with respect to the de-
tailed dynamic calculation model. Despite the over-
estimation, the discrepancy between the two models 
does not exceed 5% on a monthly basis. On the other 

hand, in ‘mid-season’ months (e.g. March, April and 
October), the prediction of heating energy needs 
shows significant discrepancies (e.g. the EN ISO 
52016-1 model overestimates the heating energy 
needs in March by 21.5%). As highlighted in the 
analysis previously presented, the influence of the 
solar radiation driving force may be the reason for 
such differences. However, it should be noted that 
the EnergyPlus model produces a remarkable 
underestimation of energy needs for heating in mid-
season months (specifically in April and October) 
for an uninsulated building sited in a heating dom-
inated climatic context.  
The critical discrepancy in the operative tempera-
tures due to the solar radiation driving force pre-
sented in the previous analysis translates into large 
differences in the calculation of the cooling energy 
needs. In this instance, the EnergyPlus model calcu-
lates cooling energy needs consistently higher than 
the EN ISO 52016-1 model (the discrepancy ranges 
from 52.9 to 74.3%). 

 

Fig. 5 – Comparison between the monthly heating and cooling energy need 

5. Discussion and Conclusion 

A number of conclusions can be drawn from the 
analysis presented in this paper. Firstly, the extrap-
olation of the heating energy need made it possible 
to  calibrate a model independently from the mod-
elling of the technical building system. However, 
the lack of reliable information on building use, user 
behaviour and, particularly on the building enve-
 

lope – considering that the building is uninsulated – 
made it impossible to reach a more acceptable 
model calibration. Nevertheless, the new hourly 
method introduced by EN ISO 52016-1 proved to be 
a suitable tool for the calibration of the energy mod-
els for the building. 
As regards the investigation of the accuracy of the 
new hourly method in comparison with a detailed 
dynamic one, two different behaviours can be 
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pointed out. First, negligible deviations between 
temperatures and thermal energy needs were regis-
tered in the winter months. Second, the results of the 
performed analysis showed a remarkable deviation 
in mid-season and summer months. Deriving from 
the evaluation of the effect of the different driving 
forces on the air heat balance, solar radiation was 
identified as the main cause of the highlighted dis-
crepancy. However, the explanation should not be 
limited to the different modelling of the solar gains 
through windows, as it is also related to the model-
ling of the thermal capacity of the building in the 
new simplified hourly method.  
The results in this study cannot be generalized, since 
they are related to a heavyweight case study build-
ing. Moreover, the present work was affected by the 
lack of transparency of the commercial tool imple-
menting the EN ISO 52016-1 hourly calculation 
model. Due to the limited inputs and outputs of the 
tool (temperatures and thermal needs), it was not 
possible to investigate the deviation between the 
two models in depth.  
Future research is planned to focus on a larger num-
ber of case studies and on the investigation of the 
deviation caused by the solar heat gains and build-
ing heat capacity modelling. 
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Abstract  
In recent years, energy efficiency and energy saving issues 

have dominated the field of buildings research. Since new 
constructions are characterized by an efficient design, the 

real challenge is to define accurate and effective retrofit 
interventions for existing buildings. In order to understand 

the energy behavior of buildings and identify the best via-
ble retrofit solutions, accurate analyses, carried out by 

means of dynamic simulations and in-situ measurement 
campaigns, are needed. Furthermore, in Italy compliance 

of the effects of the proposed interventions with standards 
is necessary. In this paper, a school built in the 1960s was 

considered as a case study and its energy performance was 
investigated. An in-situ measurement campaign was con-

ducted with a thermal imaging camera, a heat flow meter 
and air temperature probes. Following this, a dynamic 

model of the school was implemented by means of TRN-
SYS dynamic code and different retrofit scenarios were 

evaluated and compared. The aim of this analysis was to 
quantify the effectiveness of the chosen refurbishment 

strategies on the energy demands of the investigated 
school. 

1. Introduction  

In recent years, there has been a significant in-
crease in energy consumption due, in part, to the 
economic growth of developing countries. This has 
led to a greater exploitation of fossil fuels, with a 
consequent increase in CO2 emissions and other 
greenhouse gases. 

 
The reduction of the overall energy demand of 
buildings is an important environmental objective. 
The aim to be pursued is to make public and pri-
vate buildings consistent with the principles of 
energy efficiency and environmental sustainability 
(Marrone et al., 2018; Stabile et al., 2019). The im-
portance of defining strategies to increase energy 
efficiency and reduce energy consumption and 
greenhouse gas emissions is a priority to which it is 
necessary to give precise and certain answers. 
Technical solutions have evolved over the years 
and for this reason, it is important to understand 
the energy behavior of buildings through accurate 
energy analyses (Dalla Mora et al., 2017; Evangelis-
ti et al., 2017; Gori at al., 2016). 
The construction sector clearly has a significant 
role in terms of energy consumption. Encouraging 
research and promoting retrofit interventions on 
buildings could act as an engine for the entire sec-
tor and contribute to achieving the objectives de-
fined by the European Union. For this reason, ef-
fective policies and strict controls must be pro-
moted to guarantee the expected results.  
This work is part of the "Sustainability of Schools - 
SoS" project: an interdisciplinary project funded by 
Roma Tre University, which involves the Depart-
ments of Architecture and Engineering at Roma Tre 
University, together with the Departments of Eco-
nomics, Mathematics and Physics, and Sciences. The 
final goal of the whole project, which involves dif-
ferent disciplinary fields, is to develop and validate 
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predictive models of energy efficiency, comfort and 
health of existing school buildings, with the aim of 
proposing best practices and procedures for users 
(Marrone et al., 2018). 
The aim of this paper is to study a selected catego-
ry of educational building and define retrofit inter-
ventions in order to reduce energy consumption, 
support better internal environmental conditions 
and suggest more sustainable solutions. Prelimi-
nary experimental results and simulations are pre-
sented in the present paper. 
 

1.1 The Selected Case Study 

Prefabrication – introduced in Italy in the 1960s – 
took advantage of a considerably reduced con-
struction time compared to traditional systems. 
Due to the economic boom and increase in birth 
rates in this period, many buildings were con-
structed, often by assembly of “large panel” pre-
fabricated systems.  
Due to the need to respond to the strong demo-
graphic growth, Law No. 17 of January 26 1962 
allocated funding for developing prefabricated 
school buildings. Furthermore, the Ministry of Ed-
ucation provided funding for the construction of 
approximately 340 schools in 35 Italian provinces. 
This happened before the implementation of the 
Technical Standards for School Construction (Min-
isterial Decree of May 18, 1975), the Norms for Fire 
Prevention in School Buildings (Ministerial Decree 
of August 26, 1992) and the provisions on energy 
saving (Law No. 10 of January 9, 1991). Conse-
quently, the selected case study, along with all the 
other buildings built in the same period, do not 
comply with the important laws in all the afore-
mentioned areas. 
The strong and frequent impact of thermal bridges, 
performance losses, condensation phenomena and 
structural inadequacy of the external prefabricated 
large-panel walls has become an issue over time. 
This has led to the need to focus on stratigraphy, 
joints and technological solutions, in order to ascer-
tain whether it is possible to improve the envelope 
behavior, in order to reach the performance level 
currently required.  
As can be seen in Fig. 1, the investigated case study 

is characterized by a modular structure, with en-
capsulated asbestos cement panels that imply the 
presence of several thermal bridges. The windows, 
with a single glass sheet of 4 mm, are relatively old 
and the in-situ survey revealed that the frames do 
not close perfectly.  
 

 

Fig. 1 – External view of the school 

2. Methodology 

The methodology used consisted of an experi-
mental and numerical framework aimed at both 
supporting strategies and best practices for an effi-
cient use of an educational building in the Lazio 
region and evaluating the effectiveness of possible 
retrofit interventions.  
A prefabricated building was selected as case 
study: a school (see Figs. 1 and 2), in Ostia, near 
Rome (climatic zone D), representative of a high 
number of educational facilities built in Italy dur-
ing the 1960s.  
The stratigraphy was established starting from in-
formation provided by the technical staff of the 
school and in-situ surveys. The stratigraphy and 
the theoretical transmittance value are reported in 
Table 1. The total thickness of the external walls is 
about 21 cm (Fig. 3). 
Given the impossibility of intervention with de-
structive diagnostic techniques in order to investi-
gate the actual stratigraphy, it was necessary to 
move to non-destructive diagnostic investigations. 
In particular, infrared thermography and the heat-
flow meter method were employed.  
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Fig. 2 – School layout and facades 

Table 1 – Stratigraphy of the wall 

Layer Thick
ness 
[m] 

Thermal 
conductivity 
[W/mK] 

Thermal 
resistance 
[m2K/W] 

1) int. -  0.13 
plasterboard 0.015 0.200 0.075 
2) fiber 
cement 
panels 

0.008 0.500 0.016 

3) 
Polystyrene 
granulate 
and cement 

0.040 0.070 0.571 

4) Cement-
Asbestos 

0.100 0.700 0.143 

5) 
Polystyrene 
granulate 
and cement 

0.040 0.070 0.571 

6) fiber 
cement 
panels 

0.008 0.500 0.016 

ext. -  0.04 
 Wall thermal resistance 1.563 

m2K/W 
 Wall thermal transmittance 0.640 

W/m2K 

 

 

Fig. 3 – Stratigraphy of the wall 

 

Fig. 4 – External (a) and internal (b) infrared thermography survey 

The measurement campaign was conducted in April 
2019 by means of a heat-flow meter through which 
heat fluxes, and indoor and outdoor temperatures 
were acquired. In addition, a thermographic survey 
was conducted in order to identify both thermal 
bridges in the structure and for the proper 
installation of the heat-flux sensor (see Fig. 4).  
Thermal transmittance values were measured by 
following the ISO 9869-1 (2014). In accordance with 
this Standard, measurements were carried out for 
8 days, with an acquisition time step equal to 
10 min.  
The heat-flow meter was applied to a north-west 
facing wall, in order to avoid direct solar radiation 
as much as possible. 
A calibrated dynamic model was created by means 
of the TRNSYS simulation code. The geometrical 
characteristics of the building were reproduced 
through TRNSYS-build (Type 56) and a thermal 
transmittance measurement was used to generate a 
correct wall model.  
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Physical environmental phenomena were set in 
TRNSYS-studio, reproducing the outdoor envi-
ronmental conditions by using Type 54, inside 
which actual average air temperatures, relative 
humidity and wind velocity were introduced in 
order to generate realistic climatic data. Solar radi-
ation measurements were not performed, and data 
were obtained by Type 109. The heating energy 
demand was increased by 20% in order to consider 
the influence of thermal bridges. Regarding inter-
nal boundary conditions, internal gains were rep-
resented by people, characterized by sensible heat 
of 65 W and latent heat of 55 W; an infiltration rate 
for each thermal zone equal to 0.6 1/h was set. 
In order to attempt to provide effective retrofit 
solutions, external thermal coats made of XPS and 
characterized by different thicknesses were tested. 
In addition, windows with a higher thermal per-
formance (thermal transmittance value equal to 
1.300 W/m2K and g-value equal to 29.8%) were 
tested in the simulation.   
The calibration procedure, based on a comparison 
between simulated and actual indoor air tempera-
tures, was achieved by calculating the Mean Bias 
Error (MBE) and the Coefficient of Variation of 
Root Mean Square Error (CV(RMSE)).  
The retrofit intervention mentioned above was 
tested in order to verify the reductions in monthly 
heating energy needs. 

3. Results and Discussion 

From the results obtained through the heat-flow 
meter measurement campaign, it was assessed that 
the building envelope is characterized by a thermal 
transmittance value equal to 0.522 W/m2K. As 
shown in Fig. 1, the building facades are charac-
terized by panels joined together, creating a dis-
continuous structure characterized by many ther-
mal bridges. Moreover, the windows are quite old, 
and do not ensure high thermal insulation levels. 
Due to these problems, energy refurbishment 
measures are needed in order to enhance the ther-
mal behavior and the indoor thermal comfort.  
Comparing the experimental thermal transmittance 
(equal to 0.522 W/m2K) with the theoretical trans-
mittance (equal to 0.640 W/m2K), it is possible to 

observe a percentage difference equal to -18.43%, 
matching the ISO9869-1 criterion (Evangelisti et al., 
2019).  
Starting from the experimental data, a dynamic 
simulation, through the well-known dynamic code 
TRNSYS (2018), was carried out in order to verify 
the effectiveness of different retrofit scenarios.  
Due to the intended use of the building, simula-
tions aimed at assessing the energy needs of the 
building were performed only during the winter. A 
comparison between energy needs for heating after 
the retrofit interventions with those related to the 
current conditions was considered. Attention was 
also paid to the spring months, in which indoor 
temperatures become higher than the winter ones, 
due to the poor inertial properties of the building. 
In particular, the analysis focused on two periods: 
from 15th of April to the end of June; and from Sep-
tember to October. During these months, the heat-
ing system is switched off. 

3.1 Retrofit Scenarios 

Two retrofit scenarios were simulated: an external 
insulation improvement (using XPS) and the re-
placement of the windows, using solar control 
glass. 
As mentioned above, the building is characterized 
by a light structure, with high internal thermal 
gains represented by students in the classrooms. 
Consequently, the first test involved the addition 
of an insulation layer on the external side of the 
walls. During this analysis, three different thick-
nesses of XPS were tested (5 cm, 10 cm and 16 cm). 
This approach leaded to reduced heating energy 
needs but with an average reduction value of less 
than 8%. Detailed results are listed in Table 2. 
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Fig. 4 – Heating energy needs of the actual conditions 

Table 2 – Monthly heating energy needs and average percentage 
differences obtained by applying XPS 

M
o
n
t
h 

Actual 
conditions 
[kWh] 

XPS 
5cm 
[kWh] 

XPS 
10cm 
[kWh] 

XPS 
16cm 
[kWh] 

Average 
percentage 
difference 
[%] 

J 15293 14702 14505 14391 -4.97%

F 11685 11202 11043 10952 -5.30%

M 8009 7624 7496 7424 -6.17%

A 2095 1967 1925 1902 -7.81%

M 0 0 0 0 - 

J 0 0 0 0 - 

J 0 0 0 0 - 

A 0 0 0 0 - 

S 0 0 0 0 - 

O 0 0 0 0 - 

N 8597 8205 8079 8008 -5.81%

D 13859 13306 13118 13011 -5.15%

The results indicate that this type of intervention 
cannot be considered as particularly effective. 
The second test involved the installation of win-
dows with solar control glass, characterized by a 
thermal transmittance value equal to 1.300 W/m2K 
and a solar factor (g-value) equal to 29.8%. The 
corresponding results are reported in Table 3. 
Observing the data listed in Table 3, it is possible 
to ascertain that the replacement of the windows is 
very effective, reducing the annual energy need for 
heating by approximately 77%, on average. 
During the retrofit phase, attention was paid to 
two aspects. Firstly, an additional external insu-
lation layer results in higher indoor air tempera-
tures during the winter, causing lower heating re-
quirements. However, such higher indoor tem-
peratures during spring and autumn can signifi-
cantly compromise the comfort of users. This can 
cause ‘incorrect’ user behaviour, from the point of 
view of energy use, for example, the opening of 
windows even though the heating systems are 
switched on. The thickness of the external XPS lay-
er should therefore be limited, which implies lower 
costs and better conditions during the warmer 
months, when the effects of solar radiation start to 
become significant. 

Table 3 – Monthly heating energy needs and average percentage 
differences obtained by replacing windows 

Month Actual 
conditions 
[kWh] 

Solar control 
windows 
[kWh] 

Percentage 
difference 
[%] 

J 15293 4157 -72.82%

F 11685 2848 -75.63%

M 8009 1512 -81.12%

A 2095 214 -89.79%

M 0 0 - 

J 0 0 - 

J 0 0 - 

A 0 0 - 

S 0 0 - 

O 0 0 - 

N 8597 1629 -81.05%

D 13859 3610 -73.95%
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Thermal insulation should not be the only method 
considered to improve the energy performance of 
this category of building: the existing walls are 
characterized by low thermal transmittance and an 
improvement of the thermal resistance of the enve-
lope is not the only viable and effective solution.  
The building is negatively affected by the influence 
of solar radiation because it is characterized by a 
light structure, with a not-significant thermal iner-
tia. External environmental conditions are not fil-
tered by the envelope, which is distinguished by 
low attenuation and phase shift characteristics. 
This causes incorrect user behaviour, affecting, in 
turn, the energy consumption of the building.   

4. Conclusion

An Italian school built in the 1960s was investigat-
ed, from the point of view of energy need, by using 
an experimental and simulative approach. Dynam-
ic performance was analysed by means of a cali-
brated model and some retrofit interventions were 
tested. In particular, an external insulation im-
provement (using XPS) and the replacement of the 
windows, using solar control glasses, were consid-
ered. 
Using XPS, the monthly energy needs for heating 
did not vary significantly. The average percentage 
reduction ranges from -7.81% (during April) to -
4.97% (during January). In comparison, by substi-
tuting the windows a percentage difference rang-
ing from -89.79% (during April) to -72.82 (during 
January) was achieved. These results suggest that 
replacement of the windows is the most cost effec-
tive intervention to reduce annual energy demand.  
However, thermal insulation improvements should 
not be the method considered to enhance the ener-
gy performance of this kind of building, at this 
latitude. Light structures are affected by poor dy-
namic thermal performance, and are negatively 
affected by the influence of solar radiation, with 
consequent overheating. Subsequently, improving 
the thermal insulation of the envelope does not 
represent the most effective solution because it 
makes it possible to only slightly reduce the energy 
needs of the building, and implies an increase in 
internal air temperature values. As a consequence, 

incorrect user behavior can occur, for example, the 
opening of windows when heating systems are 
switched on, affecting, in turn, the energy con-
sumption of the building.  
Further measurements will be performed during 
the winter season and more comprehensive simula-
tions and retrofit scenarios will be studied. Follow-
ing the preliminary results reported here, movable 
solar shading devices will be the first additional 
retrofit solution to be considered. This kind of de-
vice may be an effective energy efficiency measure 
for this building, which is particularly affected by 
the influence of solar radiation due to its structural 
characteristics. Shading devices may also affect the 
indoor lighting, and their installation and the as-
sessment of daylighting will be carefully consid-
ered in the next step of the research.  
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Abstract 
In residential applications with individual thermostat con-

trols, a major problem arises as a consequence of heat 
transfer between conterminous dwellings when at least 

one is unconditioned or under-conditioned. Any absence 
of people, or under-heating by any tenant, can signifi-

cantly falsify the accounting of heat flows, particularly in 
the case of highly performing building envelopes. In this 

paper, the effects of this kind of “parasitic” heat transfer 
across the apartments of a residential building is simu-

lated, using, as a preliminary approach, a simplified pro-
prietary calculation code, which considers different set-

points of thermostats assumed by different tenants, and 
internal gains as occupancy-related. Results show that 

there is a real need for thermal insulation of interior parti-
tions and, especially for existing buildings, diseconomies 

as much high as the climate is mild. These results reveal 
the intrinsic heat accounting iniquity as a result of para-

sitic heat transfer through conterminous dwellings. 

1. Introduction

In the wide parameter space involved in the correct 
assessment of the thermal performance of a build-
ing, the basic role played by the occupant’s behavior 
appears not to have yet been deeply explored. The 
European Directive 2012/27/EU on energy efficiency 
– the ‘EED’ (European Parliament, 2012) – suggests
that individual heat metering in multi-apartment
buildings is a remarkable driver of energy savings.
Nevertheless, EU member States intend to imple-
ment the EED quite differently. Some countries,
such as Germany or Austria, make very few excep-
tions to the commitment; while in other countries,
such as France or Sweden, the duty appears less se-
verely enforced. In countries like Italy, where resi-

dential multi-storey buildings have always been 
conceived as merely isothermal inside (Hensen and 
Lamberts, 2011; Shiel et al., 2018), with and interior 
partitions (interfloor slabs and walls) hence de-
signed to be uninsulated, economical suitability 
(Celenza et al., 2016) of the EED appears conflicting. 
The advent of individual heat metering and ac-
counting made – unexpectedly as well as inappro-
priately (Spena, 2017) - a huge amount of interior 
partitions highly heat dissipating, because it is una-
ble to prevent heat exchanges (Pessenlehner and 
Mahdavi, 2003). On this matter, no relevant im-
provements were added by the recent European Di-
rective 2018/844/EU (European Parliament, 2018), 
except for the use of Smart Readiness Indicators 
(SRI); by comparison, imbalances in room tempera-
ture levels were incautiously promoted. 

2. Simulation

As an initial approach to examine this issue, a suit-
able SW code, already used (Spena et al., 2017) by 
some of the authors, was implemented to simulate 
the effects of different behaviors by tenants on en-
ergy consumption and metering. 

2.1 The Source Code Structure 

Weather data, set-point temperature levels, build-
ing envelope and fabric properties are described 
partly by deterministic, partly by stochastic models 
using algorithms and source code routines. In the 
present application one reference day per each 
month, hourly simulation time-steps, two selected 
typical surface exposures (NE and SW), together 
with a 13 h per day (7.00 am–20.00) heat metering 
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and accounting range at the coils, are assumed in it-
erative procedures. 

2.1.1 The climatic model 
The model is extensively described elsewhere 
(Spena et al., 2010). Solar radiation on the building 
envelope is simulated through the atmosphere 
model provided by Ashrae (ASHRAE, 2017). To ex-
plore to what extent the implementation of the EED 
can differ across the EU, two locations representing 
respectively a continental (Berlin, lat. 52.3°N) and a 
Mediterranean (Rome, lat. 41.5°N) climate condition 
of a nearly equal longitude (12.3° vs 13.2°) are com-
pared. Cloudiness is also considered, by means of 
the Monte Carlo-based algorithm discussed in 
Spena et al. (1997). Thermal flows through walls are 
obtained from Fourier’s general equation, also tak-
ing into account the inward flowing fraction of ab-
sorbed solar radiation by means of the so-called sol-
air temperature (ASHRAE, 2017). A generally stabi-
lized periodic regime is simulated (Spena, 1984; 
Tabunschikov, 1993) as follows: 

𝑞𝑞(𝑡𝑡) = 𝑈𝑈 ∗ (𝑇𝑇𝑇𝑇𝑇𝑇����� − 𝑇𝑇𝑇𝑇) + 𝑈𝑈 ∗  𝜎𝜎 ∗ (𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡 − 𝜑𝜑) −
𝑇𝑇𝑇𝑇𝑇𝑇�����)          (1) 

where: 
- 𝑡𝑡 = time (hrs)
- 𝑈𝑈 = overall heat transfer coefficient ( 𝑊𝑊

𝑚𝑚2∗𝐾𝐾) 

- 𝑇𝑇𝑇𝑇𝑇𝑇 = sol-air temperature (°C)
- 𝑇𝑇𝑇𝑇 = indoor air temperature (°C)
- 𝜎𝜎 = heat flow damping (dimensionless)
- 𝜑𝜑 = phase-lag (hrs).
Heat flow damping and phase-lag are estimated ac-
cording to the Alford, Ryan and Urban model
(Alford, 1939). Corrective factors are introduced in
(1) to properly consider the effects of solar radiation
on walls. The sol-air temperature effect is neglected
in the case of transparent components as it involves
an increase in the overall heat gain of no more than
1%.
Outdoor weather data are taken from reference
years described elsewhere (Spena, 2017;
http://www.eurometeo.com); one representative
day per month, namely the 15th of each month, is
considered.

2.1.2 The building model 
A dynamic simulation was carried out on the base 
portion of a residential multi-apartment building 
shown in Fig. 1, with a rectangular-prism geometry. 
Two exterior walls are assumed (black bold lines), 
one facing NE, the other SW. Interior walls (blue 
lines) are assumed (see § 2.2) as adiabatic. The total 
floor area (of about 160 m2) is divided equally 
between the two apartments. To evaluate internal 
gains from occupancy, a presence of 0.025 persons 
per square meter, with a simultaneity factor of 0.5 
(Jian, 2018; Mahdavi, 2011) is assumed. The glazing 
area is assumed to be 15% of the exterior surface. 

Fig. 1 – Sketch of the dwellings 

Two levels of insulation of the envelope are 
considered: high (HI), and low (LI) insulation. U-
values are as follows (Table 1): 

Table 1 – Overall heat transfer coefficients for the envelope 

Insulation 
𝑼𝑼𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘 

( 𝑾𝑾
𝒎𝒎𝟐𝟐∗𝑲𝑲

) 

𝑼𝑼𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘 

( 𝑾𝑾
𝒎𝒎𝟐𝟐∗𝑲𝑲

) 

𝑼𝑼𝒓𝒓𝒘𝒘𝒘𝒘𝒓𝒓 

( 𝑾𝑾
𝒎𝒎𝟐𝟐∗𝑲𝑲

) 

HI 0.30 1.51 0.28 
LI 0.93 4.07 0.81 

Correspondingly, two values of the global solar heat 
gain coefficient SHGC are considered: 0.150 (HI) 
and 0.187 (LI). Values also include shading and fra-
ming effects. 

2.1.3 The facilities model 
Because of the capabilities of the model, the follow-
ing assumptions are made. A centralized (or dis-
trict) hot water system feeds room heating coils. Ac-
cording to the EED, individual heat metering and 
accounting by means of cost allocators is shared by 
all tenants. In accordance with the Italian UNI 10339 
standard, an average continuous infiltration rate of 
0.25 ACR (air change rates, i.e. volumes per hours) 
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is supposed. This is consistent with the above occu-
pancy simultaneity factor of 0.5. As far as visual 
comfort for occupants is concerned, lighting condi-
tions refer (CEN, 2017) to standard EN 15193-1. 
Daylighting and/or artificial lighting always ensure 
an average level of 125 lx. Over time, the contribu-
tion of daylighting is evaluated through the mean 
daylight factor FDL as follows: 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = ∑ 𝜏𝜏𝑖𝑖∗𝑆𝑆𝑖𝑖∗𝜓𝜓𝑖𝑖∗𝜀𝜀𝑖𝑖𝑖𝑖
(1−𝑟𝑟𝑚𝑚)∗𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

  (2) 

where: 
-𝑇𝑇 = ith glazing surface
-𝜏𝜏 = glazing solar transmittance
-𝑆𝑆 = glazing area
-𝜓𝜓 = rear positioning factor (with respect to the
facade)
-𝜀𝜀 = shape factor
-𝑟𝑟𝐹𝐹 = glazing mean light reflectivity
-𝑆𝑆𝑡𝑡𝑆𝑆𝑡𝑡 = overall room interior surface.
For each room space, FDLm is the ratio between the
interior and exterior illuminance, measured on a
horizontal plane viewing the entire sky in overcast
conditions (the amount of available light is therefore 
independent of exposure). Once daylighting levels,
standard requirements (Fontoynont, 1999; Hunt,
1979), and lighting efficiency (we suppose the use of
fluorescent lamps with 50 lm/W) are given, the FDL
factor enables us to estimate hourly the internal gains 
resulting from complementary artificial lighting.

2.2 The Cases Studied 

The simulation was applied to the described base 
portion of the building, considering different situa-
tions. The period of year studied was the winter sea-
son, from November to March, when the most se-
vere weather conditions are experienced by both lo-
cations. Energy balances take into account the two 
opposite building facades (NE and SW); hence, in 
addition to heat flows through walls and windows, 
differences in heat demand are due to solar radia-
tion-related loads. Internal gains result from artifi-
cial lighting – which is zeroed in the case of unoccu-
pied dwellings – and from occupancy of the dwell-
ing. 
To start with, the most significant case of parasitic 
heat flow – that which occurs through interfloor 
slabs, rather than through vertical partitions – will 
be considered. 

heat flow through interfloor slabs also took into ac-
count a realistic air temperature stratification: a gap 
of + 0.5 °C and of – 0.5 °C from the mean dwelling 
temperatures was assumed in the ceiling and on the 
floor of each room respectively. Moreover, slightly 
different values of the combined (radiative plus con-
vective) interior surface coefficients were used, ac-
cording to the different free convective motions 
(Fisher and Pedersen, 1997; Tabunschikov, 1993), 
leading to the following U-values for the horizontal 
walls: Udownward = 1.58 𝑊𝑊

𝑚𝑚2∗°𝐶𝐶; Uupwards = 1.51 𝑊𝑊
𝑚𝑚2∗°𝐶𝐶. 

The thermal inertia of the walls was not considered 
for the interfloor slabs, for the following reasons:  
i) their thermal mass together with surface temper-
ature oscillations are one order of magnitude lower
than those on the external walls; ii) there is no solar
radiation contribution (which might increase imbal-
ances).
The calculations in relation to heating demand
(namely, of thermal energy end-uses demand) were
made regardless of the type of heating or HVAC
equipment.

2.2.1 Basic heat demand 
A preliminary study (base cases) was carried out to 
determine the basic heating demand with all apart-
ments occupied and kept at the same standard tem-
perature (20 °C). Four cases were obtained by com-
bining the two different envelopes of Table 1 with 
the two EU locations, namely Berlin and Rome. 
Following this, the simulated cases of unbalance 
were as follows. 

2.2.2 Apartment occupied, kept at a lower 
temperature 

The apartment above the reference apartment 
(20 °C) is kept, by the tenant, at a temperature from 
1 to 5 °C (namely at set points from 15 to 19 °C) 
lower. 

2.2.3 Apartments left unoccupied, heating 
turned off 

This scenario contains two relevant sub-cases: 
1. an unoccupied apartment between two apart-

ments kept each at a standard temperature
2. an occupied apartment kept at a standard tem-

perature, placed in between two unoccupied
apartments, with the upper appartment being on

309



Viola Iaria, Carlo Mazzenga, Vincenzo A. Spena  
 

the top floor, and the lower appartment on the 
ground floor. 

All other conditions being equal, infiltration ther-
mal loads will depend on both outdoor and indoor 
temperatures. It was also assumed that in the case 
of overheating (an excess in heat gains), no cooling 
is provided, with the exception of free cooling by 
opening the windows. 

3. Results 

3.1 The Cases of Balanced Dwellings: 
Basic Heat Demand  

With a standard average indoor temperature of 
20 °C for all apartments, and under steady interior 
conditions, only small thermal flows occur, as a con-
sequence of stratification, from bottom to top. Apart 
from border apartments such as those on the top-
floor or ground-floor (IEA, 2014), the vertical ther-
mal balance is zeroed for each intermediate dwell-
ing; its hourly heating demand is merely given by 
the algebraic sum of exterior surface-related ther-
mal loads.  
As an example, Fig. 2 shows the hourly energy loads 
of a December reference day of one of the 
apartments facing NE. The case is that of a low-in-
sulated building located in Rome. In Fig. 2 the 
hourly trend of heat flow through windows is spec-
ular to the one of outdoor temperature while the 
trend of the heat flow through the walls is damped 
and time-shifted by their thermal mass. At the con-
sidered exposure, solar gains occur in the first part 
of the day, while artificial lighting occurs in the 
early morning and in the evening. 
 

 

Fig. 2 – Rome, December, LI case, NE exposure. Energy 
demand over the reference day 

As an insight into the effects of orientation, Fig. 3 
reports the different percentages of total heating de-

mand – for the coldest month and the winter season 
overall – corresponding to the different exposures. 
In the considered reference year, the coldest month 
for Berlin and Rome is respectively January, and De-
cember. As expected (Brouns et al., 2016), apart-
ments facing NE always require more heat than 
those facing SW because of the lower total (direct 
plus diffuse) solar radiation; the more the solar ra-
diation-related thermal loads increase, the more this 
gap widens (as for high insulation and high solar ra-
diation, at a given percentage of fenestration). 
 

 

Fig. 3 – Percentages of total heating demand 

 

Fig. 4 – Berlin, March, HI case. Energy demand over the 
reference day 

As a matter of interest, Fig. 4 shows, for the northern 
location (Berlin), overheating (solar and other gains 
exceeding heat dissipation through walls and 
windows) of SW side-spaces around midday. Even 
though with different intensities, simulations show 
that, from a qualitative point of view, this 
phenomenon recurs often throughout the whole 
winter season.  
 

 

Fig. 5 – Dwellings overall basic heating demand 
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Finally, in Fig. 5 the overall basic heat demands of 
the dwellings are reported. As expected (Pedrini et 
al., 2002), they increase in case of low outdoor 
temperatures (i.e. at higher latitudes) and of poor 
building envelope insulation.  

3.2 The Case of Unbalanced Dwellings  

3.2.1 Upper apartment at a lower 
temperature 

In this example, the upper apartment temperature is 
kept from 1 °C to 5 °C below the standard level (see 
Fig. 6). From this point onwards, green graphs will 
refer to NE exposure, and red graphs to SW expo-
sure. 

 

Fig. 6 – Two-apartments case sketch 

Since now on, as an indicator of the relevance of the 
problem posed by the present paper, the ratio R be-
tween the “parasitic” heat loss to other neighboring 
apartments, and the basic heat demand of a consid-
ered apartment kept at a standard temperature, will 
be adopted. The results are summarized in Fig.s 7 
and 8 as a function of the temperature gap (°C) 
which is the driving cause of the effect. 
 

 

Fig. 7 – NE exposure. Relative increase on heating demand 

 

Fig.8 – SW exposure. Relative increase on heating demand 

At any temperature difference, all apartments fac-
ing SW show relative parasitic increases in heating 
demand R that are slightly higher than for NE facing 
apartments, according to their lower overall basic 
heating need. More specifically, at the given condi-
tions, whatever the climate, a temperature differ-
ence of 2 °C in case of high insulation has the same 
effect as a temperature difference of 4 °C with low 
insulation; inversely, with an equal temperature dif-
ference, departures are halved. It is clear that rele-
vant parasitic heat transfer occurs (with R values up 
to a factor 2.5) not only in Northern climates (such 
as Berlin) with high insulation, but also in Southern 
climates (such as Rome) with low insulation, partic-
ularly in apartments with SW exposures. On the 
other hand, with high latitudes (such as Berlin) and 
weak insulation, parasitic heat flow across interfloor 
slabs remains lower than heat flow towards the out-
side, at least until the temperature difference be-
tween the apartments remains below 4÷4.5 °C. 

3.2.2 Unoccupied border-lying apartments  
In this scenario, two main situations are considered: 
Case 1, shown in Fig. 9, is an unoccupied apartment 
lying between two occupied apartments both kept 
at s standard temperature (20 °C); and Case 2, 
shown in Fig. 10, is an occupied apartment kept at a 
standard temperature, located between two un-
occupied apartments, the upper apartment being on 
the top floor, and the lower apartment on the 
ground floor. For each situation, both NE and SW 
exposures were studied. 
 

 

Fig. 9 – Unoccupied border-lying apartments. Case 1 

 

Fig. 10 – Unoccupied border-lying apartments. Case 2 
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It was assumed that in the unoccupied apartments 
all the coils were switched-off. Thus, in both cases, 
in the unoccupied apartment the lower the insula-
tion and the lower the outdoor temperatures, the 
greater the decrease in the indoor average tempera-
ture. The results of the simulations indicated that 
low insulation leads to average temperatures in the 
unoccupied apartments as follows: 
- from a minimum of 10.6 °C (Case 2, in January) 

to a maximum of 17.8 °C (Case 1, in March) for 
the Northern (Berlin) location 

- from a minimum of 14.0 °C (Case 2, in De-
cember) to a maximum of 18.9 °C (Case 1, in 
March) for the Southern (Rome) location. 

Correspondingly, high insulation led to average 
temperatures of the unoccupied apartments as fol-
lows: 
- from a minimum of 15.6 °C (Case 2, in January) 

to a maximum of 19.1 °C (Case 1, in March) for 
the Northern (Berlin) location 

- from a minimum of 16.3 °C (Case 2, in Decem-
ber) to a maximum of 19.6 °C (Case 1, in March) 
for the Southern (Rome) location. 

It may be observed that with high insulation, the 
coldest space is always the ground floor; by compar-
ison, with low insulation the coldest space is always 
the top floor. In Fig.s 11 and 12, the relative parasitic 
increase in heating demand R through the interfloor 
slabs for the apartment occupied and kept at 20 °C 
is reported, for both the considered exposures. 
 

 

Fig.11– NE exposure. Relative increase on heating demand 

 

Fig. 12 - SW exposure. Relative increase on heating demand 

These results appear qualitatively similar to those 
previously obtained: the greatest seasonal relative 
increase in R always corresponds to Case 2, while 
the apartment facing SW remains more sensitive to 
the parasitic effect. More importantly, the effects of 
parasitic heat flows in Mediterranean climates (such 
as Rome) appear to be greater, even with low insu-
lation (and particularly with SW exposures), than in 
continental climates (such as Berlin), even with high 
insulation. The difference between R values for 
Case  2 and Case 1, while decreasing as both insula-
tion and climate warmness diminish, remains high, 
ranging from a factor of 5 (low insulation) to 8 (high 
insulation). 

4. Discussion 

Fig.s 13–16 summarize and compare the results in 
terms of homogeneous configurations in order to 
better understand what has been discussed and pre-
sented thus far. 
 

 

Fig. 13 – Rome-HI. Comparison of the results 

 

Fig. 14 – Berlin-HI. Comparison of the results 

As previously observed, the NE facing apartments 
present values of R that are again slightly lower than 
for the SW facing apartments. This is due to the fact 
that the parasitic additional heat flow - being equal 
for both exposures – has a greater impact when 
basic heat demand is lower (solar and other gains 
are zeroed for unoccupied apartments in this con-
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figuration). For both locations, greater R values are 
shown with high envelope insulation and with SW 
exposure. 
For Rome, low external envelope overall heat trans-
fer coefficients cause greater R values for an apart-
ment kept at 20 °C and lying in contact with an un-
occupied apartment (for the whole winter season), 
whilst high external overall heat transfer coeffi-
cients tend to reduce the drops in temperature in the 
unoccupied apartments. In the latter case, the worst 
scenario is that in which the upper apartment is con-
stantly kept at the minimum considered tempera-
ture (15 °C). 
 

 

Fig. 15 – Rome-LI. Comparison of the results 

 

Fig. 16 – Berlin-LI. Comparison of the results 

For Berlin, given that weather conditions are gener-
ally more severe, Case 2 is always the worst, regard-
less of the insulation level of the building envelope. 
The order of criticality is almost the same for the 
case of an apartment in Rome with low insulation 
and an apartment in Berlin with high insulation; in 
mild climates a lower level of building envelope in-
sulation has the same effect as a higher envelope in-
sulation level in severe climates. 
As far as uncertainties are concerned, it’s worth to 
remember that any limitation in the level of details 
allowed by a model, as well as any simplifying as-
sumption made in the calculations, unavoidably can 
affect the results. As an example, this is the case of 
having neglected heat flow through vertical parti-
tions, or of having selected a specific accounting 

time. Nevertheless, and especially in terms of com-
parisons, the importance of the problem identified 
in this paper remains clear. 

5. Conclusions and Further Insights 

The study has highlighted how individual heating 
in an existing multi-storey residential building, es-
pecially in mild climates, can lead to an involuntary 
(as well as unavoidable) increase in individual cu-
mulated heat consumption up to a factor of 3 or 4 
over its basic voluntary heat demand. 
Owing to the complexity of the topic, the initial re-
sults reported in this paper were obtained by using 
a set of simplified assumptions, and thus require 
further investigation. Nevertheless, from a qualita-
tive point of view, the results clearly show that the 
differing use of individual heat metering and ac-
counting for the buildings considered implies: i) a 
self-evident heat accounting iniquity in terms of 
parasitic heat transfer between conterminous dwell-
ings; ii) a strong need for thermal insulation of inte-
rior partitions (especially of interfloor slabs), which 
is even more urgent than that for exterior walls; iii) 
the necessity to explore any potential for mitigation 
of the problem by means of advanced domotics; iv) 
the need for more detailed audits and sensitivity 
analyses, particularly for Mediterranean weather 
conditions; v) the need for further research on tai-
lored calibrations and accuracy evaluations, in ad-
dition to improved predictions and modelling of the 
behavior of occupants. 
In any case, not only do improvements in regulatory 
frameworks appear necessary, but also changes in 
the design criteria for new buildings. In the mean-
time, the need for retrofits of existing buildings by 
means of interior partition insulation and – most of 
all – for urgent mitigations in heat accounting rules, 
appears to be self-evident. 
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Abstract 
Building design often does not result in an actual limita-
tion of energy consumption during the building occupa-

tion phase since a performance gap emerges. This gap is 
often related to occupant behaviour, but other factors, 

such as uncertainties and errors occurring during the 
design, construction and management phases, may also 

have an impact. Because of this, the correct evaluation of 
the interactions between the building and the context is 

an important consideration, but is often not correctly 
incorporated into energy analyses. The correct modelling 

of neighbouring buildings can be an expensive activity 
due to the difficulty in gathering data. 

The research reported here describes a methodology to 
develop a simulation model of an existing building and 

its surroundings by using a drone survey. With reference 
to a point cloud created from a drone survey, a geometric 

description of an existing building is developed in the 
BIM environment (Building Information Modelling). 

Following this, the BIM model is converted into a dy-
namic simulation model and the impact of neglecting the 

building’s surroundings is quantified. The aim of this 
complete and complex approach is to propose a working 

methodology and a process that integrates geometric-
architectural and energy disciplines. The results suggest 

that it is possible to develop an innovative operating 
methodology for intervention in existing built heritage. 

1. Introduction  

The coming into force of the EU Directive 
2010/31/EU led to the need to reduce energy 
demand and carbon emissions in the European 
building stock. Retrofitting the existing building 
stock is a key strategy for reducing greenhouse gas 
emissions and mitigate climate change, as the 
effectively designed renovation of existing build-
ings can provide high energy savings. The 
importance of the refurbishment of the existing 
building stock, with a strong focus on energy sav-
ing, has become a key theme both in the literature 
and also in practice. (Li et al., 2017, Vilches et al., 
2017). 
Although building performance simulations (BPS) 
can provide a valuable support in the design of 
effective energy efficiency measures, the effort 
needed to create a complete and accurate model 
can hinder its application in practice. The develop-
ment of an energy simulation model is an error-
prone activity that relies on manual and time-
consuming input activity (Lobos-Calquin, 2017). 
Furthermore, this step requires the energy model-
ler to replicate the 3D geometric model definition 
already prepared by the architect. Designers often 
adopt building information modelling software 
(BIM) in order to support the building design and 
lifecycle management as it contains a great deal of 
rich geometry and information.  
Another important aspect of the design of energy 
efficiency interventions is that it may fail to achieve 
the expected performance. A building design often 
does not result in an actual limitation of energy 

315



Alessia Maiolatesi, Alessandro Prada, Fabio Luce, Giovanna Massari, Paolo Baggio 

consumption during the building occupation phase 
and a performance gap emerges. This gap is often 
related to the occupant’s behaviour but many other 
factors may impact on it. In this regard, the correct 
evaluation of the interactions between the building 
and the local context is an important consideration, 
but is very often not correctly incorporated into 
energy analyses because of the difficulty in 
gathering the data required to model neighbouring 
buildings. 
The automated generation of simulation models 
based on the interoperability of building infor-
mation modelling (BIM) and building performance 
simulation software (BPS) offers a promising solu-
tion to these problems (Bres et al., 2017). To achieve 
the main objective of an effective reduction of 
energy consumption, an integration between the 
existing building heritage and energy efficiency 
measures is tested in this study, making use of 
innovative digital technologies. Parametric digital-
ization operations of an existing building and the 
development of three-dimensional model in the 
Building Information Modelling tool were per-
formed (Fig. 1).  

 

Fig. 1 – Evolution from the BIM model to the BEM model 

The proposed approach is based on a model 
developed in a BIM (Building Information Model-
ling) environment, which acts as a coordination 
tool for the modelling, design, implementation and 
management phase of the chosen case study. The 
BIM to BEM interoperability is tested and the 
energy saving measures are evaluated by evaluat-
ing different energy saving scenarios. 

2. Methods 

2.1 Research Objectives 

This research aimed to ascertain whether it is 
possible to integrate BIM and BEM modelling to 
evaluate different energy saving solutions for an 
existing building. One of the research goals was to 
define a workflow to develop a building energy 
model starting from a geometric survey. Further-
more, the research aimed to investigate the extent 
to which the surrounding buildings affect the 
building performance simulation. It was decided 
that an effective and efficient survey strategy 
would be to use a drone in order to represent the 
building’s surroundings. The objectives of the pro-
posed workflow are to: 
- determine how the context affects the energy 

consumption of the building; 
- propose an example of an enhanced geomet-

rical survey for the definition of the BEM of an 
existing building; 

- compare the results obtained from the model 
with those of the model including the sur-
rounding buildings. 

2.2 Test Case 

The test case is an existing social housing block 
located in the province of Trento (Italy) in a 
neighbourhood with other social housing (Fig. 2). 
The test case is a poorly insulated five-floor build-
ing with 32 apartments built in the 1970s.  

Table 1 – Actual energy consumption of the test case 

Period Consumption 
[kWh m-2] 

Degree Days 
[K day-1] 

2006/2007 158.0 2344 
2007/2008 149.5 2759 
2008/2009 161.1 2767 
2009/2010 159.3 2776 
2010/2011 162.0 2605 
2011/2012 146.1 2617 
2012/2013 165.5 2776 
2013/2014 147.0 2409 
2014/2015 160.2 2252 
2015/2016 170.8 2539 
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The heating system of the building uses a central-
ized boiler and the terminal units are radiators fed 
with a single pipe loop for each apartment.  

 

Fig. 2 – Framework of the context in which the case study is 
located 

The building has high energy consumption for 
heating since it predates the first Italian energy law 
(enforced in 1976); details of the energy 
consumption are shown in Table 1. 

2.3 Proposed Workflow 

A good knowledge of the existing building is 
essential for designing effective retrofit measures. 
For this reason, the development of an accurate 
energy model was considered key. The study took 
five steps, as follows: 
- the analysis of the as-built building and its 

surroundings 
- the development of a three-dimensional model 

in a BIM environment (Building Information 
Model),  

- data transfer from the BIM to BEM (Building 
Energy Model) (Fig 3) in order to create an 
energy analysis model (EAM),  

- refinement of the EAM model in the energy 
simulation software, 

- running of the simulation and post-processing 
of the results.  

The first step involved the detailed analysis of the 
artefact chosen as a case study, the conformation of 
the orography and the building’s surroundings. 
The analysis of the building’s surroundings is key, 
as it effects the amount of solar radiation and, 
consequently, may have a significant impact on 
actual energy needs.  
An analysis of a building’s surroundings is often 
neglected in the energy analysis, as it is an 
expensive and time consuming activity, and in-
volves difficult data collection. However, it is 

something that can, to a certain extent, impact on a 
building’s performance and can also become one of 
the causes of the performance gap. 

Fig. 3 – From the parametric model (BIM) to the energy analysis 
model (EAM) 

In this study, the evaluation of the building’s ge-
ometry and surroundings was carried out by ex-
ploiting advanced survey techniques. 
The internal geometry of the apartments was 
detected through the use of a 3D laser scanner. 
This technique speeds up the survey and makes it 
possible to collect the internal dimensions. The 
procedure therefore allows the development of a 
BIM model that is more accurate than one based 
only on available original design documentation. 
Similarly, an enhanced analysis of the urban con-
text was carried out by using pictures taken by a 
drone (Fig. 4). A point cloud was obtained from the 
overlap of the different pictures taken by the drone 
through the use of post-processing software. The 
point cloud represents the size of the building and 
of the neighboring buildings. This cloud was 
subsequently imported into the BIM software 
(Fig. 5) and converted into a parametric three-di-
mensional model of the building (Fig 6). The three-
dimensional model of the existing building and its 
surroundings is the first phase of the adopted 
methodological process.  
The operational approach typical of Building Infor-
mation Modeling, allows the organization of com-
plex and structured three-dimensional models 
based on energy, architectural, structural and ther-
mal data. Furthermore, a BIM model contains a 
systematized database, which can be used both for 
integrated building design and for the manage-
ment of the building throughout its life cycle. 
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Fig. 4 – Point cloud acquisition through drone survey 

Fig. 5 – Parametric modeling based on the acquired point cloud 

Fig. 6 – Importing the north block modeled into the context in 
Autodesk Revit 2019 

The BIM to BEM interchange was divided into 
three distinct operational phases. 
- Analytical model. According to the software

definition, an analytical model is a simplified
3D representation of a structural physical
model (Fig. 6). The analytical model consists of
those structural elements, geometry, material
properties, and loads, that together form the

building. Autodesk Revit 2019 software was 
used for the development of the three-dimen-
sional model in a BIM environment.  

- File interchange format. The BIM software con-
verts the analytical model in the gbXML (Green
Building XML) export file (Fig. 7). This is one of
the common interchange formats between BIM
and BEM software (Fig. 9). The gbXML file
includes all of the information about the build-
ing and HVAC systems. Fig. 9 identifies the
surfaces that delimit the air volume of each
thermal zone. This is the control volume on
which the dynamic simulation software per-
forms energy balances. Furthermore, infor-
mation regarding wall layers, wall exposures
and wall adjacency are connected to these
surfaces, while air conditioning systems, inter-
nal gains etc. are linked to the volumes.

- Import of the gbXML model into the chosen
energy simulation software. In this research, we
used the Design Builder GUI to set up the
Energy Plus model, run the simulation and to
post-process the results;

Fig. 7 – Export procedure using the gbXML format 

Fig. 8 – Importing the BIM model into Design Builder GUI 
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Two different exports of the interchange file were 
carried out in order to assess the influence of sur-
rounding buildings on the energy performance of 
the test case. For this reason, in the first model, 
only the test case building was converted to BEM, 
while the neighbouring buildings were converted 
into shading elements only in the second model 
(Fig. 9). 

Fig. 9 – Importation of the context modeled within Design Builder 

For both models, the simulations were performed 
by using a sub hourly time step, according to the 
Energy Plus references.  
Internal heat gains were defined using a time 
dependent function, according to the utilization 
profiles specified in the Italian technical specifica-
tion UNI/TS 11300-1 for different zones. The maxi-
mum gains were equal to 20 W∙m-2 for the kitchen 
and living room, and 6 W∙m-2 for the other condi-
tioned zones. The natural ventilation rate (includ-
ing infiltration effects) was assumed to be equal to 
0.5 ACH (air changes per hour) according to std. 
UNI/TS 11300-1. 

2.4 Retrofit Design 

After a careful comparison of the results describing 
the building's performance, both with and without 
the surrounding buildings, the research turned to 
the analysis of possible energy saving measures. In 
this first phase, we focused on possible 
interventions to improve the building envelope. As 
suggested by the European Commission, the 
application of mature and off-the-shelf technolo-
gies can lead to a reduction of one third of total 
energy consumption. Insulation of the envelope 
and the replacement of windows are two common 
solutions. 
One important issue can be the high initial invest-
ment cost of the energy saving measures on the 

façade, if the owner of a building has a low income. 
For this reason, an integrated and prefabricated 
façade solution was designed in order to limit the 
initial costs by reducing the amount of work re-
quired on site and the use of scaffolding. A second 
skin, made of timber panel, was anchored to the 
existing structure. The new windows were inte-
grated into the prefabricated panels.  
Through the dynamic simulation model, the opti-
mal characteristics of the new wall were evaluated 
in order to limit energy consumption while taking 
into account construction constraints. A parametric 
evaluation of different insulation levels was per-
formed by coupling a custom Matlab code to the 
Energy Plus simulation engine. 

3. Results

3.1 Impact of Surrounding Buildings 

The first results are those from the comparison be-
tween the performances predicted by the model, 
depending on whether the shading brought by the 
surrounding buildings is considered or not. Fig. 10 
shows how the adjacent buildings cast shadows on 
the windowed surfaces of the case study building 
during some hours of the day. This aspect 
obviously affects energy performance and the peak 
power required by the cooling system. The graph 
in Fig. 11 shows the simulation outcomes when the 
interactions between the building and its context 
are neglected. The results show how the net energy 
required is mainly used for heating, with 
103.8 kWh m-2 per year; energy use for cooling, by 
comparison, is 10.66 kWh m-2. These figures are 
quite compatible with the data in Table 1, taking 
into account that the data in Table 1 relate to 
primary energy consumption, which also includes 
HVAC efficiency and the domestic hot water 
demand.  
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Fig. 10 – Shadows cast by surrounding buildings 

Fig. 11 –  Solar gains (yellow bar) heating (red bar) and cooling 
demand (blue bar) predicted by the model which does not 
consider building surroundings 

Fig. 12 – Solar gains (yellow bar) heating (red bar) and cooling 
demand (blue bar) predicted by the model which considers 
building surroundings  

The graph also shows annual solar gains of 
41.4 kWh m-2 and peak cooling power of 32.48 kW. 
Fig. 12, in comparison, shows a similar graph with 
the performances calculated using the detailed 
model which considers the shadows cast by the 
neighboring buildings. As can be seen, solar inputs 
are reduced by almost 25% during the entire year, 
which causes a 7% increase in heating demand and 
a 60% reduction in cooling demand. The more 
detailed model estimates a 31% reduction of the 

peak power required for the cooling system. These 
appreciable variations were obtained considering a 
passive use of the building. That is, variations in 
internal gains related to lighting fixtures or the 
activation of external screens by occupants were 
not considered. These aspects are closely connected 
to the urban context that the building is situated in: 
the illuminance distribution is affected by the 
shadows cast by the surrounding buildings. For 
example, Fig.s 13 and 14 show the different 
illuminance distribution on the third floor in the 
mid-afternoon on a winter’s day. 

Fig. 13 – Illuminance and Daylighting Factor on the third floor on 
January 15 at 3 PM without surrounding buildings in the model 

Fig. 14 – Illuminance and Daylighting Factor on the third floor on 
January 15 at 3 PM with surrounding buildings in the model 

Although it is possible to note a different percent-
age of space in which the illumination level reaches 
the minimum threshold, this comparison still re-
mains punctual and tied to the particular time of 
day. The daylighting autonomy (sDA) was there-
fore evaluated in order to obtain a metric that was 
more accurate in terms of lighting consumption, 
and therefore to internal gains. The sDA quantifies 
how often a minimum work plane illuminance of 
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300 lux can be maintained by daylight alone. It is 
defined as the percentage of occupied hours in a 
year when a minimum work plane illuminance 
threshold of 300 lux can be maintained by daylight 
alone.  
An appreciable variation in the percentage of hours 
of the year in which the minimum lighting level is 
guaranteed by daylighting can be seen by compar-
ing the results in Fig. 15 to those in Fig. 16. These 
variations may have further impacts on energy 
requirements. 

 

Fig. 15 – Spatial daylight autonomy with a 300 lux level on the 
third floor without surrounding buildings in the model 

 

Fig. 16 – Spatial daylight autonomy with a 300 lux level on the 
third floor without surrounding buildings in the model 

3.2 Retrofit Design 

After the analysis on the impact of the shadows on 
heating requirements, a parametric analysis was 
conducted on the optimal thickness of the insula-
tion to be installed on the external walls. Multiple 
EnergyPlus simulations were carried out by means 
of a custom Matlab script with the purpose of 
evaluating the extent to which insulation thickness 
affects energy use for heating the entire building 
(Fig. 17). 

 

Fig. 17 – Results of the parametric analysis on the optimal 
insulation thickness 

The graph in Fig. 17 shows a negligible energy 
performance increase for an insulation thickness 
greater than 16 cm. Furthermore, there are higher 
construction costs of the façade for a thickness 
greater than 16 cm, since this also requires a 
greater depth in the timber pillars. For this reason, 
during the design phase this insulation thickness 
was selected.  

4. Conclusions 

This paper has proposed a methodology to develop 
a simulation model of an existing building and its 
surroundings, using a drone survey and a BIM 
approach.  
BIM and aerial drone mapping are suitable for 
building a context model. This method highlighted 
the importance of the correct modelling of the ur-
ban context even with simplified simulation input 
and despite the external obstructions not being 
particularly intrusive. Significant variations 
emerged in the building's heating and cooling 
needs. The biggest impact was on the cooling 
performance because of the key role of solar radia-
tion. However, high performance buildings may 
also be more sensitive in the heating period. 
Furthermore, the detailed modelling of the shad-
ows cast by the surrounding buildings made it 
possible to evaluate the proper peak power for 
cooling. Neglecting the urban context leads to a 
31% increase in peak power for the test case and, 
consequently, to the system being oversized, with a 
consequent reduction in operating performance.  
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Proper modelling of the urban context makes it 
possible to achieve a better characterization of the 
initial state of the existing building and therefore to 
design more effective energy performance solu-
tions. In this work, for example, the detailed simu-
lation model was used to evaluate the optimal 
insulation thickness to be installed on vertical 
walls. 
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Abstract 
In recent decades, public authorities have focused their 
attention on the building sector, since it is responsible for a 

large share of the total energy consumption and, thus, 
should be involved in the development of sustainable en-

ergy policies. In this context, Urban Building Energy Mod-
els UBEM can play a significant role as they make it possi-

ble to study the behaviour of whole cities, as well as the 
potential of different building retrofitting strategies. In this 

contribution, the UBEM tool umi is used to study a neigh-
bourhood in Bolzano, Italy, to contrast its capabilities and 

test the potential of a k-fold approach as preliminary cali-
bration of the model, based on energy certificates and an-

nual energy consumption data. 

1. Introduction 

The continuous growth of the world’s population, 
combined with the phenomena of urbanization, will 
lead to an additional 2.5 billion people living in ur-
ban areas by 2050 (UN Department of Economic and 
Social Affairs, 2018). In this scenario, the building 
sector, which is already responsible for 40% of total 
energy consumption (European Parliament, 2010), 
will be crucial in ensuring sustainable development. 
Specifically, not only should new buildings be 
designed in a way that respects high efficiency 
criteria but also a thorough renovation of the 
existing building stock should be planned. To do so, 
it is necessary to: (1) identify those buildings 
responsible for the largest energy consumptions, 
and (2) define and optimize the impact of energy 
retrofitting programs. 
Building Energy Models BEM, such as DOE-2 
(Birdsall et al., 1990), TRNSYS (Klein, 1988) and En-

ergyPlus (U.S. Department of Energy, 2019), are 
widely employed to analyse the energy behaviour of 
single buildings. Furthermore, some studies in the 
literature have extended their range of application 
by evaluating the energy demand of groups of buil-
dings (Huber and Nytsch-Geusen, 2012; Huang and 
Brodrick, 2000; Salom, 2002). However, the large 
amount of information needed as input and the re-
quired computational time make the BEM approach 
unsuitable for large scale applications. 
As an alternative, urban scale simulations often rely 
on Urban Building Energy Models UBEM, which 
implement physical models of heat and mass flows 
in and around buildings to predict operational ener-
gy use, as well as indoor and outdoor environmental 
conditions (Reinhart and Davila, 2015). Examples of 
developed and validated UBEM software are 
CityBES (Chen et al., 2017), CitySim (Robinson et al., 
2009), HUES (Bollinger and Dorer, 2016), SimStadt 
(Monsalvete et al., 2015), TEASER (Remmen et al., 
2017), and the Urban Modeling Interface umi by MIT 
Sustainable Design Lab (Reinhart et al., 2013). 
Despite the variety of alternative models, a common 
issue faced by researchers is the availability of the 
whole set of required inputs and the need for model 
calibration. 
In this work, umi was adopted to simulate the ener-
gy performance of a small neighbourhood served by 
a district heating network in the city of Bolzano, 
Italy, with the aim of discussing its capabilities and 
the impact of its modelling assumptions. After the 
preparation of the model, a k-fold cross calibration 
and validation procedure was run, using actual an-
nual heating and domestic hot water energy de-
mands as reference. 
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2. Methodology 

2.1 Case Study 

A residential neighbourhood located in the western 
part of Bolzano, Italy, was chosen to develop the 
urban model. The area is composed of 95 resi-
dential buildings, built at the beginning of the 
1990s and served by the local district heating net-
work. Specifically, the space heating and domestic 
hot water (DHW) demands in the selected neigh-
bourhood are supplied by 14 substations. Annual 
energy consumption is available for each substa-
tion for four years (2012, 2013, 2014, 2015). Since 
the substations serve different purposes (i.e. space 
heating demands, DHW demands, or both), for the 
sake of simplicity and consistency they were 
merged into 11 groups, each satisfying both heat-
ing and DHW demands for each cluster of the 95 
buildings. Available annual space heating and 
DHW demands are distinguished for half of the 
buildings in the sample while for the remaining 
half, the DHW share of the global demand was 
considered for calibration. 

2.2 Model Development 

Building an urban energy model requires different 
steps, such as: model characterization, calibration 
and validation of the obtained results. 

2.2.1 Geometry input data 
As a first step, geometrical shape and height data 
for the buildings were collected. For this case 
study, the buildings’ footprints were imported into 
Rhinoceros (McNeel, 2012) through a GIS file with 
the aid of the Grasshopper plug-in Meerkat (Lowe, 
2015). To evaluate the heights of the buildings, the 
difference between a Digital Surface Model DSM 
and a Digital Terrain Model DTM were calculated 
for every building. Assuming a floor height equal 
to 3 m, the number of floors was first computed 
and then checked with Google Maps (Google, 
2019). For those buildings characterized by a com-
plex shape, different polysurfaces were prepared in 
order to obtain geometries representative of the 
case-study. 
Since detailed data on the area of distribution of 
windows were not available, a glazing area per 
floor equal to 1/8 of the floor area was assumed, as 
prescribed by Italian law. To perform the glazing 
area calculation, floors were approximated as rec-
tangular shapes, and a matrix with total floor areas 
and side lengths ranging from 1 to 60 m was pre-
pared. All floor areas in the matrix were divided 
first by 8 and then by the number of externally 
exposed sides of each building, obtaining 4 differ-
ent matrices. Finally, a division by each façade area 
(i.e. by 3 times the side length, as floor height was 
assumed to be 3 m) was performed. Using this pro-
cess (shown in Fig. 1), it was possible to obtain the 
total glazing area for each side of every building, 
as well as the window to wall ratio, and these were 
used in the model. 

 
 
 
 

 

 

 

 
 
 
 

Fig. 1 – Window to wall ratio evaluation flowchart 

Prepare matrix containing 
floor areas as function of side 

lengths 

Divide each floor area by 8 
Divide the matrices by the 

number of possible externally 
exposed sides: 1, 2, 3, or 4 

Divide each matrix cell by 
three times the side length 
related to the starting area 

Measure each building’s side 
length, as a function of the 

externally exposed sides, enter 
in the proper matrix and pick 

the window to wall ratio 
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After evaluating the window to wall ratio for every 
building, a model geometry inclusive of the sur-
roundings, generated for shading purposes, was 
created, as shown in Fig. 2. 
 

 

Fig. 2 – Model geometry and surroundings 

2.2.2 Non-geometric properties 
Non-geometric properties of the buildings in the 
sample, e.g. wall material layers, were obtained by 
consulting the 60 available energy certificates. Ma-
terial properties and thermal transmittances of the 
different envelope components were used to gen-
erate 3 archetypes (Fig. 3). Buildings whose energy 
certificates were not available were assigned to 
Archetype 1, since they share similarities with this 
archetype when it comes to the period of construc-
tion and are mainly surrounded by buildings of 
this group.  
 

 

Fig. 3 – Definition of archetypes  

Operation schedules and simulation parameters 
have been kept the same for each archetype and set 
according to Italian regulations and technical 
standards. 

2.2.3 Sensitivity analysis  
Once the model was created, a sensitivity analysis 
was carried out on schedule and simulation pa-
rameters. The weather conditions for 2012 were 
chosen as a test year and a variation of ±20 % was 
applied to the base values of ventilation rates and 
HVAC system efficiency, equal to 0.5 ACH and 
0.87 respectively. 

2.3 Model Calibration 

2.3.1 Target energy consumption data 
As mentioned above, actual annual energy con-
sumptions are available for the 11 clusters of build-
ings from 2012 to 2015, although separate space 
heating and DHW demand data were provided for 
only half of the groups. From the available data, it 
was observed that the DHW share is typically be-
tween 25 % and 30 % of the total consumptions 
(Fig. 4). 

2.3.2 Calibration and k-fold validation 
The most significant variables resulting from the 
sensitivity analysis, as well as the DHW flow de-
mand, were involved in a parametric calibration 
performed according to a k-fold cross validation 
approach. The k-fold cross validation is a statistical 
method which divides the available data into k 
segments (or folds), and performs k iterations of 
training and validation, each time selecting a dif-
ferent fold for validation and the remaining k-1 
folds for training. 
In this case-study, the root mean square difference 
RMSD was adopted in order to compare the simu-
lated annual results to the actual ones in the k-fold 
validation process. Specifically, for each group of 
buildings, the RMSD was computed over three 
years and the set of values with the lowest RMSD 
was checked for the fourth year, analyzing all pos-
sible combinations. The most frequent values for 
calibrated variables were selected for each group of 
buildings. 
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3. Results 

Preliminary results were obtained from the sensi-
tivity analysis using 2012 weather data to run the 
simulation. As regards the impact of ventilation 
rates and HVAC system efficiency, a -20 % varia-
tion causes, respectively, a reduction of 52 % and 
an increase of 135 % in heating demand. By com-
parison, a variation of +20 % leads to, respectively, 
an increase of 60 % and a reduction of 86 %. As a 
consequence, both variables were included in the 
calibration process, using the following ranges: 

- between 0.82 and 0.87 with a 0.01 step for 
HVAC system efficiency; 

- between 0.4 and 0.6 ACH with a 0.05 ACH step 
for the ventilation rate; 

- between 0.001395 and 0.001845 m3 m-2 h-1 with a 
step of 0.000035 m3 m-2 h-1 for the water flow 
rate (i.e., a usage per capita between 55.8 
l/person and 73.8 l/person per day). 

The chosen combination for each group of buildings 
is reported in Table 1 and results for the year 2014 
are found in Table 2. As can also be seen in Fig. 5, 
after the calibration the deviation from actual con-
sumption is within 5 % in the majority of cases. 

 

Fig. 4 – DHW share for group of buildings with subdivision 

Table 1 – Chosen combinations after calibration results 

Building 
group 

HVAC 
efficiency 

Ventilation 
rate [ACH] 

Water consumption 
[m3 m-2 h-1] 

DHW  
share 

Mean heating 
RMSD [%] 

Mean DHW 
RMSD [%] 

Group 1 0.83 0.55 0.001535 30 % 11.2 4.9 

Group 2 0.82 0.60 0.001430 - 17.9 4.1 

Group 3 0.84 0.50 0.001845 - 1.4 12.8 

Group 4 0.84 0.55 0.001430 - 4.2 1.1 

Group 5 0.84 0.55 0.001500 - 15.1 5.3 

Group 6 0.83 0.60 0.001395 25 % 23.1 9.7 

Group 7 0.85 0.55 0.001810 - 26.0 4.5 

Group 8 0.83 0.60 0.001600 - 25.2 2.7 

Group 9 0.83 0.60 0.001430 25 % 10.1 5.0 

Group 10 0.87 0.55 0.001635 30 % 8.5 6.6 

Group 11 0.85 0.40 0.001500 25 % 8.7 13.2 
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Table 2 Obtained results for 2014 and comparison with first simulation with base parameters  

 

 

Fig. 5 – Heating demand results prior and after calibration 

 

Building 
group 

2014 heating 
demand 
[MWh] 

2014 initial 
simulation  

[MWh] 

2014 calibrated 
results  
[MWh] 

DHW  
share 

Initial 
simulation 
deviation 

Calibrated  
simulation  
deviation 

Group 1 292.3 264.3 288.0 30 % -9.6 % -1.4 % 

Group 2 474.3 434.8 491.1 - -8.3 % 3.5 % 

Group 3 155.2 152.5 154.6 - -1.7 % -0.4 % 

Group 4 129.6 121.6 124.7 - -6.2 % -3.8 % 

Group 5 449.5 440.0 466.6 - -2.1 % 3.8 % 

Group 6 586.5 511.5 567.9 25 % -12.8 % -3.2 % 

Group 7 820.6 819.9 855.9 - -0.1 % 4.3 % 

Group 8 294.4 260.5 293.6 - -11.5 % -0.3 % 

Group 9 376.1 316.9 362.1 25 % -15.7 % -3.7 % 

Group 10 349.8 334.0 341.4 30 % -4.5 % -2.4 % 

Group 11 308.2 334.3 300.4 25 % 8.5 % -2.5 % 
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4. Discussion and Conclusion 

In this work, the Urban Modeling Interface umi 
was used to develop and calibrate a model for a 
neighbourhood in Bolzano, referring to energy cer-
tificates and annual energy consumptions for space 
heating and domestic hot water. After creating the 
geometrical model and identifying the non-geo-
metrical properties of the buildings, a sensitivity 
analysis and a calibration through the k-fold vali-
dation approach were performed. After calibration, 
it was shown that the umi model was able to 
provide representative results for space heating 
and domestic hot water demands for the consid-
ered case-study district. Moreover, the adopted  
k-fold approach demonstrated the effectiveness 
and potential for the calibration of urban models in 
these contexts; this can be seen in the presented 
case-study, in which the available data for model 
training and validation was limited and provided 
only on annual scale. 
With a reliable model available, further develop-
ments can be now considered. These include com-
parisons with different approaches, and the as-
sessment of the impact of several different condi-
tions pertaining to the urban environment, as well 
as the non-energy performance of buildings in the 
district, such as occupant comfort. In particular, 
both energy and non-energy performances can be 
the object of further multi-objective optimization 
studies aimed at identifying the most effective en-
ergy efficiency measures based on indoor envi-
ronmental quality, in addition to energy and cost 
efficiency. 
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