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Preface 

The participation of about 100 attendees at the fifth 

Building Simulation Applications BSA2022 Confer-

ence, one of the first IBPSA conferences held entire-

ly in presence after the pandemic outbreak, can cer-

tainly be claimed as a step forward in the process of 

overcoming the constraints and limitations imposed 

by the years of the Covid-19 pandemic. 

11 conference sessions in two parallel tracks, 66 

presentations reporting the contributions by more 

than 180 authors are some of the most significant 

figures of this event. In addition, confirming an in-

ternational profile and its inclusivity call, the 

Conference saw a small but significant presence of 

delegates from abroad, especially from Austria and 

India. 

As the previous editions, BSA 2022 focused on 

providing an overview of the latest applications of 

building simulation in the following three main 

fields: the use of simulation for building physics 

applications, such as building envelope and HVAC 

system modelling and their design and operation 

optimization; global performance and multi-domain 

simulations; the development through simulation of 

new methodologies, regulations, as well as new 

calculation and simulation tools. 

Nonetheless, the times urged to address indoor air 

quality, the main topic of this edition, emphasizing 

the role of simulation to assess strategies able to 

ensure healthy and safe indoor conditions for occu-

pants. 

The engaging opening speech about “The Role of 

IBPSA and Post-Covid Simulation” by Prof. Lori 

McElroy, President of IBPSA, was followed by two 

innovative and capturing keynotes, “Simulation and 

Optimization: Supporting Building Decarboniza-

tion” by Prof. Paolo Baggio, University of Trento, 

Italy, and “Going Digital – Infrastructure Modeling 

for Resilience and Decarbonization”, by Dr. Drury 

B. Crawley, vice-President of IBPSA.

The conference also devoted some time to the analy-

sis and discussion of the use of building simulation 

among building professionals and specialists in 

terms of education: The “3rd Student School on 

Building Performance Simulation Applications” 

addressed the use of building performance simula-

tion in the context of building rating systems and in 

relation with BIM. We also had an interesting con-

versation with Lori McElroy on the topic of “Build-

ing Simulation in the Profession: Work in Progress”, 

discussing the current most critical aspects and 

challenges. Finally, after the conference closing cer-

emony on the third day, the “Round Table for De-

signers and Practitioners” featured four professional 

experiences about the use of building simulation, 

with a discussion about errors, challenges, and op-

portunities. 

The fifth edition of the BSA conference represented 

an opportunity to restart and revitalize the process 

of reducing the gaps between academia and the 

professional world, of rethinking the role of build-

ing simulation in the design practice for future 

buildings, and of opening in the face of unprece-

dented challenges and opportunities of a new post-

pandemic society. 

Andrea Gasparella, Free University of Bozen-Bolzano 
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Abstract 

The ready-made garment (RMG) sector is an essential 

contributor to the economy of Bangladesh. Most RMG 

buildings in the country are often found to be inefficient 

in terms of natural light, energy consumption and the 

thermal comfort of the workers. Computational model-

ing, simulation and optimization analysis could be used 

during the building planning and design phases to effec-

tively integrate these three issues and improve the work-

ing environment. This research first evaluates both day-

lighting and energy performance of a real-world existing 

air-conditioned RMG factory building in Dhaka. Next, an 

optimized design solution is proposed for the factory. 

Finally, we correlate the relationship between design 

variables and performance metrics. Nine independent 

variables (north, south, east and west window-to-wall 

ratios and shading; and skylights) are identified to evalu-

ate performance. The variables are connected with para-

metric sliders (value expressed by a range of numbers 

despite a constant value), so that performance can be 

checked for different possible configurations. Rhinoceros, 

Grasshopper, ClimateStudio, Octopus, TT toolbox, and 

Energy plusTM software with plugins are used to conduct 

the optimization process. Genetic Algorithms are used to 

narrow down the optimization results and identify the 

best options that comply with the multi-objective goal. 

Predicted Percentage of Dissatisfaction (PPD) is also ana-

lyzed for the best options identified from the optimiza-

tion process. The result shows the balanced option (best 

for both daylighting and energy) with changed materials 

satisfies the thermal comfort of users. 

1. Introduction

Ready-made garment (RMG) factories in Bangla-

desh have been heavily criticized for their working 

conditions. More than 80 % of the export earnings 

of Bangladesh come from the RMG sector (Islam, 

2021) and about four million people are involved in 

this industry. In the factories, workers are engaged 

in sewing, ironing, packing, tailoring, operating 

machines and other labor-intensive works. Due to 

the nature of their work and the heat generated 

from machinery, the indoor environment of the 

factories is often uncomfortable and workers suffer 

a range of health problems that affect the individu-

al as well as the overall productivity of the factory. 

In RMG factories, along with other physical condi-

tions, the quality of the luminous environment is 

affected by poor natural lighting systems and high 

internal heat gain from artificial lighting (Hossain 

& Ahmed, 2013). This creates an intolerably hot 

and uncomfortable working environment for the 

workers that is non-compliant with national and 

international standards. Since lighting directly af-

fects visibility, light is critical to the productivity, 

safety and healthy working conditions of workers 

(Zohir & Majumder, 2008). Industrial workers 

spend more than 90 % of their lives in artificial 

luminous environments and in such conditions, 

natural light could work as medicine (Gligor, 

2004). Different studies have shown that lighting is 

one of the biggest consumers of power in the RMG 

sector, accounting for around 21-35 % of the total 

1
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energy consumption (EAC, 2009). Much work has 

been done to reduce the power consumption of 

machinery in RMG factories; however, develop-

ments in the areas of lighting, heating and ventila-

tion are limited (Godiawala et al., 2014). 

Appropriate use of daylight and removing gener-

ated heat by effective natural and/or artificial ven-

tilation systems can be an effective means to re-

duce energy consumption and excessive cooling 

load. With the appropriate use of technology, it is 

anticipated that the energy consumption in the 

building sector can be reduced to about 30 % to 

80 % (Gupta, 2017). Due to current environmental 

concerns, energy saving has become the leading 

driving force  in modern research (Bojic et al., 

2013). Appropriate architectural design can reduce 

the energy consumption of heating or air condi-

tioning systems significantly (Kalmár & Csiha, 

2006). The EU energy policy in the buildings sector, 

including technical solutions and legal procedures, 

aims to improve the energy performance of build-

ings and guarantee human comfort (Tronchin & 

Tarabusi, 2013).   

In recent times, to ensure workers’ comfort and 

productivity, the construction of fully air-

conditioned factory buildings with excessive artifi-

cial lighting has been gaining in popularity among 

owners and management of RMG factories in 

Bangladesh. Electricity-based carbon-intensive air 

conditioning and lighting systems can result in a 

significant amount of energy consumption. On the 

other hand, the use of daylight with passive or 

hybrid ventilation systems requires less energy to 

operate, while at the same time having less impact 

on the environment, carbon emissions and climate 

change. Using a case study approach based on a 

real RMG factory in Dhaka, this research presents a 

system for  improving indoor lighting conditions 

and comfort by integrating passive strategies for 

the existing garment factories of Bangladesh. The 

research addresses the growing threat to worker 

health and productivity from the visual and heat 

stress that may be caused by climate change and 

seeks to identify sustainable passive strategies that 

will not add to the burden of greenhouse gas emis-

sions.  

2. Case Study

The case building is an 864-square-meter factory 

building with a pitched roof (Fig. 1). The building 

is north facing (Fig. 2: top) towards the access road. 

The roof is made of a  metal sheet adjacent to a 

truss frame structure (Fig. 2: bottom). The north 

façade of the factory has two large gates (6 meters 

x 2.5 meters) made of steel. During working hours, 

these two gates remain closed for security purpos-

es. So, for simulation modeling, the north façade of 

the base case was provided with no opening.  

Fig. 1 – Rhinoceros model for case RMG factory (top) and top 

view of the roof (bottom)  

A Kestrel 5400 pro instrument was installed inside 

the factory to measure air temperature, relative 

humidity (RH), wind speed, and black and wet 

bulb globe temperatures (Table 1). Three wireless 

tag loggers made by OnSolution were also placed 

at different locations inside the factory to measure 

temperature and RH. The collected data were 

cross-checked with the base case simulation model-

ing for validation. 

3. Method

This study seeks to test and verify the effectiveness 

of optimization processes in the tropical climatic 

context, in this case, Bangladesh. Based on the 

2
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RMG factory described in Section 2, the internal 

conditions were optimized for the target parame-

ters of daylighting and energy consumption. There 

are six main steps for the research, as explained 

below.  

 

 

 

  

Fig. 2 – North side view of the case factory building (top), floor 

plan (middle), and inside view of the RMG factory (bottom) (pic-

tures by Photographer Md M A R Joarder, 2020) 

The first step is to select an RMG building for a 

case study. This research selected a single-storey 

RMG building constructed with steel and brick, 

located in northwest Dhaka (Fig. 2). The factory 

undertakes garment manufacture, from cutting 

through sewing and ironing to packing. A physical 

survey was conducted in the first step to measure 

the existing configuration and collect the climate 

data (Table 1) that is required for simulation analy-

sis.   

Table 1 – Indoor and outdoor mean maximum temperature (Tmax) 

and mean minimum relative humidity (RHmin) between 08:00 and 

18:00 on the days the factory was operating in 2021 

 Indoor Outdoor 

January (n=308 hours over 28 days) 

Tmax (°C) 28.6 24.5 

RHmin (%) 44.2 50.3 

March (n=264 hours over 24 days) 

Tmax (°C) 29.6 33.3 

RHmin (%) 59.9 38.8 

September (n=286 hours over 26 days) 

Tmax (°C) 30.1* 32.6 

RHmin (%) 62.4* 64.3 

All of 2021 (n=3234 hours over 294 days) 

Tmax (°C) 30.9^ 30.6 

RHmin (%) 58.7^ 55.9 

*30 hours of missing data not included 

^ 39 hours of missing data not included 

 

The second step was to prepare the 3D model us-

ing the data collected during the physical survey. 

The simulation of the base case factory building 

was carried out at this step. Materials and other 

information for zones were transferred into simula-

tion settings and Grasshopper scripts accordingly. 

In this script, the workflow could be divided into 

six parts. Part A was the components for develop-

ing the building geometry (floor, wall, roof, win-

dow, shading and skylight). The geometry was 

connected to components in Part B for energy and 

daylighting modeling. In this part, material selec-

tion for individual elements of the building, sensor 

grid settings for daylighting, zone settings, adia-

batic and boundary condition settings were operat-

ed. The daylight model was connected to compo-

nents in Part C for daylighting simulation. In this 

part, various simulation-related settings were iden-

tified (e.g., the number and name of the objectives 

and ClimateStudio Result [CSR] settings). Part D 

connected both the energy model from Part B and 

the daylighting simulation output from Part C for 

energy simulation. Part E was the components for 

optimization. Part F was the components for data 

output (Fang, 2017). 

The third step was to run the optimization process 

for Option 1 (the best option for daylighting). 

Grasshopper script was prepared for modeling the 

case space with parametric design variables. Phe-
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notype toggle in Octopus is connected with day-

light performance batteries (LEED: Leadership in 

Energy and Environmental Design credit; sDA: 

Spatial Daylight Autonomy; ASE: Annual Sunlight 

Exposure; and Mean Illuminance) and energy per-

formance batteries were skipped, as the best day-

lighting option was the target. As windows have a 

large-scale impact on daylighting and thermal 

comfort considering their size, orientation and 

shading configurations, as well as on the energy 

consumption of the building, it was thus necessary 

to optimize window design for maximum benefit 

(Aman, 2017). 

The fourth step was to run the optimization pro-

cess for Option 2 (the best option for energy). The 

overall procedure was similar to daylighting opti-

mization. The difference was only in the optimiza-

tion objective, which is Energy Use Intensity (EUI), 

and CO2 emissions. Daylighting performance bat-

teries were skipped here, as the best energy option 

is the target. Therefore, the Phenotype toggle in 

Octopus was connected with EUI and CO2 only. 

The fifth step was to run the optimization process 

for option 3 (the balanced option for daylight and 

energy both). In this step, three performance objec-

tives (e.g., sDA, ASE and EUI) were identified to 

run the simulation. Octopus by default found the 

minimum value of each objective, so the objective 

to be maximized (sDA) should be multiplied by -1. 

Pareto Frontiers with the trade-off between each 

performance metric were found after the optimiza-

tion process. 

In the final (6th) step, Percentage of Mean Vote 

(PMV) and Predicted Percentage of Dissatisfaction 

(PPD), analyses were carried out to check thermal 

comfort inside the factory space. ClimateStudio 

and Grasshopper were used to run this analysis as 

well. Five simulations were run in this step (for 

Base case, Op1- Daylighting, Op2- Energy, Op3- 

Balanced, and Op4- Balanced and changed materi-

als). Comparing the results of these five simula-

tions, the best one complying with both the Ameri-

can Society of Heating, Refrigerating and Air-

Conditioning Engineers (ASHRAE) standard and 

the Bangladeshi standard (BNBC, 2020) and which 

could provide thermal comfort inside the factory, 

was identified.  

 

4. Simulation and Results 

In this research, the percentage of windows and 

skylights, and depth of shading was explored for 

optimal daylighting and energy performance. 

There were no windows and shading on any of the 

façades of the factory building, and no skylight on 

the roof. For the modeling of the optimization pro-

cess focusing on daylighting and energy, the 

placement of the doors and the interior partitions 

was not considered. The model was developed 

with Rhinoceros 7.1 (Fig. 1) and Grasshopper 

scripting. ClimateStudio 1.1 plugins were used for 

simulation. Existing data collected through factory 

visits were used for zone settings while simula-

tions were conducted. There were 26 daylighting 

sensors evenly spaced at a height of 0.75 meters 

above the floor. Some building parameters were 

fixed throughout the optimization process: the 

height of the building from the ground to the edge 

of the pitched roof was 5 meters; windows were 

considered from 0 to 100% of the façade; areas of 

skylight were considered from 0 to 20% of the roof 

surface.  

Building material details found during the physical 

survey were used in the model. To avoid excessive 

heat gain or heat loss from the skylight, an insulat-

ed translucent material was used as its glazing 

material. The material had a U-value of 

0.45 W/(m2 K). The reflectance of the ceiling, floor, 

interior, exterior walls, and shading were 0.8, 0.2, 

0.5, 0.5, and 0.8 respectively. The windows had a 

transparent material with visible transmittance of 

0.65. Skylights had a translucent material with a 

transmittance of 0.24. Nine independent design 

variables for the building geometry were analyzed: 

north, south, east and west windows to wall ratios 

[WWR] and shade; and Skylights. Table 2 shows 

the minimum (0 % for WWR, 0.0m for shade and 

2 % for skylight) and maximum (100 % for WWR, 

2.0 m for shade and 20 % for skylight) values of the 

variables and the ranges used during simulation 

analysis. The daylighting simulation output in-

cluded sDA and ASE.  

The energy simulation output Included annual 

heating, cooling, equipment and lighting energy 

loads. Since the equipment load stays the same for 

studied design options, it was not considered. The 
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energy optimization objective was to ensure the 

minimum total energy load. The total energy load 

was the sum of heating, cooling, and lighting 

loads. EUI was also calculated by dividing the total 

energy load by the occupied floor area of the facto-

ry building. 

Table 2 – Design variables and ranges for simulation analysis 

 Variable Minimum Maximum 

 

 

1 

 

 

WWR-

North 

  

No windows Full-wall win-

dows 

 

 

2 

 

 

WWR-

East 

  

No windows Full-wall win-

dows 

 

 

3 

 

 

WWR-

South 

  

No windows Full-wall win-

dows 

 

 

4 

 

 

WWR-

West 

  

No windows Full-wall win-

dows 

 

5 

 

Shade 

Depth-

North 

  

No shade 2.0m shade 

 

6 

 

Shade 

Depth-

East 

  

No shade 2.0m shade 

7 Shade 

Depth-

South 
  

No shade 2.0m shade 

8 Shade 

Depth-

West 
  

No shade  2.0m shade 

 

9 

 

Skylight   

2 % 20 % 

4.1 Base Case Modeling and Analysis 

The first simulation was conducted for the base 

case, to understand the existing status of the build-

ing in terms of daylighting and energy perfor-

mance. The model was prepared considering the 

exact dimensions of the building collected during 

the physical survey. The weather data file for Dha-

ka was used during the simulation process. The 

building was counted as air-conditioned and val-

ues of independent variables (windows, shading 

and skylight) were set to 0 (zero) representing the 

existing building. Simulation results for LEED 

credit, sDA, ASE, mean illuminance values, EUI 

and CO2 emissions were 0, 0 %, 0 %, 0 lx, 

223 kWh/(m2 yr) and 198 kgCO2e/(m2 yr), respective-

ly. 

4.2 Optimization of Daylighting 

The second simulation was conducted for the best 

daylighting results (Option 1). In this simulation, 

the population size was set to 20 and maximum 

generations were set to 10. In total, 200 iteration 

process were carried out to identify the best day-

lighting results. Pareto Front algorithm identified 

the best configurations among these combinations. 

Four daylighting performance objectives (LEED 

credits, sDA, ASE and mean illuminance) were set 

to run this optimization process. Table 3 shows the 

results of the simulation. LEED credit, sDA, ASE 

and mean illuminance values for the best daylight-

ing case results are 3, 1 (100 %), 0.134 (13 %) and 

1003 lx, respectively. In Fig. 3 (top), Pareto Front 3-

dimensional graph shows the optimized results 

along with the Pareto Frontier (marked with a red 

circle). 

4.3 Optimization of Energy 

The third simulation was conducted to find the 

best energy consumption (Option 2). The process is 

similar to the prior simulation. The only difference 

is that two energy performance objectives (EUI and 

CO2 emissions) were set to run this optimization. 

In Table 3, the third column presents the values of 

the independent variables that resulted from the 

optimization process and which were identified 

through the Pareto Front algorithm. The EUI and 

CO2 emissions for the best energy case are 
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56 kWh/(m2 yr) and 46 kgCO2e/(m2 yr), respectively. 

In Fig. 3 (middle), the Pareto Front 3-dimensional 

graph shows the studied iterations with the opti-

mized one highlighted. 

Table 3 – Optimization results for three different options 

Design  

Variables 

Op 1  

(Day-

lighting) 

Op 2  

(Energy)  

Op 3 

(Balanced) 

WWR- North (%) 82.5 40 100 

WWR-East (%) 43 4 10 

WWR-South (%) 7.5 24 22.5 

WWR-West (%) 80 34 10 

Shading-North (m) 1.17 1.86 1.58 

Shading-East (m) 1.72 0.95 1.04 

Shading-South (m) 1.52 0.09 1.84 

Shading-West (m) 0.32 0.39 1.01 

Skylight (%) 23 10 7 

 

Fig. 3 – Pareto Front analysis for daylighting optimization (top), 

energy optimization (middle) and multi-objective optimization 

(bottom) 

4.4 Optimization of Balanced Option 

A Pareto optimization aims to find the trade-off 

front (ParetoFront) between multiple outcome ob-

jectives. The Octopus plugin handled the multi-

objective optimization process using Pareto-Front 

algorithms (Aman et al., 2021). The fourth simula-

tion was conducted for Option 3 (the balanced op-

tion for daylighting and energy combined). The 

simulation process was similar to the prior two 

simulations. Fig. 4 (top) shows the factory model 

while the optimization process of Op3 is running. 

Fig. 4 (bottom right) shows the ranges slider of 

nine variables in the Grasshopper script for this 

optimization. A large number of combinations are 

possible among these nine variables and within 

their ranges. Fig. 4 (bottom left) shows the values 

of six performance metrics (LEED credit, sDA, 

ASE, mean illuminance, EUI and CO2 emissions) 

generated in this process. Later, three performance 

metrics (sDA, ASE and EUI) were considered for 

Pareto Front analysis to make the process simpli-

fied. The outcomes of the simulation studies are 

presented in Table 3 (fourth column, Op 3 Bal-

anced; the values of design variables). 

 

 

Fig. 4 – Rhinoceros model showing simulation process (top); 

results for six performance objectives appeared in Grasshopper 

script (bottom left); and Grasshopper slider for parametric design 

(bottom right) 
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In Fig. 3 (bottom), Pareto Front 3-dimensional 

graphs show different optimized results and loca-

tions (marked with a red circle) of the Pareto Fron-

tier (the best one). sDA, ASE and EUI values for 

balanced option case are 0.90 (90 %), 0.09 (9 %) and 

89 kWh/(m2 yr), respectively.  

Comparing the results of performance metrics for 

the base case (explained in Section 4.1) and the 

balanced option case reveals that the latter is per-

forming effectively.  

4.5 Thermal Comfort Analysis 

By understanding the thermal behavior of the ex-

isting situation of factory buildings, owners can 

improve the indoor environment quality to in-

crease their production (Sayem et al., 2011). The 

fifth simulation was conducted for analyzing the 

PPD. In this process, thermal comfort performance 

was checked for Base case, Op1 (daylighting), Op2 

(energy), Op3 (balanced) and Op4 (balanced and 

changed materials). Design variables found in pre-

vious simulation results (presented in Table 3) 

were used in this study. In the base case, variables 

remain 0 (zero), as there were no windows, sun-

shades and skylights in reality. In Op4, variables 

were kept similar to Op3 (balanced), except for the 

changes of material for the roof and wall. 300 mm 

concrete, 80 mm insulation and 80 mm cement 

screed were used for the roof and walls. ClimateS-

tudio’s default script for spatial comfort analysis in 

the Grasshopper interface was used to run the PPD 

simulation. The building was considered non-AC 

during this simulation. Keeping the model static, 

the PPD analysis was performed by changing the 

values of design variables presented in Table 3.  

80

70

60

50

40

30

20

10

0

(%)

Base 
case

Op 1: 
Daylighting

Op 2: 
Energy

Op 4: Balanced 
and changed 

materials

1

Op 3: 
Balanced

 

Fig. 5 – PPD results for the base case, daylighting, energy, bal-

anced, and balanced and changed materials 

In the case of Op4, in the Grasshopper script, roof 

and wall materials were changed from zone set-

tings. Fig. 5 shows that the PPD value for the base 

case is 70 %, for Op1 32.9 %, for Op2 34.4 %, for 

Op3 35.9 % and for Op4 17.3 %. Although in 

ASHRAE standard below 10 % is recommended for 

thermal comfort, the value of 17.3 (below 20 %) for 

Op4 is also acceptable in the context of Bangladesh 

climate. The other 4 options do not comply with 

the ASHRAE standard and Bangladesh Standard 

(BNBC, 2020). 

5. Conclusion 

The global increase in demand for energy has gen-

erated pressure to save energy. Consequently, en-

ergy-efficient buildings are an important factor 

related to the energy issue (Jahangir et al., 2014). 

High-energy performance buildings can save pri-

mary energy and reduce CO2 emissions. Optimiza-

tion processes successfully present the ability to 

adapt to various design environments and provide 

design options with significant performance im-

provement. As a result, this method can be consid-

ered a valid approach (Fang, 2017). This research 

conducts three optimization processes and the re-

sults show that the configuration of the variables is 

changed in terms of Op1 (daylighting), Op2 (ener-

gy), and Op3 (balanced) (Table 3). The research 

recommends variables of Op3 (balanced) for RMG 

buildings in the context of Bangladesh, as it com-

plies with both daylight and energy optimization. 

On the other hand, in the case of thermal comfort 

analysis, Op4 (balanced and changed materials) 

shows the best results among the options studied.  

In a nutshell, the features for RMG buildings in the 

climatic context of Bangladesh are: WWR-north 

100 %, WWR-east 10 %, WWR-south 22.5 %, WWR-

west 10 %, shade depth north- 1.35 m, shade dept 

east- 1.58 m, shade depth south- 1.63 m, shade 

depth west- 1.55 m, skylight- 10 %, roof and wall 

materials: 300 mm concrete, 80 mm insulation, and 

80 mm cement screed performed the best among 

the options studied in terms of daylight penetra-

tion, energy consumption and providing thermal 

comfort. The features can be incorporated as strat-

egies for sustainable RMG building design in Bang-

ladesh.  
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Nomenclature 

AC  Air Conditioning 

ASE Annual Sunlight Exposure 

ASHRAE American Society of Heating, Refrig-

erating and Air-Conditioning Engi-

neers 

CSR ClimateStudio Results 

EUI Energy Use Intensity 

LEED Leadership in Energy and Environ-

mental Design 

PMV  Percentage of Mean Vote 

PPD Predicted Percentage of Dissatisfac-

tion 

RH Relative Humidity 

RMG Ready-Made Garment 

sDA Spatial Daylight Autonomy 
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Abstract 

Ceiling fans have been widely used for decades for provid-

ing thermal comfort in warm environments. They are an 

effective means of completely avoiding the use of energy-

intensive air conditioning systems in milder environmen-

tal conditions and of reducing the use of such systems in 

more severe and hotter thermal environments. Ceiling 

fans can generate an immediate cooling effect on people, 

as they act on both sensible and latent heat exchange be-

tween the human body and the moved air. However, one 

of the major potential limitations of ceiling fans is that they 

generate non-uniform velocity profiles, and their effect is 

highly dependent on the mutual position between body 

and fan. Thus, it is essential to carefully evaluate the posi-

tion in which they are installed to maximize their cooling 

effect where needed by people. CFD is a powerful tech-

nique for investigating the air velocity field generated by 

different ceiling fan configurations. Due to its high de-

mand for computational power and the need for having 

stable models, previous studies proposed different ap-

proaches to model ceiling fans in CFD with some simplifi-

cations. As the available computational power increases, 

so does the possibility of creating more realistic models, 

but too little is known about when the benefits produced 

by more complex models are overtaken by their computa-

tional costs. The aim of this study was to compare the re-

sults obtained by using two approaches to include the ceil-

ing fan into a CFD model, namely a detailed model of the 

geometry of the fan and a simplified implicit approach 

that emulates the effect of the fan only. The results illus-

trate that (a) both models capture the main regions of the 

air flow, (b) the implicit model provided considerably 

more accurate air speed values, (c) the computational time 

of the model with blades is one order of magnitude higher, 

and (d) fan geometry and meshing are the most critical is-

sues in the model with blades. 

1. Introduction 

Ceiling fans have been widely used for decades for 

providing thermal comfort in warm environments. 

They are an effective means of completely avoiding 

the use of energy-intensive air conditioning systems 

in milder environmental conditions, and of reduc-

ing their usage in more severe and hotter thermal 

environments (Babich et al., 2017a; Pasut et al., 2014; 

Schiavon & Melikov, 2008). Ceiling fans can gener-

ate an immediate cooling effect on people, as they 

act on both sensible and latent heat exchanging be-

tween the human body and the moved air. 

However, one of the major potential limitations of 

ceiling fans is that they generate non-uniform veloc-

ity profiles, and their effect is highly dependent on 

the mutual position between body and fan (Babich 

et al., 2021). Thus, it is essential to carefully evaluate 

the position in which they are installed to maximize 

their cooling effect where needed by people. 

Computational fluid dynamics (CFD) is a powerful 

technique for investigating the air velocity field gen-

erated by different ceiling fan configurations. Due 

to its high demand for computational power and the 

need for having stable models, previous studies 

proposed different approaches to model ceiling fans 

in CFD with some simplifications (Babich et al., 

2017b). As the available computational power in-

creases, so does the possibility of creating more re-

alistic models, but too little is known about when 

the benefits produced by more complex models are 

overtaken by their computational costs. 

The aim of this study was to compare the results ob-

tained by using two approaches to include the ceil-

ing fan into a CFD model, namely a detailed model 

of the geometry of the fan and a simplified implicit 

approach that emulates the effect of the fan only.  
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2. Methodology 

In this study, two identical set-ups were created in 

CFD apart from the ceiling fan. In the former, the 

fan was modeled as a ring to which a body force was 

applied, while in the latter the actual geometry of 

the blades was included. As a result, a moving mesh 

was used in the latter, while this was not needed in 

the former. Both models were validated with meas-

ured air velocity values. 

2.1 Features Common to Both Models 

In this study, the key features that are common to 

both models were taken from a CFD model origi-

nally developed for thermal comfort studies (Babich 

et al., 2017b).  

The geometry comprises an environmental chamber 

in which only a 120-cm-diameter ceiling fan was in-

stalled (Fig. 1). 36 monitoring points were placed in 

the model (3 heights; 12 points per height distrib-

uted on each level as shown in Fig. 2) in the very 

same locations of the original measurements.  

An unstructured mesh with ten prism layers (added 

adjacent to the walls to accurately model the bound-

ary layer near surfaces) was adopted. 

Transient simulations were performed to better mo-

del the real behavior of the ceiling fan. In the origi-

nal model, 3-minute simulations were performed. In 

this study, the simulation time was reduced to 1-mi-

nute to decrease the computational effort. To ensure 

that this was not altering the model results, a pre-

liminary test was performed. Using the original air 

speed values (available for each time step of the 

3-minute simulation for all 36 point), the average air 

speed in each monitoring point was calculated for a 

set of 60 s intervals (from 0 s – 60 s to 110 s – 170 s). 

The results showed negligible variations for a study 

that aimed at comparing two types of ceiling fan CFD 

modelling. For most points, the ratio between stand-

ard deviation and mean (i.e., the mean of the means 

of each interval) values was equal to 4 % or less (for 

instance, in point “centre 1300”, the std is 0.06 m/s, 

the mean 2.05 m/s, and their ratio 2.9 %). Only at a 

very few points was this ratio higher than 10 %. How-

ever, all these points were at a higher level (70 cm or 

130 cm above the floor) and far from the fan axis, and 

therefore in regions in which air speed values are 

considerably lower and less relevant.  

 

 

Fig. 1 – CFD model of the environmental chamber. In yellow, 36 

monitoring points (Babich et al., 2017b) 

 

Fig. 2 – Plan view of the environmental chamber with the meas-

urement locations (Babich et al., 2017b) 

Convergence criteria were set equal to 1e-05 for the 

RMS residuals, and an adaptive time step as a func-

tion of RMS Courant number was chosen, with the 

limit for the RMS Courant number set equal to 5. 

The SST (Shear Stress Transport) k-ω turbulence 

model was selected as it gave the most accurate re-

sults in the original study (best match with meas-

urements). 

All CFD simulations were performed with ANSYS 

CFX version 2021. For the mesh, ICEM CFD was 

used for its advanced capabilities. All simulations 

were performed using a workstation equipped with 

16 GB RAM and a 6-core Intel Xeon Gold 6154 CPU. 
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2.2 Fan Implicit Model (Without Blades) 

In this former model (Fig. 1), the ceiling fan was 

modeled as in the original study (Babich et al., 

2017b). A ring with the same diameter and distance 

from the ceiling (30 cm) as the actual fan was cre-

ated. At the centre of the ring, a cylindrical solid el-

ement was added to emulate the fact that, in a real 

ceiling fan, no air emanates from the centre. A mo-

mentum source defined by means of cylindrical 

components was applied to this ring: axial compo-

nent 55 kg m−2 s−2 (push air downwards), theta com-

ponent 8 kg m−2 s−2 (rotational movement), and ra-

dial component 0 kg m−2 s−2. This model led to a 

1,933,004-element mesh. 

2.3 Fan Explicit Model (With Blades) 

In this second model (Fig. 3), the ceiling fan was 

modeled in more detail by implementing its three 

blades and central part. To enable the rotation of the 

fan, two domains were defined in the CFD model, 

namely a rotating domain (i.e., the cylindrical ele-

ment shown in Fig. 3), which contained the fan, and 

a static domain (i.e., the remaining part of the room). 

One interface was used to link the two domains 

(lower and upper circles, and vertical side as shown 

in Fig. 3). In CFX, a “general connection” interface 

model and “transient rotor stator” were chosen. For 

mass and momentum, a “conservative interface 

flux” was used. The selected mesh connection 

method was “general grid interface” (GGI). 

In this case, the model required a rotational velocity 

as an input, and this was set equal to 290 rpm, which 

was the corresponding rotational velocity for which 

the original model (Babich et al., 2017b) was devel-

oped.  In this model, the total number of mesh ele-

ments is 2,088,669 (rotating domain = 217,150; re-

maining part of the room = 1,871,519). 

 

Fig. 3 – Ceiling fan with blades 

3. Results 

For both models, this section presents their capabil-

ity of capturing the main regions of the air flow gen-

erated by the ceiling fan, the predicted air speed val-

ues, and the computational power required. 

3.1 Regions of the Air Flow 

Both modeling approaches capture the key qualita-

tive features of the air flow generated by a ceiling 

fan (Fig. 4 and 5). In both cases, the main typical re-

gions of the air flow can be identified (Jain et al., 

2004; Wang et al., 2019), namely the region below 

the fan in which the highest speeds occur (excluding 

the small area immediately below the motor – also 

captured by both models), the regions near the floor 

and then the walls in which air (after having hit the 

floor) moves horizontally and then vertically to fi-

nally return to the blade areas, and lastly the re-

maining part of the room in which the lowest air 

speed values are usually recorded. In the region be-

low the fan, like in previous studies (Babich et al., 

2017b), the downward flow diverges with a variable 

half-cone angle depending on which time-step is an-

alyzed.  

However, by using the same scale (0.0 m/s to 

2.0 m/s) to show the results of both models, it clearly 

appears that the absolute air speed values generated 

by the two modeling approaches are considerably 

different, the values obtained with the detailed 

model being significantly lower in almost all re-

gions of the flow. This difference is particularly evi-

dent in the region below the fan in which the highest 

values are expected. On the other hand, there are no 

regions or other qualitative aspects of the flow that 

seem to be better captured by the detailed model. 

 

 

Fig. 4 – Air speed distribution - model without blades (scale from 

0.0 m/s to 2.0 m/s) 
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Fig. 5 – Air speed distribution - model with blades (scale from 0.0 

m/s to 2.0 m/s) 

3.2 Air Speed Values 

Comparing the air speed values calculated by the 

two models and the measured values taken from 

previous studies (Babich et al., 2017b), in all 36 

points the figures of the detailed model are consid-

erably below the predictions of the implicit model 

(Fig. 6). Moreover, in most points, the output of the 

model without blades is much closer to the meas-

ured values that the predictions of the model with 

blades. 

At the two higher levels (130 cm and 70 cm above 

the floor), the trend is very similar. Below the center 

of the fan and in the other points located in the re-

gion below the blades (r200 and r500), the air veloc-

ity obtained with the detailed model is approxi-

mately half the values generated by the implicit 

model, and the latter are usually in good agreement 

with measured values. Only in one (point r200 at 130 

cm height) does the model without blades also un-

derestimate the air speed, but it is still considerably 

closer to the measured value.  

Focusing on the points that are more distant from 

the fan (r800 to r2000, i.e., 80 cm to 200 cm away 

from the fan rotational axis), air speed values are 

typically below 0.5 m/s, but even in this region the 

model with blades outperformed the one with 

blades by providing results that are closer the meas-

urements.  

Only in the points placed under the perimeter of the 

ceiling fan (which are r600, north, west, south and 

east) the trend is less clear. Both models show lim-

ited capability of capturing this region, which is 

characterized by rapid air speed variations. For the 

model without blades, this was already noted when 

it was originally developed (Babich et al., 2017b). On 

the other hand, modeling the blades did not lead to 

any noticeable improvement in this region of the 

flow. 

At the lowest level (10 cm above the floor), the 

model without blades consistently underestimated 

the air speed values at all 12 points, and in none of 

them it proved to be superior to the model without 

blades. 

Thus, overall, the model with blades did not lead to 

better results in any of the regions of the air flow, 

being considerably less accurate (i.e., less close to 

measured values) than the implicit model. 

3.3 Computational Effort 

The computational effort required to complete the 

simulations is considerably different (Table 1). Us-

ing exactly the same workstation and hardware-re-

lated settings, the total clock time of the model with 

blades is one order of magnitude higher than the to-

tal clock time of the model without blades. While the 

former simulation was completed in less than 4 

hours, the latter required nearly 9 days.  

Table 1 – Computational time 

Model 
Total  

clock time 

Total  

clock time 

Without blades 1.354e+04 s 3h 45m 40s 

With blades 7.643e+05 s 8d 20h 18m 20s 
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Fig. 6 – Simulated (60 s average) and measured (Babich et al., 2017b) air speed values  

 

4. Discussion 

The results of this study showed how the model 

without blades in which the ceiling fan is implicitly 

modeled by applying a body force to a cylinder pro-

vided more accurate air speed values in less than a 

tenth of the time, while qualitatively capturing all 

the main regions of the air flow. Thus, in this study, 

this modeling approach proved to be superior to a 

more detailed approach by all aspects. Since the im-

plicit model had previously been fully validated 

based on experimental data (Babich et al., 2017b), it 

was expected to be accurate. However, the consid-

erably lower accuracy of the model with blades was 

less predictable. Therefore, questions arise as to 

why this happened, and if and when using a model 

with blades might be the best solution. 
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In this study, several key parameters were identical 

in both models. Both used the SST k-ω turbulence 

mode. For the implicit model, previous studies (Ba-

bich et al., 2017b) showed that this turbulence model 

led to the best agreement with measured values by 

testing several Reynolds Averaged Navier-Stokes 

(RANS) turbulence models. For the model with 

blades, although some tests could be performed, 

there are no evident reasons to think that the use of 

a different RANS model, such as the widely used 

Re-Normalisation Group (RNG) k-ɛ, might signifi-

cantly change the results. It might be also possible 

to explore the usability of other approaches to sim-

ulate the turbulence, such as large eddy simulation 

(LES). While the benefit (intended as better results) 

should be assessed, an increase in the computational 

time and in the set-up time would be certain. 

Moreover, in both modeling approaches, an adap-

tive time step was set by using the same target, 

which is RMS Courant number equal to 5. For the 

turbulence model, also in this case there is no reason 

to assume that using a stricter target would consid-

erably affect the results of the model with blades. 

However, the likelihood of a considerable increase 

in the computational time would be very high.  

Focusing on the model with blades, the elements 

that are therefore more likely to explain the poor 

performances are the geometry of the fan, its mesh-

ing, and the interface between the two domains (ro-

tating and stationary).  

While in the implicit model the geometry is largely 

simplified (only dimensions of the total and central 

motor diameters are required), a considerably larger 

number of geometrical parameters are needed when 

the blades are modeled. If a computer-aided draft-

ing (CAD) file is made available by the fan manu-

facturer, then the main effort is usually the cleaning 

of the geometry to remove all those small details 

that are required for production, but not CFD simu-

lations, since they would be likely to increase the 

number of mesh elements and therefore also the 

computational time. However, an oversimplifica-

tion might lead to inaccurate results.  

On the other hand, if a CAD file is not made available, 

the geometry must be created by the modeler starting 

from the measurement taken on the actual fan. In this 

case, the accurate representation of the blades is usu-

ally the most difficult and time-consuming part (es-

pecially when there are multiple curvatures and var-

iations of the profile). This is the approach used in 

this study. Further details could be added to try to 

improve the model predictions, but this is likely to 

increase the computational time, too. 

Likewise, the use of a finer mesh in the rotating part 

might enhance the results. In this study, the mini-

mum size of the surface mesh (on the fan surface) 

was 8 mm. This can be further reduced, and the 

overall meshing approach investigated in more de-

tail. However, also in this case the computational 

time is likely to grow. 

Focusing on the interface between the two domains, 

different settings might be evaluated, such as using 

three separate interfaces for the cylinder that encap-

sulates the fan to enable its rotation (upper circle, 

lower circle, and vertical side – Fig. 3). However, 

there are no evident reasons to expect considerably 

better results due to a change in the modeling of the 

domain interface only (ANSYS 2015). 

Thus, fan geometry and meshing are likely to be the 

two most critical issues to be addressed to improve 

the capabilities of the model with blades. Although 

this study showed the higher accuracy and lower 

computational cost of an implicit ceiling fan model, 

its main limitation is the fact that each rotational 

speed requires different values for the momentum 

source, and the definition of the most appropriate 

values needs experimental data. The outcome might 

be a discrete set of momentum values (particularly 

useful for fans with a finite number of rotational 

speed levels) or a function that calculates the mo-

mentum values for any given rotational speed 

(more appropriate when direct current – DC – mo-

tors are used). On the other hand, an explicit CFD 

model of a ceiling fan uses the rotational speed as 

an input and therefore would not need experimental 

validation for multiple rotational speeds.  

Thus, the main open question is whether it was bet-

ter to develop an implicit model (the main effort is 

the creation of the experimental data) or to opt for 

an explicit model with blades (the main effort is on 

geometry and mesh implementation, and then on 

computational power). Assuming that measure-

ments for different rotational speeds could be taken 

in one or two days, then the implicit model appears 

to be the best choice in most cases. However, espe-

cially if energy consumption for computing is not 
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considered, this might not be always the case (e.g., 

if a considerably high computational power such as 

a high-performance computing -HPC- cluster with 

hundreds of cores is available). 

5. Conclusion 

Ceiling fans are an effective means of  completely 

avoiding the use of energy-intensive air condition-

ing systems in milder environmental conditions, 

and for reducing their usage in more severe and hot-

ter thermal environments. CFD can be used to pre-

dict the air flow generated by ceiling fans, and there-

fore to better evaluate their capability of delivering 

comfort cooling.  

The aim of this study was to compare the results ob-

tained by using two approaches to include the ceil-

ing fan into a CFD model, namely a detailed model 

of the geometry of the fan and a simplified implicit 

approach that emulates the effect of the fan only. 

The main findings of this study are as follows. 

- both modeling approaches capture the key 

qualitative features of the air flow generated by 

a ceiling fan, and no relevant difference was 

noted. 

- comparing the air speed values calculated by 

the two models and the measured values, the 

implicit model proved to be considerably more 

accurate. Especially in the regions of the flow in 

which the most elevated air speeds occur (such 

as below the fan), the measured figures and the 

values predicted by the implicit model were 

close, while the values obtained by the detailed 

model were much lower (half on the others in 

several points). 

- using exactly the same workstation and hard-

ware-related settings, the total clock time of the 

model with blades is one order of magnitude 

higher than the total clock time of the model 

without blades (less than 4 hours as opposed to 

nearly 9 days). 

- fan geometry and meshing are likely to be the 

two most critical issues to be addressed to im-

prove the capabilities of the model with blades. 

However, the use of a more detailed geometry 

and finer mesh would increase the computa-

tional time (and related energy consumption). 

- the implicit model appears to be the best choice 

in most cases. 

Considering that the main limitation of the implicit 

model is the fact that each rotational speed requires 

different values for the momentum source, and the 

definition of the most appropriate values needs ex-

perimental data, further work will focus on the ge-

ometry and meshing of the fan in the explicit model 

(in which the rotational speed is directly set). 
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Abstract  

In recent Italian Law, the DM 11/01/2017 about Environmental 

criteria, reference values for the acoustic indoor quality de-

scriptors of public buildings are imposed. These refence val-

ues are in compliance with the national standards UNI 11532-

1 and UNI 11532-2. Part two of the series standard, in partic-

ular, describes the procedures and gives limit values for the 

acoustic comfort descriptors for schools. Regarding schools, 

adequate acoustic comfort targets are required in terms of in-

door noise level and acoustic quality. Indoor acoustic quality 

targets refer to reverberation time (RT), Clarity (C50) and/or  

speech intelligibility (STI). The limit values for these indoor 

acoustic quality parameters, established by the national stand-

ards, are related to the measurement methods results; how-

ever, it is necessary to use prediction methods to estimate 

these parameters during the design phase. The aim of this 

study is to verify the prediction method accuracy used to de-

termine intelligibility score. The study was developed to 

model the existing calculation method of speech transmission 

index (STI) in Matlab software to determine the acoustic 

speech intelligibility in school classrooms. A school building 

located in central Italy, in the Marche Region, was taken as a 

case study. This research aims to determine a correlation fac-

tor between the results of predictions and measurement 

speech intelligibility methods.  

1. Introduction  

The theme of the acoustic comfort (ambient noise, 

sound insulation, reverberation time, speech intelligi-

bility) in primary school classrooms, in secondary 

school classrooms, as well as in university classrooms, 

has been the focus of several studies all around the 

world (Sala & Viljanen, 1995; Zannin et al., 2009). High 

noise levels in classrooms cause students to tire early, 

their cognitive abilities to decline, and they do not un-

derstand the content of the lessons. Excessive noise, 

too high reverberation, or the combined presence of 

both these effects in a classroom could reduce speech 

intelligibility, which is defined as the percentage of a 

message understood correctly.  

The standard UNI EN ISO 9921 (UNI, 2004) specifies 

the requirements for the performance of speech com-

munication and recommends the level of speech com-

munication quality required for conveying compre-

hensive messages in several case studies. In (Pickett, 

2005) many measurements of the intelligibility of 

speech were made to calculate the disturbance pro-

duced by different amounts of vocal force. The results 

of this case study show less than 5 % deterioration in 

intelligibility over the range, from a moderately low 

voice to a very loud voice (55 to 78 dB in a free field at 

one m from the lips). Other studies (Bradley et al., 

1999; Yang & Bradley, 2009; Yang & Mak, 2018) have 

shown that speech intelligibility is influenced by re-

verberation time (RT), as well as by signal-to-noise ra-

tios (SNR).  

In (Choi, 2020), speech intelligibility tests were carried 

out in 12 university classrooms in Korea; the test re-

sults indicate that young adult listeners at  university 

have a mean score of 95 % correct at a signal-to-noise 

ratio (SNR) value of +3 dB(A), which is a considerably 

lower SNR value than for the younger students in ele-

mentary schools. As a result, much attention to the de-

velopment of effective objective indicators of quality 

and/or intelligibility are of particular interest, the 

measured parameters include reverberation time, 

early decay times, energy ratios, and STI values. The 

STI is a physical metric related to the intelligibility of 

speech degraded by additive noise and reverberation 

(Goldsworthy et al., 2004). Scientists nowadays con-

sider the STI to be the parameter that best reflects the 
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intelligibility of speech (in a sound transmission sys-

tem) (Steeneken & Houtgast, 1980). Consequently, the 

STI measure correlates well with subjective intelligi-

bility scores for stimuli distorted by linear filtering, re-

verberation, and additive noise. Experiments in litera-

ture evaluate the effectiveness of the prevision method 

at predicting speech intelligibility.  

In (Peters, 2020) the potential binaural effect of reduc-

ing reflection and reverberation was studied. These 

conditions create a reduction in intelligibility because 

echoes and strong discrete reflections, arriving late, 

lead directly to a wrong assessment when using the 

STI. Similarly, in (Schwerin & Paliwal, 2014) the STI 

approach was revisited and a variation was proposed 

which processes the modulation envelope in short-

time segments, requiring only an assumption of quasi-

stationarity (rather than the stationarity assumption of 

STI) of the modulation signal. Based on the tests in 

(Hongshan et al., 2020), the corresponding relation be-

tween STI and speech intelligibility in large spaces was 

modified, and a new rating threshold of STI was also 

proposed.  

This paper aims to determine a correlation factor be-

tween the results of prediction and measurement 

speech intelligibility methods. The study was devel-

oped to model the existing calculation method of 

speech transmission index (STI) to determine the 

acoustic speech intelligibility in some classrooms at 

the Faculty of Engineering of the Università Politec-

nica delle Marche, Italy. 

In this work, two sections are included. In the first, STI 

values are evaluated and calculated with the calcula-

tion method described in the annex L of BS EN 60268–

16 (BSI, 2020). In the second, the result of the simula-

tions is compared to the objective intelligibility 

measures in the same classes. 

2. Material And Methods 

2.1 Reference Values For Speech Trans-

mission Index (STI) 

The STI aims to objectively quantify speech intelligibil-

ity at a specific location in one environment when 

speech is produced through a normalized signal at an-

other specific location in the same environment. 

The STI index is based on the measurement of the Mod-

ulation Transfer Function (MTF). MTF quantifies the 

reduction in the modulation index of a test signal, de-

pending on the modulation frequency. For each modu-

lation frequency, the MTF is determined by the ratio 

between the modulation index of the signal at the lis-

tener, m0, and the modulation index of the test signal, 

mi. A family of MTF curves is determined, in which 

each curve is relative to each octave band of speech 

emission and is defined by the values that the modula-

tion index reduction factor m assumes for each modu-

lation frequency present in the envelope of a natural 

speech signal. For the STI index measurement, 7 octave 

bands, from 125 Hz to 8 kHz, and 14 modulation fre-

quencies, between 0.63 Hz and 12.5 Hz at one-third oc-

tave intervals, are considered. The 98 (7x14) m-values 

are finally summarized in a single index, the STI, vary-

ing between 0 and 1, which represents the effect of the 

transmission system on intelligibility. 

The STI quantifies the combined effect of background 

noise interference and reverberation on speech intelli-

gibility reduction, with or without sound amplification 

systems. 

The UNI EN ISO 9921 standard (UNI, 2004) establishes 

a relationship between STI value and their subjective 

assessment in terms of intelligibility for a normally 

hearing user. The values are shown in Table 1: 

Table 1 – Relation between STI and Speech Intelligibility according to 

UNI EN ISO 9921:2004, Table F.1 

Intelligibility 

rating 

Sentence 

score % 

STI 

Excellent 100 > 0.75 

Good 100 0.60 to 0.75 

Fair 100 0.45 to 0.60 

Poor 70 to 100 0.30 to 0.45 

Bad < 70 < 0.30 

 

Another classification of speech intelligibility is pro-

vided in of BS EN 60268–16 (BSI, 2020); the standard 

defines qualification intervals for the levels of STI ob-

tained, as shown in the following Fig. 1. The typical STI 

requirements for dedicated applications are also pro-

vided in Fig. 2. 
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Fig. 1 – Qualification intervals for STI levels 

 

Fig. 2 – Value for STI qualification bands and typical applications 

There are two measurement methods for STI: the direct 

and indirect method. The direct method uses modu-

lated (speech-like) test signals to directly measure the 

modulation transfer function. Typically modified Pink 

Noise with modulation frequencies was used. In this 

case, the measurement signal is either applied as an 

electric input to the system or through a “human 

speaker” loudspeaker to a microphone. The indirect 

method uses impulse response and forward energy in-

tegration (Schroeder integral) to derive the modulation 

transfer function. STI can be measured at the same time 

as other room acoustic parameters. This means that 

speech intelligibility will normally be measured using 

an omnidirectional speaker. 

2.2 Room Descriptions and Measurements 

The university building is in a suburban area of Ancona 

city, away from road traffic and other environmental 

noise sources. In addition, the classrooms are located at 

the rear of the building in relation to the access road. 

The external SPL during the daytime period is between 

45 and 55 dB(A). 

For the assessment of speech intelligibility, the AT2 

classroom, belonging to the Engineering Faculty of the 

Marche Polytechnic University, was chosen as a case 

study. Classroom AT2 has a volume of 378 m3, an aver-

age height of 3 m and a base area of 126 m2. 

The classroom has a sound-absorbing acoustic ceiling, 

wooden chairs, and tables. The windowed surface oc-

cupies 1/3 of the total surface of the concrete perimeter 

walls. Fig. 3 shows AT2 classroom, and the measure-

ment positions, as required by UNI 11532-2 (UNI, 

2020). 

 

 

Fig. 3 – Plan of classroom AT2 

The measurements in the classroom were done at four 

measurement points, chosen in compliance with UNI 

11532 standard. Three positions were selected along the 

imaginary line traced on the longitudinal axis of the 

classroom, between the sound source and the back of 

the classroom, and a position was selected as repre-

sentative of the most unfavorable listening condition 

(due to background noise, distance from the speaker, 

etc.). The STI measurements were derived from the im-

pulse response measures and background noise 

measures with the indirect methodology proposed by 

BS EN 60268–16 (BSI, 2020). 

Table 3 shows the results of STI for each measurement 

point and the STI mean value, without and with meas-

urement uncertainty. 

Table 3 – Value of STI for single point of measure, STI mean and STI 

mean with measurement uncertainty 

STI 

(P1) 

STI  

(P2) 

STI  

(P3) 

STI  

(P4) 

STI  

mean 

0.61 0.60 0.58 0.56 0.56 

STI mean with meas-

urement uncertainty 

Speech quality in accordance 

with CEI EN 60268-16 

0.53 FAIR 
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3. STI Prediction Using Indirect Method 

Prediction of the STI of a sound system may be based 

on the MTF matrix that is calculated from the predicted 

room acoustic and electro-acoustic parameters and 

from the measured or estimated background noise lev-

els, for each octave band contributing to the STI version 

chosen.  The STI measure uses artificial signals (e.g., 

sinewave-modulated signals) as probe signals to assess 

the reduction in signal modulation in several frequency 

bands and for a range of modulation frequencies (0.6–

12.5 Hz).  

As requested in the reference standard, the speech 

spectrum at 1 meter in front of the mouth of a male 

speaker with the ambient noise spectrum reported in 

the Table H.1 of UNI EN ISO 9921:2004, see Table 4 and 

Table 5 was concatenated. 

Table 4 – Speech spectrum at 1m in front of the mouth of a male 

speaker to UNI EN ISO 9921:2004, Table H.2 

Octave 

band 

(Hz) 

125 250 500 1000 2000 4000 8000 

SPL@1m 

(dB) 
62.9 62.9 59.2 53.2 47.2 41.2 35.2 

Table 5 – Ambient noise spectrum according to UNI EN ISO 

9921:2004, Table H.1 

Octave 

band 

(Hz) 

125 250 500 1000 2000 4000 8000 

SPL@1m 

(dB) 
41 43 50 53,2 47 42 39 

 

The STI was calculated based on modulation transfer 

function (MTF) and the calculations used the method 

of Houtgast and Steeneken (1973). 

In (UNI, 2020) for the calculation of the STI in class-

rooms without amplification system and with volumes 

> 250 m3, an emission signal at 1m in axis to the source 

equal to 70 dB is required. So, for the calculation of the 

predictive STI, the reference signal of the speech was 

increased by 10 dB. 

The modulation transfer function of the transmission 

path may be quantified by comparing the ratio of the 

modulation depth at the output and input of the test 

signal, and it was be written as Eq. (1): 

 

𝑚(𝑓𝑚) =
| ∫ ℎ(𝑡)2𝑒−𝑗2𝜋𝑓𝑚𝑡

𝑑𝑡|
∞

0

∫ ℎ(𝑡)2𝑑𝑡
∞

0

∙ [1 + 10−
𝑆𝑁𝑅

10 ]−1            (1) 

 

where: 

- 𝑚(𝑓𝑚) is the modulation transfer function of the 

transmission channel 

- ℎ(𝑡) is the impulse response of the transmission chan-

nel 

-SNR is the signal-to-noise ratio in dB 

Considering a diffuse reverberant field, the impulse re-

sponse was written as Eq. (2): 

 

ℎ(𝑡) =
𝑄

𝑟2
∙ 𝛿(𝑡) +

13,8 Q

𝑟𝑐
2𝑇

𝑒
−13,8 𝑡

𝑇                                     (2) 

 

where: 

- 𝑄 is the directivity factor for the sound source (talker) 

-r is the talker-to-listener distance 

-T is the reverberation time of the room space 

 

The reverberation time was calculated with the method 

described in UNI EN 12354-6 (UNI, 2006), starting from 

the acoustic absorption of the room. The impulse re-

sponse of the classroom was calculated in the four dif-

ferent positions of the room.  

 

The standard UNI 11532-2:2020 in Paragraph 4.5 de-

fines an optimal reverberation time, Tott , correspond-

ing with  a conventional occupation of the environment 

equal to 80 % for categories A1, A2, A3, A4. The cate-

gories of the environment, in relation to the destined 

use, are reported in Table 6. 

Table 6 – Categories of the environment in relation to the destined 

use according to UNI 11532-2:2020 

CATEGORY 

Activities in the 

environment 

Methods of  

intervention 

A1 Music 

Objective 

achieved with 

integrated de-

sign of geome-

try, furniture, 

residual noise 

control 

A2 Spoken / conference 

A3 

Lesson / communi-

cation as speech and 

lecture 

A4 

Special classroom 

lecture / communica-

tion 

A5 Sport  

A6 

Areas and spaces not 

intended for learn-

ing and libraries 

Objective 

achieved with 

sound absorp-

tion and resid-

ual noise control 

The reference values for optimal reverberation time for 

A1-A4 categories are reported in Table 7. 
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Table 7 – Categories of the occupied environment in relation to the 

destined use according to UNI 11532-2:2020 

CATEGORY Occupied environment 80 % 

A1 
Tott = (0.45Log(V) + 0.07) 

(30 m3 < V < 1000 m3) 

A2 
Tott = (0.37Log(V) - 0.14) 

(50 m3 < V < 5000 m3) 

A3 
Tott = (0.32Log(V) – 0.17) 

(30 m3 < V < 5000 m3) 

A4 
Tott = (0.26Log(V) - 0.14) 

(30 m3 < V < 500 m3) 

 

In Fig. 4, the graph of the simulated reverberation time 

vs measured reverberation time, for a conventional oc-

cupation of the environment equal to 80 %, is reported. 

 

 

Fig. 4 – Reverberation time value in the octave bands between 125 Hz 

and 4000 Hz simulated (empty room) and measured 

A constant MTF over the modulation frequencies indi-

cates that speech intelligibility is mainly determined by 

background noise. A continuously decreasing MTF in-

dicates an important influence of the reverberation and 

an MTF that decreases first and then increases again in-

dicates the presence of an echo. Fig. 5 shows the result 

of the simulation of the modulation transfer function in 

the 7 octave bands calculated for P1. 

The STI index can be finally obtained by using the 

weighted average method for the modulation transmis-

sion index on the considered octave bands Eq. (3): 

 

𝑆𝑇𝐼 =  ∑ (𝑎𝑘 𝑥  𝑀𝑇𝐼𝑘 )
7
𝑘=1 − ∑ 𝛽𝑘 𝑥 (𝑀𝑇𝐼𝑘 𝑥 𝑀𝑇𝐼𝑘+1)

1
2⁄6

𝑘=1       (3) 

 

 

 

 

 

Where: 

- αk is the weight coefficient of octave band fm 

- βk is the redundancy factor between octave band 𝑘 

and octave band 𝑘 + 1.  

 

Fig. 5 – Modulation transmission ratio in the 7 octave bands 

Table 8 shows the relationship between αk, βk and MTI𝑘 

to determine the STI for P1. 

Table 8 – Result of the calculation for the P1 

Frequency 

[Hz] 
125 250 500 1000 2000 4000 8000 

𝐚𝐤 𝐦𝐚𝐥𝐞 0.085 0.127 0.230 0.233 0.309 0.224 0.173 

Combined 

𝐌𝐓𝐈𝐤 x 𝐚𝐤  

weighting 

0.054 0.090 0.163 0.157 0.207 0.118 0.071 

𝛃𝐤 𝐦𝐚𝐥𝐞 0.085 0.078 0.065 0.011 0.047 0.095 0.000 

Combined 

𝐌𝐓𝐈𝐤 x 𝛃𝐤  

weighting 

0.054 0.055 0.046 0.007 0.032 0.005 0.000 

sum  𝐚𝐤  * 

𝐌𝐓𝐈𝐤 
0.860  

sum 𝛃𝐤 * 

𝐌𝐓𝐈𝐤 
0.244  

STI (P1) 0.62  

 

The same calculation was carried out for all the posi-

tions and the STI simulation results are shown in Ta-

ble 9. 
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Table 9 – Results of the calculation of STI for P1, P2, P3 P4 and 

STI mean 

 

STI 

(P1) 

STI  

(P2) 

STI  

(P3) 

STI  

(P4) 

STI  

mean 

0.62 0.55 0.53 0.53 0.55 

STI mean with meas-

urement uncertainty 

Speech quality in accordance 

with CEI EN 60268-16 

0.53 FAIR 

4. Results 

From the comparison between the results of STI ob-

tained between measured and simulated values, it can 

be seen that the difference is very low. This attests that 

the predictive model turns out to be very effective to 

ensure a good internal quality of the classrooms during 

the design phase.  

In particular, the STI mean, simulated and measured, is 

equal and, in both cases, speech intelligibility is FAIR 

in accordance with the reference standard. 

Considering the results of simulations and according to 

the background literature, a statistical analysis for the 

case study was carried out.  

The proposed correlation model between the measure-

ments of STI versus the simulations of STI is based on 

a polynomial function, according to the following 

Eq. 4. 

 

y=ax3+bx2+cx+d    (4)  

 

where 𝑦 is the response variable and a, b, c, d represents 

partial correlation coefficients (coefficients with 95 % 

confidence bound). 

 

 

Fig. 6 – Best fit polynomial curve and residuals of the STI_m vs STI_p considered for each point of measure 
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Table 10 – Results of the polynomial regression 

DFE SSE R2 R RMSE 

1 5.18 0.89 0.60 0.02 

 

The result of the correlation shows the statistical signif-

icance is indicated by the R2 = 0.89 and this represents a 

good correlation between the variables (Fig. 6; Ta-

ble 10). 

5. Conclusions 

This paper systematically provides the flow of STI in-

direct test method specified in BS EN 60268-16 and in-

troduces in detail the calculation formula involved in 

the indirect method, with reference to Schroeder's Fre-

quency analysis and therefore to the limits of validity 

of the sound equations of classical theory, associated 

with the simulation of the room.  

The study highlighted that the one of the major prob-

lems when developing this type of prediction is repre-

sented by the error generated by a low signal-to-noise 

ratio. Therefore, the choice of the speech spectrum, as 

well as the residual noise setting, represents an im-

portant choice in order for overestimation errors of the 

STI not to be incurred.  

Although the standard is clear in recommending stand-

ard spectra, a possible solution could be to simulate the 

environment impulse response using a commercial 

room acoustic software and enter, in the input phase, 

an environmental noise that could be representative of 

the acoustic scene of the room. 

Nomenclature 

Symbols 

STI Speech transmission index 

IS Intelligibility score 

MTF Modulation transfer function 

SPL 

STI_m 

Sound pressure level 

Speech transmission index (meas-

ured) 

STI_p Speech transmission index (pre-

dicted) 
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Abstract  

One of the possible solutions for renovating building 

heating systems is the use of hybrid systems, which con-

sists of coupling heat pumps with traditional natural gas 

boilers. Hybrid Heat Pump systems are typically con-

trolled to run the heat pump when the outside 

temperature is not too low, maintaining acceptable costs 

and good energy efficiency levels. However, when build-

ings also have a certain level of thermal inertia, proper 

management of the hybrid system can allow some 

flexibility. Especially in presence of non-programmable 

renewable sources, the control strategy can play an 

important role to maximize self-consumption.  

The aim of this work is to assess the role of the control 

strategy in achieving this objective in relation to the cost 

reduction potential for energy bills. In particular, we 

investigate how much it is worth using an advanced con-

trol technique (e.g., a Model Predictive Control) compared 

to a Ruled Based Control to regulate the hybrid heating 

system of a residential building. The paper analyses a case 

study in which a building, equipped with Hybrid Heat 

Pump system assisted by photovoltaic panels serving a 

radiant floor, is controlled both through a Model Predic-

tive and a designed Ruled Based Control. The objective of 

the controls is to minimize the energy bill for heating. The 

results are intended to assess whether the added com-

plexity of the best performing model predictive control is 

justified by the magnitude of the performance increase 

that is obtained. 

1. Introduction 

In recent years, Heat Pumps (HPs) have seen an 

increase in their use in residential buildings. Ac-

cording to the International Energy Agency (IEA, 

2021), as of 2015, there has been an upward trend in 

HP sales within the European market, with an 

average annual growth rate of 12 %.  

In the context of energy transition, HPs can offer a 

good solution for reducing energy consumption, as 

they give the possibility of using renewable energy 

sources such as aerothermal, geothermal and hydro-

thermal (Madonna et al., 2013), in addition to pro-

ducing thermal energy through electricity (coming 

from the grid or produced on site).  

The capability to correlate the thermal demand to 

electricity consumption is one of the most interest-

ing aspects of HPs for  unlocking the energy flexibi-

lity in buildings: the different levels of thermal in-

ertia, which are already contained in buildings 

(thermal mass of the envelope or thermal storage 

devices), can be exploited to provide flexibility to 

the electricity grid.  

One of the most frequently adopted solutions for 

exploiting the advantages of HPs, while main-

taining acceptable costs and good levels of energy 

efficiency, are hybrid systems. In a Hybrid Heat 

Pump (HHP) system, the heat demand of the build-

ing is met by a HP coupled with a traditional boiler 

(EHI, 2020). This system is particularly useful in the 

presence of air-source HPs, since their performance 

depends heavily on the external climatic conditions. 

Although most HPs are installed in new construc-

tions (IEA, 2021), hybrid systems present  a good 

solution for home renovations (Dongellini et al., 

2021). Indeed, in Italy, where the building stock is 

rather dated, the market of HHPs is one of the 

largest in the European Union, with about 7000 

units sold in 2018 (EHI, 2020). 

As for HP systems, a fundamental role is played by 

the control technique adopted also in HHP systems.  

To activate energy flexibility and optimize the ma-
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nagement of sources, Model Predictive Controls 

(MPCs) are widespread. MPCs refer to an optimi-

zation problem to select the optimal set of control 

actions to minimize a given objective function at 

each time step.  

There are many works available in the literature on 

the evaluation of the effectiveness of a MPC com-

pared to a simpler Rule Based Control (RBC) for 

HPs. Fischer et al. (Fischer et al., 2017) have 

compared five different control methods, aimed at 

considering cases where the cost of electricity is 

constant, variable or cost-free in order to exploit 

self-consumption in a multi-family house equipped 

with an air-source HP supported by Photovoltaic 

(PV) panels and coupled to storage for domestic hot 

water. According to the authors, MPCs are  more 

efficient than RBCs, with cost reductions of 6–16 % 

and 2–4 %, respectively. Zanetti et al. (2020) 

modeled an HHP, consisting of an air-to-water unit 

and a gas-fire boiler, assisted by PV panels and 

coupled to a water tank, serving a school supplied 

with floor heating. Comparing an RBC with an 

optimal control, from a thermal comfort point of 

view, the two controls provide similar results; 

regarding energy costs, the optimal control per-

forms better as it allows savings of up to 20 % with 

an increase in self-consumption from 67 % (RBC) to 

almost 100 %. Ahmad et al. (Ahmad et al., 2013) 

have modeled a small house with an integrated HP 

via solar collector through a water tank for heating 

and hot water production. When compared to a 

simple RBC, the MPC was able to deliver savings of 

up to 9 %. From the comparison, the better perfor-

mance of an optimized control is evident; however, 

as mentioned in (Fischer et al., 2017), its computa-

tional modeling and control fitting effort should be 

considered. 

In this respect, this paper wants to analyze whether 

such advanced control techniques are worth using 

to control the heating system of a residential build-

ing according to a certain objective. In this regard, 

the paper proposes an analysis, in a simulation 

environment, of a case study in which a typical 

residential building subject to renovation, equipped 

with a HHP system assisted by PV panels and 

supplying a radiant floor, is controlled both through 

an MPC and a properly designed RBC. The main 

objective of the controls is to minimize the costs in 

the electricity bill for heating. 

2. Methodology 

In order to assess the need for predictive control in 

an HHP system, the use of MPC and RBCs are com-

pared in a residential building. In both cases, the 

controls aim to select the technology to be used (i.e., 

boiler or HP) to achieve economic savings, maxi-

mize the self-consumption of renewable sources 

and maintain thermal comfort. The comparison 

between MPC and RBC is carried out in a simulation 

environment. TRNSYS (TRNSYS 17, 2014) is 

selected to model the energy dynamics of the build-

ing. RBC is also modeled in TRNSYS, while 

MATLAB (MATLAB, 2014) is used for the MPC. The 

performance of RBC and MPC are evaluated by 

comparing the cost for satisfying the thermal de-

mand of the building, the ability to maintain ther-

mal comfort and the degree of exploitation of 

electricity produced by a PV plant installed on site. 

More details regarding the formulation of MPC and 

RBC are reported in the following subsections: sub-

section 2.1 describes the RBC, while in subsection 

2.2 the formulation of MPC is explained.  

2.1 Rule Based Control  

RBC control is based on the determination of the 

external temperature (cut-off temperature) above 

which it is convenient to use the HP instead of the 

boiler. The cut-off temperature (Tcut-off) is 

determined through a comparison of the cost 

required to produce 1 kWhth. For the HP, the cost is 

obtained considering the price of electricity with-

drawal from the grid (cE). To obtain the electrical 

energy absorbed by the HP, it was necessary to 

model the dependence of the COP on the tempera-

tures of the air sources and the capacity ratio (CR). 

The model is based on the indications contained in 

EN 14825:2018 (CEN, 2018), starting from the 

performance map provided by the manufacturers. 

Since TRNSYS does not currently have a Type that 

allows modeling of a variable capacity HP, a new 

Type was developed by the authors, called Type 

2701 (Ercoli et al., 2022). For the boiler, the cost of 

satisfying the heat demand is calculated by 
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multiplying the price of Natural Gas (cNG) by its 

volume used. The latter is obtained by dividing the 

heat by the efficiency of the boiler (ηBO) and by the 

Higher Heating Value, HHV (condensing gas-fired 

boiler). Since also the availability of electricity from 

renewable sources is considered, two types of RBC 

were formulated: (i) base RBC (bRBC) and (ii) 

advanced RBC (aRBC). The bRBC is the simplest 

control where the switch between boiler and HP is 

determined only by Tcut-off. In addition, in the bRBC 

there is a thermostat that maintains the indoor air 

temperature (Tair) within a comfort range (2021 °C). 

On the other hand, the aRBC is set to force the HP 

to turn on regardless of Tcut-off when a certain 

threshold of availability of PV is exceeded. It has 

been assumed as the minimum electrical power 

required for the minimum modulation of the HP 

(minimum CR of 0.3). To take advantage of the 

storage capacity of the heating system, the aRBC can 

exploit a wider comfort range (20 - 22 °C). However, 

in the absence of sufficient availability from PV, the 

HP and the boiler alternate their operation 

according to the set Tcut-off and the thermostat is 

maintained within the 20 – 21 °C range. 

2.2 Model Predictive Control 

An MPC based on the system model was developed 

as an advanced control technique. The MPC can be 

divided into two parts: (i) the model of the system 

to be controlled and (ii) the optimizer. The system 

model (i) is responsible for forecasting the 

building's thermal demand. A lumped-parameter 

model based on the thermal-electricity analogy is 

used. Fig. 1 shows the structure of the resistances 

and capacitances (RC) network. It is composed of 

three thermal nodes. Each of them is represented by 

a capacitance (C) and a temperature (T). In parti-

cular, the thermal nodes represent the mass of the 

building envelope (Ce, Te), the internal air (Cair, Tair) 

and the floor (Cf, Tf). The three thermal conduct-

ances Kea, Kfa and Kfg model the heat flow between 

the three nodes, while the conductances Kw and Keo 

model the heat flow between the external air (out-

door temperature, To) and Tair and Te, respectively. 

The thermal flows entering the model are the solar 

gains (Gs) and the heating power provided by the 

heating system (Qh). Since, as reported in Section 3, 

the building is equipped with a radiant floor heating 

system, QH is directly applied to the thermal node of 

the floor (Fig. 1). 

 

Fig. 1 – Third-order RC network building model 

To obtain the numerical values of the parameters 

(Ce, Cair, Cf, Kea, Kfa, Kfg, Kw, Keo, ff and fs), the model 

was trained starting from the data obtained from the 

building simulation in TRNSYS (Root Mean Square 

Error of 0.16 °C in the training period involving the 

whole month of January). 

With this structure, the model can be represented 

with a discrete state space formulation (Eq. 1 and 2):  

X(k+Δk) = A∙X(k)+B∙U(k) (1) 

Y(k+Δk) = C∙X(k)+D∙U(k) (2) 

with the vector X = [Tair Te Tf]T, which  represents the 

state of the system at each timestep k (Δk is the time 

interval between two timesteps), U = [To QH Gs]T the 

input vector and Y the vector contains the output 

(Tair). A, B, C and D are time-invariant real matrices 

depending on the parameters of the system.  

The model, therefore, can simulate the thermal dy-

namics of the building. At this point, the optimizer 

(ii) must select the best control actions of the HHP 

system to maintain the Tair within an accepted 

comfort range. As in the case of aRBC (subsection 

2.1), also in this case a greater tolerance is granted 

to the thermostat (20 - 22 °C) to increase the 

exploitation of the thermal inertia of the building. 

The control actions to be set are the control signals 

for the HP and the boiler (1/0 control signals: ctrlHP 

and ctrlBO). The objective of the optimization is to 

minimize the energy bill over a forecast period (FP). 

To do this, a Linear Programming optimization 

problem was formulated (Eq. 3, 4, 5, 6 and 7). 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒∑(
𝑄𝐻𝑃(𝑘)

𝐶𝑂𝑃(𝑘)
∙ 𝑐𝐸(𝑘)

𝐹𝑃

𝑘

+
𝑄𝐵𝑂(𝑘)

𝜂𝐵𝑂 ∙ 𝐻𝐻𝑉
∙ 𝑐𝑁𝐺) 

(3) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡  

∀𝑘 = 1,… , 𝐹𝑃𝑇𝑚𝑖𝑛 ≤ 𝑇𝑎𝑖𝑟(𝑘) ≤ 𝑇𝑚𝑎𝑥 (4) 

∀𝑘 = 1,… , 𝐹𝑃0 ≤ 𝑄𝐻𝑃(𝑘) ≤ 𝑄𝑚𝑎𝑥𝐻𝑃(𝑘) (5) 
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∀𝑘 = 1,… , 𝐹𝑃0 ≤ 𝑄𝐵𝑂(𝑘) ≤ 𝑄𝑚𝑎𝑥𝐵𝑃 (6) 

∀𝑘 = 1,… , 𝐹𝑃𝑄𝐵𝑂(𝑘)+𝑄𝐻𝑃(𝑘) = 𝑄𝐻(𝑘) (7) 

 

Referring to Eq. 3, QHP and QBO are the thermal 

powers supplied by the HP and the boiler, 

respectively. These are the decision variables of the 

optimization problem. They can assume values 

between 0 and the maximum capacity of the HP 

(QmaxHP) and the boiler (QmaxBO), respectively. Eq. 4 

contains the predictive model of the building. Eq. 5 

and 6 set the boundary conditions for QHP and QBO. 

Finally, the constraint expressed by Eq. 7 is also in-

serted in order not to operate the HP and the boiler 

simultaneously (QH expresses the building load 

curve, Section 3). To incentivize the consumption of 

electricity produced by PV, a cost equal to 0 Eur 

kWhe-1 is assigned to the electricity produced by PV.  

In general, Fig. 2 describes the dynamic behavior of 

the MPC. The MPC solves the optimization problem 

at each timestep k.  

 

 

Fig. 2 – Schematic of the MPC 

The actual temperatures (Tair and Tf) are passed as 

starting conditions to the MPC. Based on the reced-

ing horizon principle (Rawlings & Mayne, 2012), the 

MPC establishes the values of the control actions 

ctrlHP(k+Δk) and ctrlBO(k+ Δk). These are derived 

from decision variables. Especially if QHP(k+Δk) is 

greater than 0, ctrlHP(k+Δk) is 1, otherwise it is 0 (the 

same for ctrlBO). 

3. Case Study 

A refurbishment for a residential building was 

considered as a case study. A single-family house 

whose construction characteristics refer to a period 

between 1991 and 2005 (Tabula Project (Corrado et 

al., 2014)) was chosen as an original building. The 

building has a heated surface of 96 m2 with a net 

heated volume of 299 m3. Table 1 contains the com-

parison between the thermal transmittances (U-va-

lues) of the original and the renovated building. 

Only the structures of the external walls and the 

windows were modified in the refurbishment 

(Table 1). In particular, the updated values were 

extrapolated from the most recent Italian regulation 

(DM, 2020). 

Table 1 – U-values for renovated and original building 

Building 

Status 

Walls 

(Wm-2K-1) 

Roof 

(Wm-2K-1) 

Floor 

(Wm-2K-1) 

Windows 

(Wm-2K-1) 

Renovated 0.25 0.69 0.77 1.40 

Original 0.59 0.69 0.77 1.70 

 

For the simulations in TRNSYS, the climate file for a 

typical year of Ancona (43°37′N-13°31′E, Italy) was 

considered. Given an outdoor design temperature 

of -2 °C (UNI, 1976) and a Tair of 20 °C, the renovated 

building has a design peak load of 4.25 kWth.  

As mentioned, the heating system adopted in the 

renovated building is an HHP. It is composed of a 

modulating Air to Water Heat Pump (AWHP) and 

a condensing gas-fired boiler. To perform the study, 

commercial sizes of AWHP and boiler were taken as 

a baseline. For the HP, the operating characteristics 

were extrapolated from the data provided by a 

manufacturer. It presents a commercial size with 

4.50 kWth and 4.64 as COP, referred to an ambient 

temperature of 7 °C and a supply temperature of 

35 °C. The boiler, on the other hand, has a capacity 

of 19 kWth and an efficiency of 98 %, referred to the 

HHV (10.70 kWh Sm-3).  

As emission system, radiant floor heating was con-

sidered. The regulation of the heating system takes 

place with a compensation curve for the supply tem-

perature (Fig. 3). The latter was calculated from the 

building load curve (QH) according to the To varia-

tion (Fig. 3). 
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Fig. 3 – Building load curve (QH) and compensation curve 

By applying the methodology described in Section 

2.1 to the case study, the Tcut-off obtained is 4 ° C. This 

was achieved by considering a natural gas cost of 

1.225 Eur Sm-3 and an electricity cost of 0.388 Eur 

kWhe-1 (ENEL, 2022). The renovated building was 

also equipped with a PV system installed on site. 

The PV plant consists of 12 monocrystalline silicon 

panels for a nominal peak power of 3.80 kWe. 

4. Results 

A reference period was selected to compare the 

performance of MPC and RBC, i.e., the first two 

weeks of January. The analysis of the results will 

first be presented for the two RBC controls (4.1), to 

then be extended to the case of MPC (4.2). Finally, 

in section 4.3, we will try to answer the original 

question: “Is it worth using predictive control?”. 

4.1 Results for RBCs 

The comparison between the internal air tempera-

ture trend in the case of bRBC and aRBC is shown 

in Figs. 4 and 5. In both bRBC and aRBC, there is a 

certain period in which the air temperature does not 

respect the thresholds set on the thermostat (Section 

2.1). In the case of bRBC (Fig. 4), the air temperature 

drops below the minimum threshold (i.e., 20 °C) for 

the 2 % of the time (7 hours), reaching a minimum 

of 19.43 °C. From this point of view, better behavior 

is obtained with the aRBC. In fact, looking at Fig. 5, 

the air temperature assumes values lower than 20 °C 

for 1 hr and 30 mins (0.45 % of the time), reaching a 

minimum of 19.93 °C.  

As for the upper temperature threshold, this is 

different between the two controls when PV is 

available. In fact, the aRBC can exploit the flexibility 

of the thermostat to increase PV self-consumption 

and reach 22 °C. Comparing Fig. 4 and 5, it can be 

noted that there is a greater exploitation of the 

upper band granted to the thermostat in case of 

aRBC. Indeed, the average air temperature in case of 

bRBC is 20.47 °C, while it becomes 20.62 °C with the 

aRBC. Furthermore, with the aRBC, the air 

temperature exceeded the upper limit of 22 °C for a 

time of 2 hrs and 45 mins (about 0.82 % of the time) 

with a peak of 22.48 °C.  

 

Fig. 4 – Internal air temperature (Tair) and self-consumption signals 

during basic RBC (bRBC) use 

 

Fig. 5 – Internal air temperature (Tair) and self-consumption signals 

during advanced RBC (aRBC) use 

 

Figs. 6 and 7 show the involvement of the single 

technologies (AWHP and boiler) in the case of the 

RBCs. From the comparison of Figs. 6 and 7, with 

bRBC, there is a higher utilization of the boiler and 

higher thermal demand peaks than in the case 

where the aRBC is used. In addition, from Fig. 7, 

there is an increase in AWHP utilization through 

use of the aRBC, since, as described in Section 2.1, 

the control is set to force the AWHP to turn on 

regardless of Tcut-off. In particular, the AWHP is 

found to be operating for 141 hrs and 45 mins 

through aRBC, 6.98 % more than bRBC. The boiler, 

on the other hand, works 7.17 % less during use of 

the aRBC than the basic one, for a total time of 61 

hrs and 30 mins. Also, comparing Figs. 6 and 7, in 

addition to an increase of AWHP application, it is 

also possible to see a slight increase in the PV self-

consumption by aRBC.  
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Fig. 6 – Thermal demand (QH) trends and self-consumption signals 

during bRBC use 

 

Fig. 7 – Thermal demand (QH) trends and self-consumption signals 

during aRBC use 

The difference in utilization between the two RBCs 

can also be seen through the thermal demand via 

Fig. 8; from the comparison with the bRBC, the use 

of the aRBC involves an increase of the thermal 

demand of 6.46 % covered by the AWHP and a 

decrease of 7.18 % for the contribution of the boiler. 

 

Fig. 8 – Thermal demand of the hybrid system, AWHP and boiler 

during the application of the three controls 

The differences in terms of PV exploitation are also 

highlighted in Fig. 9, where the self-consumption of 

electric energy during advanced control is 6.43% 

higher than that through bRBC.  

In terms of performance, the use of aRBC results in 

a slight reduction of 0.26 % in average COP, with a 

value of 4.21 compared with  that of the bRBC of 

4.22. Despite the slight decrease in average COP, the 

lower boiler utilization by the aRBC resulted in 

lower energy bill costs. From Fig. 10, a net saving is 

achieved through aRBC. In particular, the costs due 

to the boiler, which, compared with the case of the 

bRBC, decreased by 76.8 %. 

 

Fig. 9 – Electric consumption required by the AWHP, generated by 

the PV panels and self-consumed during the application of the 

three controls 

 

Fig. 10 – Cost due to use of hybrid system, AWHP and boiler during 

the application of the three types of control 

4.2 Results for MPC 

As with the two RBCs, Fig.11 shows the trend of the 

internal air temperature in the reference period for 

the MPC. It can be noted that the temperature 

fluctuates frequently around 20 °C with an average 

value of 20.11 °C. The MPC is able to maintain the 

air temperature within a narrower range of 

variation. Both violations towards the lower limit of 

the thermostat and towards the upper one are 

reduced in comparison with the RBCs. In fact, as can 

be seen in Fig. 11, the upper limit of 22 °C is not 

exceeded, and the air temperature reaches a peak of 

21.4 °C. 

 

 Fig. 11 – Calculated and predicted indoor temperature trends and 

AWHP and boiler usage signals during MPC application 

In terms of running time, the use of the MPC leads 

to an overall reduction; both the AWHP and the 

boiler are used for less time, meaning 123 hr and 45 

min and 58 hrs and 15 mins, respectively. Overall, 

there is a reduction in system utilization of less than 

10.46 % compared with the aRBC and less than 

8.43 % compared with the bRBC. Through Fig. 8, it 
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can be seen that the use of the MPC also leads to 

7.19 % in thermal demand reduction due to the 

entire hybrid system compared with the aRBC. Even 

the AWHP provides a lower thermal demand of 

11.82 %, probably due to its decreased use. In 

addition, this could lead to a reduction of the self-

consumption, as shown in Fig. 10; in fact, compared 

with the aRBC there is a reduction of 17.33 % in self-

consumption. Moreover, the AWHP, through the 

MPC, is able to provide better performance, with 

4.26 as average COP, 0.94 % higher than the bRBC.  

Considering the energy costs, the MPC performs 

better than the RBCs, given the bill savings objective 

(Fig. 11). In fact, within a two-week reference 

period, the use of MPC, in the case study consider-

ed, resulted in savings of 63.27 % compared with 

bRBC and 5.93 % compared with aRBC. 

 

4.3 Is It Worth Using Predictive Control? 

The results shown in the previous sections showed 

that MPC achieved better performance in terms of 

cost savings and concerning the thermostat. On the 

other hand, the best performance regarding self-

consumption of PV was obtained from the advanced 

RBC. 

What is important to note is that, although the MPC 

is better at achieving the objective (e.g., cost reduc-

tion), modeling difficulties not present in RBC cases 

should be taken into account. In fact, the MPC being 

a model-based control, in the case of incorrect or 

missing data, there could be a wrong estimation of 

the thermal demand of the building and, conse-

quently, incorrect decision making. Furthermore, 

the modeling and implementation difficulty that 

MPC requires compared with RBCs cannot be 

overlooked. 

In the case studied, the advanced RBC turned out to 

be a good compromise; in fact, it was possible to 

achieve good savings over the basic RBC with less 

effort than the MPC. In particular, this was possible 

through: (i) a good estimation of the Tcut-off (e.g. 

using the method described in section 2.1), (ii) 

forcing the AWHP to turn on during PV generation 

and (iii) the activation of the flexibility of 

thermostat. Indeed, it is possible to see in Fig. 12 

how the Tcut-off varies while using the MPC in com-

parison with the fixed 4 °C of RBCs. From the 

comparison, it can be seen that this transition tem-

perature between the two generators was properly 

estimated through a comparison of the cost required 

to produce 1 kWhth (section 2.1). 

 

Fig. 12 – Variation of the outdoor temperature and AWHP and 

boiler use convenience signals based on cost 

5. Conclusion 

In this paper, we asked whether it is worth using a 

MPC to control a residential hybrid heating system 

with PV panels. To do this, a MPC was compared 

with two RBCs, one basic and one advanced. 

From the results, the main conclusions can be sum-

marized in the following points:  

- The MPC is more effective in reducing the 

energy cost: a saving of 63.27 % was estimated 

in relation to the basic RBC and 5.93 % 

compared to advanced RBC.  

- The advanced RBC allows a higher self-

consumption of PV compared with  MPC to be 

obtained (with the MPC a reduction in self-

consumption of 17.33 % was achieved in 

comparison with advanced RBC). 

- With the MPC there is no violation of the upper 

band of the thermostat – a phenomenon that 

occurs with the advanced RBC (0.82 % of the 

time, 2 hrs and 45 mins). 

Although MPC has shown better performance than 

RBCs in terms of comfort and savings, its 

application for a system such as the one analysed 

should also consider the level of difficulty that its 

implementation requires. Through advanced RBC, 

it was possible to achieve good savings over the 

basic RBC but with less effort than the MPC, thus 

offering a good compromise between the two 

controls.  

Despite good results from both MPC and advanced 

RBC, there were still unused amounts of self-
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generated electrical power. One way to mitigate 

wasted electrical power could be to introduce 

additional integration devices to increase system 

flexibility and further exploit the building's storage 

capabilities. In this context, it might be interesting 

to further explore the comparison between different 

types of control. 
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Abstract  

The main Auditorium of Bologna  was created inside the 

original monastery built during the 16th century by the 

Jesuits. In the following century, the building was modi-

fied to become  a Catholic church by the architect G. 

Rainaldi. After the French invasion led by Napoleon dur-

ing the 18th century, the church  was adapted to fulfil 

different uses. Nowadays, the main hall, composed of 

three naves but having audience seats in the central one 

only, is used for celebrations and civil events organized 

by the University of Bologna. Numerical simulations 

have been undertaken  considering two different scenari-

os:  acoustic adaptation to become  an auditorium and to 

become a conference hall. The model representing the 

existing conditions has been calibrated on the measure-

ments undertaken across the seating areas. The two sce-

narios simulated have been compared with the existing 

conditions of the Aula Magna: the outcomes highlight an 

improvement in  speech comprehension across all the 

seating  areas by achieving  the optimal range of each 

acoustic parameter analyzed. A historical background 

has also been introduced to understand the adaptation of 

the original construction to the different room functions 

assigned throughout the centuries. 

1. Introduction 

Increased demand for the utilization of cultural 

heritage buildings has caused experts and scholars 

to study the existing historical patrimony (Vecco, 

2010). On this basis, this paper deals with the 

acoustic simulations of two conditions that the old 

church of Santa Lucia could  have: the adaptation 

to become an auditorium for classical music and to 

become a conference hall, both room functions in 

line with  academic activities run at the University 

(Dordevic, 2016). A digital model was utilised for 

the simulations after being calibrated with the 

measured values (Vorländer, 2007). The design 

project of the acoustic measures was digitally test-

ed with the application of absorbing plaster on 

walls, installation of acoustic panels and addition 

of heavy curtains to close the main nave from the 

laterals. The results highlight a significant im-

provement in the outranges values related to the 

main acoustic parameters.  

2. Historical Background 

The main auditorium of the University of Bologna, 

the Aula Magna, was located inside Santa Lucia’s 

church, and is now no longer in use. It was built 

during the 11th century, while the surrounding col-

lege buildings were erected in the 17th century. 

During the 16th century, the original monastery 

became property of the Jesuits, and, on this occa-

sion, the building was modified into a Catholic 

church by the architect G. Rainaldi (Wittkower et 

al., 1992). When the Jesuit order was suppressed by 

Pope Clement XIV, the church complex was trans-

ferred to the Barnabites at the end of the 16th centu-

ry, and then turned into a military camp at the end 

of the 17th century. During the 18th century, under 

the French invasion led by Napoleon, the church 

was converted to fulfil  different uses. 

In the 1960s, the buildings were involved in a seri-

ous fire. From the 1970s to the 1980s, the restora-

tion and modernization (Bettarello et al., 2010) pro-

ject began to adapt the buildings to the needs of the 
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University of Bologna and finally opened to the 

public in 1988. At the end of the 20th century, Santa 

Lucia’s church was also transformed into a univer-

sity facility. 

 

Fig. 1 – Internal view of the Aula Magna of Bologna 

Nowadays, the Aula Magna is composed of three 

naves, having walls and ceilings decorated with 

transparent and hard plaster. The auditorium, with 

lightly upholstered seats in the central nave, is sur-

rounded by wooden balconies, in place for the oc-

casion of degree celebrations and civil events, as 

shown in Fig. 1. 

3. Architectural Organization 

The Aula Magna at the University of Bologna, 

whose current form can be traced back to 1843, has 

a total capacity of about 1000 seats. It consists of 

the main hallway and two high, wide, and solemn 

side passageways, with a total area of about 30000 

m3, as shown in Fig. 2 and Fig. 3. 

 

Fig. 2 – Longitudinal section of the Aula Magna of Bologna 

 

Fig. 3 – Transversal section of the Aula Magna of Bologna 

The walls of the main hall are completely plas-

tered, and the central area is decorated with stucco 

and is 10 to 15 m high. Wooden galleries and low 

padded seating platforms have been built on the 

sides of the nave, leaving full view of the auditori-

um. 

3.1 Digital Model 

From the architectural drawings, as well as for en-

ergy building and musical instruments simulation, 

(Fabbri et al., 2014; Farina et al., 1998; Manfren et 

al., 2019, 2021a, 2021b, and 2022; Tronchin, 2005) a 

digital model was realised to be composed of 3700 

surface entities. The vault was realised with poly-

hedric geometry composed of 16 sides (Antlej, 

2022). In a similar way, the apse was modeled by 

adopting the same methodology, as well as the 

capitals and the bases of the columns (Bettarello et 

al., 2021). As such, the model  was exported in DXF 

format (Caniato et al., 2020a and 2020b), ready to 

be used within Ramsete software. 

Attribution of the absorbing and scattering coeffi-

cients was carried out based on the acoustic meas-

urements (Caniato et al., 2019), as indicated in 

Fig. 4. 

In particular, the sound source and the receivers 

were placed in the same positions used during the 

survey (Caniato et al., 2021). 
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Fig. 4 – Equipment positions during the acoustic survey 

 

Fig. 5 – Reverberation Time (T20) calibration between simulated 

and measured results of the existing conditions 

 

Fig. 6 – Clarity Index (C50) calibration between simulated and 

measured results of the existing conditions  

 

Fig. 7 – Definition (D50) calibration between simulated and meas-

ured results of the existing conditions 

The tuning process (Tronchin & Knight, 2016; 

Wang et al., 2004) was carried out upon the rever-

beration time (T20), clarity index (C50), and defini-

tion (D50), as reported in Figs. 5, 6 and 7. The re-

sults simulated to be closer to the measured values 

should stand along the median line between the 

defined boundaries. 

4. Acoustic Simulation 

Two sets of simulations  were carried out for the 

Aula Magna of Bologna, based on the functions 

that were attributed. The first set of simulations 

adapts the acoustics to auditorium functions, to be 

used for classical music, while the second set is 

more centred on speech intelligibility, since the 

purpose is to adapt the acoustics to suit a confer-

ence hall. 

During the simulations of the auditorium, an om-

nidirectional sound source  was placed in the loca-

tion where the orchestra was intended to be locat-

ed. Based on the room volume of the central nave 

of Santa Lucia’s church being equal to 24000 m3, 

the optimal T20 value at 500 Hz should be around 

2.8 s, as shown in Fig. 8.  
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Fig. 8 – Optimal T20 values at 500 Hz, based on room volume 

When the simulations have the purpose of adapt-

ing the acoustics to suit a conference hall, the 

sound source was introduced in Ramsete by repro-

ducing the characteristics of the  human voice, in 

terms of spectrum, power, and directivity (Tron-

chin, 2005). In addition, the existing amplified sys-

tem was  also  reproduced with further sound 

sources having the features of the loudspeakers in 

place. On this basis, the optimal T20 value at 500 Hz 

for a room of such a volume size used as a confer-

ence hall should be around 1.1 s, as indicated in 

Fig. 8. 

In both scenarios, the adopted acoustic measures 

involve the reduction of reverberation and an im-

provement in terms of speech intelligibility (Tron-

chin & Bevilacqua, 2022). Specifically, the measures 

consist of the following solutions: 

- substitution of the standard plaster with 

an absorbing plaster, to be applied mainly 

to the surface area of the vault of the cen-

tral nave; 

- introduction of carpet along the corridors 

serving the seats; 

- installation of heavy drapery to close off 

the lateral naves during conferences. 

The application of the absorbing plaster was car-

ried out on a surface area of 853 m2, while the in-

troduction of the reflecting panels covers a surface 

area of 331 m2. Table 1 indicates the absorption 

coefficients of the materials listed above. 
 
 
 
 
 
 

Table 1 – Absorption coefficients of the materials used for the  
project design 

Material 

Abs. Coeff. α - Octave Bands (Hz) 

125 250 500 1k 2k 4k 

Abs. plaster 0.23 0.30 0.59 0.64 0.67 0.082 

Carpet 0.08 0.10 0.20 0.25 0.30 0.35 

Drapery  0.08 0.29 0.44 0.50 0.40 0.35 

4.1 Auditorium For Classical Music 

Based on the acoustic measures  being a common 

factor for the two scenarios, the simulation of the 

auditorium is focused on the insertion of reflecting 

panels to be installed above the area of the orches-

tra and above the stalls. The panels  were designed 

to be in polycarbonate,  with a transparency of 

90 %, and suspended with steel wires hung to the 

existing beams. Fig. 9 and 10 show the configura-

tion of the model for an auditorium. 

 

Fig. 9 – Acoustic project design for the adaptation of Santa Lu-

cia’s church to an auditorium. Apse side 

 

Fig. 10 – Acoustic project design for the adaptation of Santa 

Lucia’s church to an auditorium. Entrance side 

 

T20 for Auditorium Simulation 

T20 for Conference Hall Simulation 
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The reflecting panels were installed in such a way 

as to distribute the sound across the audience uni-

formly. The results of the conditions simulated for 

the auditorium scenario are shown in the acoustic 

maps highlighting the spatial distribution of the 

main parameters. Fig. 11 shows the T20, while Fig. 

12 reflects the results of C80, simulated with and 

without the audience.  

4.2 Conference Hall 

The second set of simulations adapts the acoustics 

of the Aula Magna to a conference hall. The main 

difference compared with the other configuration 

consists of the use of heavy curtains and coconut 

fibres (Fabbri et al., 2021) to be kept closed during 

conferences to avoid disturbance from people 

walking in the lateral naves as well as to increase 

the absorbing surfaces that are useful  for lowering 

the reverberation time (Tronchin et al., 2021a and 

2021b). With the acoustic measures, the speech 

transmission index (STI) values are found to be 

more than 0.6, falling into a “good” category, as 

defined by the intelligibility rating according to 

ISO 9921 (Farina et al., 1998; Tronchin & 

Bevilacqua, 2021). 

5. Results 

The results are presented graphically with the plan 

distribution of the main acoustic parameters, by 

highlighting the difference between the existing 

conditions and the simulated environments, as 

indicated in Figs. 11 to 13. The simulated results 

shall be considered in unoccupied conditions. 

 

Fig. 11 – Spatial distribution of Reverberation Time (T20) 

 

Fig. 12 – Spatial distribution of speech clarity index (C50) 

 

Fig. 13 – Spatial distribution of speech transmission index (STI) 

Fig. 11 indicates that the T20 values decrease 

significantly with the introduction of the acoustic 

measures, passing from 8-9 s to 4.5 s. Such values 

result in greater uniformity across the plan layout 

(Mickaitis et al., 2021; Puglisi et al., 2021). 

Fig. 12 shows the spatial distribution of the C50 

values, improved to be within the optimal range as 

defined by the literature. The C50 values equal to -

14 dB, especially at the back of the hall, were 

increased to up to 0 dB in the centre of the hall, and  

were more uniformly distributed (ISO, 2003; Jeon 

et al., 2009; Ortega & Rivera, 2012; Steeneken & 

Houtgast, 1980). 

Fig. 13 shows the STI values to be around 0.7, 

which indicates a good rating. It should  be noted 

that the results with full occupancy of the hall 

improve the simulated conditions even more, 

bringing the values closer and within the optimal 

range limits. 
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6. Conclusion 

The application of the acoustic measures for the 

Aula Magna at the University of Bologna outlined 

by the design project has revealed an important 

benchmark achieved with the accuracy of the digi-

tal simulations. The installation of acoustic panels 

floating at different heights across the plan, along 

with the absorbing plaster to the vault and the cur-

tains at the openings to the lateral naves, was con-

sidered the best option for a cultural heritage site 

of such historical value. In addition, the criteria of 

transparency for the suspended panels were as-

sessed to leave  the wide view of the indoor space 

intact as well as to filter the natural lights from the 

large windows. In summary, the outcomes of the 

simulated values compared with the existing con-

ditions of the room outline a considerable im-

provement in speech comprehension, resulting in 

more appropriate functions assigned to the Aula 

Magna. 
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Abstract 

Adaptive façade systems offer the opportunity to improve 

building performance and user experience with their abil-

ity to adapt the façade configuration to the dynamic vari-

ability of the external environment. Nevertheless, the cor-

rect deployment of adaptive systems in real buildings is 

highly dependent on the ability to predict their perfor-

mance. This is especially relevant in the case of Complex 

Fenestration Systems (CFS), which are characterized by a 

complex behavior both from a thermal and daylighting 

perspective. Often, such CFS are combined with airflow 

movement when the façade cavity is either mechanically 

or naturally ventilated, making the performance even 

more difficult to be characterized. The possibility to use 

building performance simulation tools to simulate the be-

havior of these systems integrated in a whole building is 

central for the proper use and the penetration on the mar-

ket of these systems. 

In this framework, a naturally ventilated window with in-

tegrated venetian blinds was modeled in TRNSYS and 

compared with a FEM-based 2D detailed model, devel-

oped in COMSOL Multiphysics. Type56_CFS solves ther-

mal calculation and uses the Bidirectional Scattering Dis-

tribution Function for describing optical properties of the 

façade. This model requires the inlet mass flow rate, which 

was assessed thanks to an ad-hoc implementation of ISO 

15099. The numerical modeling of the coupled heat trans-

fer and fluid flow with COMSOL allowed the TRNSYS 

model to be calibrated. 

The calibration was carried out by increasing the model 

complexity, focusing on the inlet ventilation flow rate pa-

rameter: (a) firstly, it was provided as an input to the 

Type56_CFS from the FEM-based simulation and then (b) 

it was calculated by the ISO 15099 internal model and pro-

vided to the Type56_CFS. Using this methodology, it was 

possible to compare the ability of TRNSYS to simulate the 

thermal behavior of the naturally ventilated cavity against 

a FEM-based benchmark. Results show a difference of 5 % 

after the fine tuning of all TRNSYS-related parameters 

(40 % as un-calibrated starting value). 

1. Introduction 

Complex Fenestration Systems (CFS) can provide a 

valuable solution to lower the building energy 

needs by optimizing solar gains during winter, lim-

iting them during the cooling season and reducing 

artificial lighting (Huckemann et al., 2010; Pomponi 

et al., 2016). In order to correctly implement these 

solutions, it is of crucial importance to predict their 

thermal and day-light behavior. 

To this purpose, two main approaches can be used: 

on the one hand, FEM methods can be adopted to 

determine in a detailed way its thermal behavior, 

since all the system components and the relative 

thermo-physical properties are taken into account, 

along with the underlying thermo-physical phe-

nomena (Dama et al., 2017; Li et al., 2017; Wang et 

al., 2016). As Jankovic and Goia (2021) stated, com-

putational fluid dynamics methods are the most 

suitable tools for solving problems related to these 

systems. On the other hand, Building Energy Simu-

lation (BES) tools implement simplified methodolo-

gies for taking into account the effect of such com-

plex systems on the building scale and, in the case 

of open cavity fenestration systems, they are typi-

cally designed for modeling mechanically venti-

lated ones. The unavoidable approximations related 
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to the impossibility of fully considering the geome-

tries and the detailed physical phenomena, how-

ever, strongly limit the modeling possibilities, espe-

cially when unconventional complex systems are 

considered. Catto Lucchino et al. (2021) used differ-

ent BES tools to predict the behavior of a mechani-

cally ventilated Double Skin Façade, and compared 

the results with measured data; the conclusions 

state that these tools can be acceptable for predicting 

an overall performance over a long period, but for 

short-term performance assessment the error is too 

large. 

In this study, a CFS characterized by a naturally 

ventilated cavity with an integrated venetian blind 

was considered. Through a coupled heat transfer 

and fluid flow simulation with FEM-based calcula-

tion software, it is possible to fully capture the fen-

estration behavior at system scale, but great limita-

tions are found if its impact on the building scale 

needs to be assessed. These limitations are particu-

larly related to natural ventilation, which is always 

harder to predict compared with the mechanical 

ventilation (Wang et al., 2019). This paper hence 

aims at identifying the natural ventilation modeling 

limitations for CFS by comparing two calculation 

approaches (namely, concentrated-parameters and 

FEM-based models). To answer this research ques-

tion, a custom simulation setup was built in TRN-

SYS 18 with the aim of modeling the naturally ven-

tilated window with integrated venetian blinds and 

assessing its impact on the building scale. To allow 

this, a FEM-based 2D detailed model was developed 

in COMSOL Multiphysics with the purpose of ob-

taining the necessary data to support and calibrate 

the implementation of the proposed TRNSYS simu-

lation setup. 

2. Methodology 

2.1 Case Study 

In this study, a CFS consisting of a naturally venti-

lated window with integrated venetian blinds was 

studied. Fig. 1 shows how the window cavity is in 

direct connection with the external environment at 

the bottom and at the top part. A peculiarity is pre-

sent in the shape of the external openings, which are 

not continuous along the fenestration width, but in-

terrupted by solid (closed) parts, as shown in Fig. 1. 

Additionally, the external openings are covered by 

a grille characterized by the ratio of blocked area to 

total area of 1/5. Furthermore, there is a second (in-

ternal) vent that is continuous along the fenestration 

width and characterized by a depth of 5 mm. 

 

 

Fig. 1 – Scheme of the considered CFS: front view of a portion of 

the CFS (left) and vertical cross section (right) 

The integrated venetian blind has a direct impact on 

the airflow and, therefore, on the cavity air temper-

ature in terms of blind type and angles of the slats. 

In this study, the venetian blind was deployed with 

slat angles of 0°, 30° and 75° with respect to the hor-

izontal plane. The external cavity (cavity 1) is com-

posed of air, as it is in direct contact with the exter-

nal environment, while the internal cavity (cavity 2) 

is filled with a gas mixture of 90 % argon and 10 % 

air. The external (1) and central (2) glasses are made 

of single float glass panes of 4mm, while the internal 

glass (3) is laminated and composed of two float 

glass panes of 3mm each and one PVB layer. On face 

5 (exterior side of the interior glass pane) a low-

emissivity coating is placed with an emissivity of 

0.013. The geometrical properties of the CFS are 

listed in Table 1, while the thermal characteristics 

are reported in Table 2. 
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Table 1 – CFS geometric parameters 

Symbol Parameter Value 

dglass1-2 Glass 1-2 thickness 4 mm 

dgap1 Cavity 1 width 30 mm 

dgap2 Cavity 2 width 18 mm 

dglass3 Glass 3 thickness 6 mm 

w Blind width 16 mm 

α Blind tilt 0°/30°/75° 

H Cavity height 1.33 m 

open_w Opening width 80mm 

open_h Opening height 7mm 

Table 2 – CFS thermal parameters 

Symbol Unit Blind Glass1-2 Glass3 Frame 

λ W/m/K 100 1.0 0.65 0.12 

cp J/kg/K 900 820 820 2700 

ρ kg/m³ 2700 2500 2500 532 

εf - 0.212 0.84 0.013 0.84 

εb - 0.489 0.84 0.84 0.84 

 

2.2 Simulation workflow 

The workflows adopted in the different modeling 

and simulation approaches of the CFS (FEM-based 

at system scale and using TRNSYS at building scale) 

are described in this chapter. The system scale sim-

ulation allowed an assessment of the system’s per-

formance in detail and temperature and airflow 

data to be gathered, later used to support the cali-

bration of the TRNSYS model. 

2.2.1 System scale simulation approach 

The FEM-based software COMSOL Multiphysics 

(COMSOL n.d.) was used to compute the coupled 

heat transfer and fluid flow of the analysed CFS. To 

simplify the model and reduce computation time, 

the geometry of the CFS was reduced to a vertical 

cross section and modeled as a bi-dimensional do-

main. This assumption was supported by the state-

ment of Pasut and De Carli (2012) describing that 

the 3D modeling of a fenestration system does not 

provide a substantial improvement in the results, 

considering the additional complexity and compu-

tation time. The discretization of the domain oc-

curred through the creation of a calculation grid 

(mesh). This latter was done dividing the geometry 

into various domains so that, according to the geo-

metric and material characteristics, different types 

and sizes of the mesh could be adopted. To ensure 

that the solution is independent from the calculation 

grid, a mesh refinement study was carried out , and 

the thermal transmittance was used as control pa-

rameter. The final mesh is reported in Fig. 2. 

 

 

Fig. 2 – Final mesh of the Complex Fenestration System 

The modeling of the short-wave radiation exchange 

due to solar irradiance was done outside the FEM 

model through a detailed optical calculation using 

Radiance (Ward, 1994). For each shading configura-

tion, the Bidirectional Scattering Distribution Func-

tion (BSDF) was calculated and the solar absorption 

data for each glass pane and the shading system 

were derived. The share of incident solar radiation 

absorbed by each layer of the fenestration system 

was finally assigned as heat source to single do-

mains within the FEM-based dynamic simulation 

(Demanega et al., 2020). 

To model the natural ventilation through the open 

window cavity and the top and bottom vents, two 

additional domains representing the external ambi-

ent were added to the model. A relative pressure of 

0 Pa was assigned to the top domain’s boundaries 

and of ½ρu² to the bottom ones. 

The presence of the grille on the vents was modeled 

as a pressure drop for a squared mesh described by 

the equation 1 (COMSOL n.d.), with a solidity σs (ra-

tio of blocked area to total area of the screen) equal 

to 1/5. 
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𝐾 = 0.98 ((1 − 𝜎𝑠)−2 − 1)1.09 (1) 

To account for the discontinuity of the external ver-

tical opening, which is interrupted by solid (closed) 

parts along the fenestration width, this non-homo-

geneity was described analytically in the bi-dimen-

sional FEM model through a localized pressure 

drop equation of the type Δp = f(u), which was de-

termined by means of a separate FEM CFD 3D 

model focussed only on the ventilation openings. 

The thermal boundary conditions were assigned in 

terms of convective and radiative heat flux on the 

internal and external glazing surfaces, while adia-

batic conditions were assumed for the top and bot-

tom boundaries. The simulation was run in a sta-

tionary regime and considered converged when the 

relative residuals of the continuity, momentum and 

energy equations were less than 10e-4. 

2.2.2 Building scale simulation approach 

TRNSYS 18 was used as building dynamic energy 

simulation software to assess the impact of the CFS 

on the building scale. A single thermal zone with 

one window was modeled using the new version of 

the multi-zone building model Type 56 CFS. This in-

built model enables a detailed CFS thermal simula-

tion according to ISO 15099:2003 and uses the BSDF 

for describing the façade optical properties in the so-

lar and visual band. This Type has been mainly 

meant to model mechanically ventilated gaps; in-

deed, it requires as input the inlet mass flow rate 

(together with its temperature), which is easily 

available from fan datasheets; however, in the case 

of naturally ventilated windows, this data is not 

known a priori because it is highly dependent on the 

cavity geometry and boundary conditions. For this 

reason, a Python-based script was implemented 

through TRNSYS Type 169, which calculated the in-

let mass flow rate according to the ISO 15099. The 

air moves inside the cavity due to the stack effect, 

thus the velocity of the air gap depends on the driv-

ing pressure difference and the resistance of the 

openings. The airflow in the cavity is modeled as a 

pipe flow and the driving force of the flow is set 

equal to the total pressure loss, which takes into ac-

count Bernoulli’s pressure loss, steady laminar flow 

and pressure loss due to the inlet and outlet open-

ings. The resulting model exhibits an inter-

dependence between the air gap temperature and 

velocity and consequently an iterative calculation is 

performed until the relative convergence limit is 

less than 1 %.  

2.2.3 Model calibration 

Given the absence of measured data, the TRNSYS 

model was calibrated against the FEM one. To sup-

port this calibration, parametric simulations were 

performed with the FEM model considering all 

combinations of external air temperature (Tair,ext), in-

ternal air temperature (Tair,int) and solar irradiance 

(Isol) listed in Table 3. 

Table 3 – Boundary conditions for parametric simulations 

Tair,ext (°C) 0, 5, 10, 15, 25, 30, 35 

Tair,int (°C) 20, 24, 28 

Isol (W/m²) 0, 250, 500, 750, 1000 

 

COMSOL Multiphysics and TRNSYS 18 have two 

different approaches to simulate the thermal behav-

ior of CFS. Therefore, to minimize these differences 

and to set the same boundary conditions, the follow-

ing assumptions were used in the TRNSYS model: a 

single-zone “shoe-box” model was used as thermal 

zone, the surface temperatures of the walls were set 

equal to the indoor temperature and the view factor 

to the sky of the façade was set to 0.5 (as in the FEM-

model).  

To achieve steady-state conditions for every combi-

nation of the boundary conditions (as listed in Ta-

ble 3), simulations were run for 100 hours while 

keeping fixed the values of Tair,ext, Tair,int and Isol. Re-

sults correspondent to the last timestep of each sim-

ulation were considered as the steady-state ones. 

The ad-hoc TRNSYS Type was carried out by in-

creasing the model complexity step by step, focus-

ing on the inlet ventilation flow rate and the total 

heat flux. 

In a first step, the mass flow rate resulting from the 

thermo-fluid dynamic simulation was provided as 

input to the TRNSYS type in order to tune the 

Type 56 CFS parameters and, in a second step, it 

was calculated by the Python-based Type 169 and 

provided as input to the TRNSYS building model. 

Comparing the outcomes of the two models at com-

ponent level, it was possible to calibrate the natural 

flow rate Type, particularly focusing on the tuning 
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of the pressure loss factor along the window cavity, 

which takes into account the pressure losses caused 

by the ventilation openings (inlet and outlet), the 

squared mesh grille and the integrated venetian 

blinds. The ISO 15099 describes the pressure loss in 

the inlet and outlet openings through equation 2 

and 3, and, in case of zero lateral opening area and 

equal top and bottom opening area, equation 4. 

∆𝑃𝑍 =
1

2
𝜌𝑣2(𝑍𝑖𝑛𝑙 + 𝑍𝑜𝑢𝑡) (2) 

𝑍𝑖𝑛𝑙/𝑜𝑢𝑡 = (
𝐴𝑠

0.6 ∙ 𝐴𝑒𝑞,𝑖𝑛𝑙/𝑜𝑢𝑡

− 1)

2

 (3) 

𝐴𝑒𝑞,𝑖𝑛𝑙/𝑜𝑢𝑡 = 𝐴𝑡𝑜𝑝/𝑏𝑜𝑡 +
1

4
𝐴ℎ (4) 

Starting from these expressions, two calibration pa-

rameters were introduced in the formulation: the 

first parameter “x” 5 is used to calibrate the area of 

the openings in order to consider the effect of the 

discontinuity along the fenestration width of the 

ventilation openings, and the second parameter “k” 

6 to tune the area of the holes of the venetian blinds.  

𝐴𝑡𝑜𝑝/𝑏𝑜𝑡
∗ = 𝑥 ∙ 𝐴𝑡𝑜𝑝/𝑏𝑜𝑡 (5) 

𝐴𝑒𝑞,𝑖𝑛𝑙/𝑜𝑢𝑡
∗ = 𝑘 ∙ (𝐴𝑡𝑜𝑝/𝑏𝑜𝑡

∗ +
1

4
𝐴ℎ) (6) 

Additionally, the pressure drop factor K was in-

cluded in the total pressure loss equation 2, which 

becomes equation 7. 

 

∆𝑃𝑍 = 𝜌𝑣2(𝑍𝑖𝑛𝑙/𝑜𝑢𝑡 + 𝐾) (7) 

The parameters were varied parametrically one at a 

time: x between 0.1 and 10 and k between 0.1 and 1. 

The calibration procedure was divided into 2 steps: 

first, the opening parameter x was calibrated con-

sidering only the blind-up configuration, then the 

shading parameter k was calibrated keeping the x 

parameter fixed. In this way, the equation 4 be-

comes 8, forcing identical parameter values for all 

configurations. 

𝐴𝑒𝑞,𝑖𝑛𝑙/𝑜𝑢𝑡
∗ = 𝑘 ∙ (𝑥 ∙ 𝐴𝑡𝑜𝑝/𝑏𝑜𝑡

∗ +
1

4
𝐴ℎ) (8) 

The optimal values were chosen by minimizing two 

statistical indicators: the Root Mean Squared Error 

(RMSE) (9) and the Mean Absolute Percentage Error 

(MAPE) (10), computed for the inlet mass flow rate 

and the total heat flux for all the cases considered. 

𝑅𝑀𝑆𝐸 =
1

𝑁
√∑(𝑥𝑇,𝑖 − 𝑥𝐶,𝑖)

2
𝑁

𝑖=1

 (9) 

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝑥𝑇,𝑖 − 𝑥𝐶,𝑖

𝑥𝐶,𝑖
|

𝑁

𝑖=1

∙ 100% (10) 

In this way, the calibration was carried out both at 

component level (inlet flow rate) and at building 

level (contribute of the component on the thermal 

balance of the zone). 

3. Results and Discussion 

3.1 System Scale Results From COMSOL 

The FEM-based simulation performed with COM-

SOL Multiphysics allowed the temperature, pres-

sure, and velocity field over the fenestration system 

to be computed and the airflow rate and the total 

heat flux to be quantified in detail.  

 

 

Fig. 3 – Temperature (left) and air velocity (right) distribution over 

the CFS, Tair,ext=35°C, Tair,int = 28°C, Isol = 500 W/m², blind tilt 30° 

To showcase a possible temperature and air velocity 

distribution over the CFS with a blind tilt angle of 

30° and warm summer conditions (Tair,ext = 35 °C, 

Tair,int = 28 °C, Isol = 500 W/m²) an illustration of the 

spatial distribution of the two variables is shown in 

Fig. 3. It is possible to notice how buoyancy forces 

the warmer air to rise, resulting in a vertical 
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temperature gradient and leading to high tempera-

tures in the upper part of the CFS, where 60 °C are 

reached. 

3.2 Building Scale Results From TRN-

SYS and Calibration Parameters 

The FEM model outcomes were used to tune the two 

calibration parameters 5 and 6 of the Python-based 

Type 169. As mentioned before, only the blind-up 

dataset was used for the calibration of the x-param-

eter and focusing on the statistical indicators of the 

total heat flux, x=0.5 was found to be the optimal so-

lution. Regarding the configuration with the shad-

ing system deployed, the x parameter was kept 

fixed to 0.5 and the parameter k was varied para-

metrically in order to identify the optimal value 

which minimizes the statistical indicators for the 

three blind tilt angles configuration. Fig. 5 shows the 

outcomes of the calibration procedure with blinds at 

30° angle; models with k = 0.3, 0.7 and 1 were com-

pared to the uncalibrated one (x=1, k =1). For each 

model, the COMSOL (x-axis) versus TRNSYS (y-

axis) results are reported for inlet mass flow rate (a) 

and total heat flux (b). The scatter plots were clus-

tered by the value of the incident solar irradiance, 

since it affects both the parameters analyzed. It 

should be noted that parameter k has a greater im-

pact on the mass flow rate than on the total heat flux, 

because it directly determines the mass flow rate, 

which in turn influences the total heat flux. Since the 

flow rate and the total heat flux have different be-

haviors to the variation of parameter k, the value 

that minimizes the statistical indicators of the total 

heat flux was chosen as the optimal one. This as-

sumption is related to the building scale model ap-

proach: the total heat flux of the CFS accounts di-

rectly for the contribution of the component on the 

thermal balance of the zone, therefore a greater 

weight to this parameter is given in the choice of the 

optimal value. 

 

Fig. 4 – Inlet mass flow rate (a) and total heat flux (b) calibration  

outcomes for blind tilt 30° 

The statistical indicator for total heat flux suggests 

that k=0.7 is the optimal solution, with a reduction 

of the statical errors of 67 % compared to the uncal-

ibrated model (x=1, k=1). The same calibration pro-

cedure was repeated for the other 2 configurations. 

To avoid redundancy and for sake of brevity, Ta-

ble 4 summarizes the results of the calibrated model 

compared to the uncalibrated one in terms of RMSE 

and MAPE indicators of inlet mass flow rate and to-

tal heat flux. A unique value of k parameter was 

chosen as optimal for all the configurations of the 

shading system, in order to avoid the need for 

changing the calibration values x and k for each 

blind tilt angle. 

This, however, leads to a reduction of the model 

performance, especially with fully closed blinds. 

Nonetheless, by calibrating x and k parameters for 

the two extreme conditions (horizontal and fully 

closed) and one intermediate condition (30°), it can 

be assumed that the use of these values could be ex-

tended for the remaining configurations.   
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Table 4 – Comparison of RMSE (top) and MAPE (bottom) 

Blind 

mode 

Ventilation 

Type 

Mass flow 

rate 

Total heat 

flux 

B
li

n
d

 u
p

 final model 0.19 kg/s 

13.2 % 

3.12 W/m² 

5.6 % 

uncalibrated 

model 

1.59 kg/s 

100.8 % 

3.74 W/m² 

6.7 % 

B
li

n
d

 0
° 

final model 0.39 kg/s 

34.8 % 

1.49 W/m² 

2.4 % 

uncalibrated 

model 

2.41 kg/s 

186.9 % 

3.81 W/m² 

6.4 % 

B
li

n
d

 3
0

° final model 0.97 kg/s 

37.9 % 

1.58 W/m² 

1.3 % 

uncalibrated 

model 

2.13 kg/s 

125.5 % 

4.74 W/m² 

5.8 % 

B
li

n
d

 7
5

° final model 
0.98 kg/s 

30.9 % 

3.42 W/m² 

11.0 % 

uncalibrated 

model 

1.67 kg/s 

82.7 % 

1.88 W/m² 

2.0 % 

 

Fig. 5 – Inlet mass flow rate (a) and total heat flux (b) comparison 

for all blind configurations with the calibrated model 

The calibration procedure resulted in a significant re-

duction of the RMSE in a range of 60 % (blind tilt 0°) 

to 66 % (blind tilt 30°) and in minimizing the MAPE 

(especially for blind tilt 0° and 30°). Finally, the com-

parisons with FEM results for the inlet mass flow rate 

and total heat flux are shown in Fig. 5 for all configu-

rations. The TRNSYS model overestimates the inlet 

mass flow rate in the presence of low radiation (< 500 

W/m2) and underestimates it in presence of high ra-

diation. 

4. Conclusions 

To promote the implementation of CFS, it is crucial to 

enable a relatively simple yet reliable way of  as-

sessing their impact at building scale. In this paper, a 

novel workflow was implemented in one of the most 

widespread BES tools to assess the performance of a 

CFS in terms of heat fluxes and airflow rate. The re-

sults obtained through FEM simulations were used to 

calibrate the BES workflow and to assess the error of 

the calibrated BES tool. Results show a difference of 

5 % of the total heat flux through the CFS after the 

fine-tuning of the ad-hoc Type parameter. The cali-

bration was carried out focusing on the CFS contribu-

tion to the thermal balance zone to improve the BES 

tool's performance in predicting the thermal behavior 

of such complex components. Moreover, the ad-hoc 

type can be generalizable for modeling naturally ven-

tilated windows with geometric features similar to 

the presented CFS (narrow cavity with small vents), 

since the calibration procedure was carried out by 

only varying the opening areas. 

With this picture, it is possible to state that such 

workflows allow a consideration of the thermal be-

havior of CFS at building scale with an acceptable de-

gree of uncertainty. This results in the great ad-

vantage of providing the possibility of assessing the 

impact of a CFS when there is still room for improve-

ment and change in the design. 
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Nomenclature 

Symbols 

q Specific heat flux (W/m²) 

hc 
Convective heat transfer coefficient 

(W/(m²K)) 

Tair Air temperature (°C) 

Tsf Surface temperature (°C) 

σ 
Stefan-Boltzmann constant 

(5.669x10-8 W/m2/K4) 

ε Thermal emissivity (-) 

εf Thermal emissivity front (-) 

εb Thermal emissivity back (-) 

ρ Mass density (kg/m³) 

u Air velocity (m/s) 

σs 
Solidity (ratio of blocked area to to-

tal area of the screen) 

K Resistance coefficient (-) 

λ Thermal conductivity (W/m/K) 

cp 
Specific heat capacity at constant 

pressure (J/kg/K) 
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Abstract  

The e-SAFE innovation project financed by the Horizon 

2020 Programme and led by the University of Catania, is 

developing, testing and demonstrating an innovative com-

bined energy-and-seismic renovation solution for Rein-

forced Concrete (RC) framed buildings based on the addi-

tion of Cross Laminated Timber (CLT) boards to the outer 

walls, in combination with wood-based insulation. In this 

paper, the proposed renovation solution (called e-CLT) is 

investigated in terms of moisture-related risks, i.e., the 

mold growth and the increase in heat losses due to Liquid 

Water Content (LWC) within building materials. To this 

aim, dynamic simulations are performed by means of Del-

phin 6.1, thus including combined heat and mass transfer 

(HAMT) due to water vapor migration and accumulation. 

The results show that, although there is no significant risk 

of mold growth in the e-CLT for climate conditions preva-

lent in Northern Italy, the moisture content within the ma-

terials implies an increase by about 10 % in the heat losses 

if compared with a dry wall. Furthermore, inaccurate ma-

terial properties and boundary outdoor climate conditions 

can affect the reliability of the results: for this reason, a 

more appropriate hygrothermal characterization of mate-

rials is recommended, as well as the identification of suit-

able climate datasets, which, however, are not always 

available. 

1. Introduction 

Since around 80 % of the building stock in the Euro-

pean Union was built before 1990, i.e., before the en-

forcement of most EU regulations regarding the en-

ergy performance of buildings, it is apparent that 

deep renovation is a key challenge towards the de-

carbonization of the existing building stock. 

In this framework, the e-SAFE innovation project fi-

nanced by the Horizon 2020 Programme and led by 

the University of Catania, is developing, testing and 

demonstrating an innovative combined energy-

and-seismic renovation solution for Reinforced 

Concrete (RC) framed buildings based on the addi-

tion of Cross Laminated Timber (CLT) boards to the 

outer walls, in combination with wood-based insu-

lation. In this study, the proposed renovation solu-

tion (called e-CLT) is applied to a building with in-

fill walls made of two leaves of lightweight concrete 

blocks with an intermediate air gap, a very common 

envelope solution in Italy for the residential build-

ings from the 1960s to the 1980s. 

While the seismic performance ensured by the e-

CLT solution is addressed in other studies, this pa-

per aims to investigate moisture-related risks by 

means of Delphin 6.1 software, which allows transi-

ent simulations considering combined heat and 

moisture transport (HAMT). In fact, wood-based 

components are particularly prone to moisture stor-

age due to their cellular structure, and – being wood 

an organic material – they are more sensitive to de-

cay caused, e.g., by mold.  

Preliminary investigations by means of Glaser’s 

method revealed that, although the application of 

the e-CLT solution improves both thermal and hy-

grothermal behavior of the walls (Evola et al., 2021), 

interstitial condensation may occur in cold climates 

in case of high indoor humidity values (Costanzo et 

al., 2021a). A following study (Costanzo et al., 

2021b) tested the e-CLT solution in three different 

climates in Italy, performing transient hygrothermal 

simulations and reaching similar conclusions: 

wood-based materials are likely exposed to mold 
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growth – although moderate – especially in colder 

climates.  

Building on these previous research experiences, 

this paper focuses on the reliability of the results, 

which may be affected by inaccuracy of hygrother-

mal materials properties and climatic boundary 

conditions. To this aim, a literature review high-

lights the dispersion of the hygrothermal property 

values for wood, and the consequent effects on the 

simulation results. Moreover, the paper underlines 

the effects of using different weather datasets, such 

as a typical meteorological year (TMY) and a 

weather file available in the Delphin database for 

the same location. In particular, the simulations re-

fer to Milan, a cold and humid climate in Northern 

Italy. Finally, moisture-related risks are investi-

gated by looking not only at mold growth, but also 

at the increase in the heat transfer through the wall 

due to the liquid water content within building ma-

terials. 

2. Methodology 

The hygrothermal performance and the moisture-

related risk of the e-CLT solution are investigated 

by means of dynamic finite element analyses per-

formed in Delphin 6.1, a commercial program de-

veloped at University of Dresden.  

The software allows the combined heat and mois-

ture transport (HAMT) within porous building ma-

terials to be considered. To this aim, it requires hy-

grothermal material properties and functions (e.g., 

porosity, density, specific heat capacity, thermal 

conductivity, water vapor resistance factor, liquid 

conductivity, moisture storage curve), and indoor 

and outdoor climatic boundary conditions (e.g., 

temperature, relative humidity, driving rain, wind 

speed, wind direction, short and long wave radia-

tion). The selection of appropriate material proper-

ties and climate data is a paramount issue due to 

their effect on the reliability of the results; for this 

reason, this paper pays particular attention to these 

issues, as highlighted in this Section. 

 

 

 

2.1 Materials 

The e-CLT solution is here applied to a typical Ital-

ian wall structure composed of (from internal to ex-

ternal side): cement plaster (20 mm), hollow con-

crete blocks with volcanic aggregates (80 mm), non-

ventilated air cavity (100 mm), hollow concrete 

blocks with volcanic aggregates (120 mm) and ce-

ment plaster (30 mm).  

As regards the e-CLT solution, this is composed of 

(from internal to external side): CLT (100 mm), low 

density wood fiber (60 mm), scarcely-ventilated air 

gap (20 mm) and a fiber cement cladding (12 mm). 

The proposed solution also includes a vapor-open 

foil (sd = 0.04 m) to protect the insulation layer from 

the effect of wind-driven rain, applied to the exter-

nal side of wood fiber. Materials are selected from 

the Delphin database; some properties have been 

modified according to technical sheets and stand-

ards in case of missing materials. Table 1 and Table 

2 show the hygrothermal properties of the selected 

materials. In case of air gaps, the thermal conductiv-

ity is defined as an equivalent value calculated from 

the air gap thermal resistance. 

Table 1 – Thermal properties of selected materials: “id” is the 

identification code on material database, (*) indicates modified 

properties 

id Material  cp  dry 

  kg·m-3 J·kg-1·K-1 W·m-1·K-1 

242 Plaster 1390 850 0.75 

508 Hollow blocks (80 mm) 845 1000 0.29* 

15 Non-ventilated air gap 1.3 1050 0.56* 

508 Hollow blocks (120 mm) 667* 1000 0.39* 

712 CLT 450* 1843 0.12* 

1762 Wood fiber 50* 1000 0.04 

15 Scarcely-ventilated air gap 1.3 1050 0.22* 

654 Fiber cement cladding 1160 1188 0.60* 

Table 2 – Hygric properties of selected materials: “id” is the iden-

tification code on material database, (*) indicates modified prop-

erties 

id Material  A  eff 

  - g·m-2·s-0.5 kg·m-3 kg·m-3 

242 Plaster 33 30 40.7 430.0 

508 Hollow blocks (80 mm) 15 177 11.4 319.4 

15 Non-ventilated air gap 1 - - - 

508 Hollow blocks (120 mm) 15 177 11.4 319.4 

712 CLT 186 2- 5 - 12* 59.8 728.1 

1762 Wood fiber 1.1 5 12.7 590.3 

15 Scarcely-ventil. air gap 1 - - - 

654 Fiber cement cladding 26 14 70.9 283.6 
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The hygrothermal characterization of the CLT re-

quires a more detailed literature review, both be-

cause it is a missing material from the Delphin da-

tabase, and because there are some discrepancies 

amongst the various sources surveyed. In particu-

lar, those parameters related to moisture transport, 

namely the water vapor resistance factor (-value) 

and the water uptake coefficient (A-value), show a 

high dispersion of their values. Thus, CLT is repre-

sented through the database material Spruce radial 

(id.: 712), experimentally tested by the Technical Uni-

versity of Dresden. However, since the manufactur-

ing process can make CLT denser than the original 

wood (Lapage, 2012), density is replaced by the value 

supplied by manufacturers ( = 450 kg·m-3), whereas 

dry thermal conductivity refers to EN ISO 10456 

Standard (CEN, 2007a) ( = 0.12 W·m-1·K-1). 

As regards moisture transport parameters, the glue 

between lumber boards in a CLT panel can affect the 

-value and A-value because it acts as a seal. Nev-

ertheless, some studies show good agreement be-

tween CLT and transverse wood’s hygric properties 

(AlSayegh, 2012; Lapage, 2012): Table 3 sums up ex-

perimental -value and A-value for softwoods and 

CLT, based on different species as reported in the 

literature. As shown in Table 3, moisture transport 

parameters depend firstly on species and fiber di-

rection. The EN ISO 10456 Standard (CEN, 2007a) 

reports  = 50 for timber, i.e., the proposed re-

sistance to vapour diffusion is about four times 

lower than spruce radial and ten times lower than 

spruce tangential as gathered from the Delphin da-

tabase. However, if compared with literature values 

(AlSayegh, 2012; Kordiziel et al., 2020), the -value 

varies from 146 to 456 for softwoods and CLT 

boards made of softwood with transverse fiber di-

rection. This means that -value of spruce radial ( 

= 186) can be assumed as a reliable value for simu-

lations. 

Coming to the A-value, this varies between 1.6 g·m-

2·s-0.5 and 14 g·m-2·s-0.5 for transverse fiber direction. 

The wide range of values covered in the literature 

mainly depends on the preparation of test speci-

mens. For instance, the presence of wood imperfec-

tions (e.g., checks, cracks, holes) could make wood 

more permeable to moisture, as confirmed by 

(Raina, 2021) by means of the visual evaluation of 

absorbed water from a surface with a small hole 

during the water uptake test. For this reason, (Al-

Sayegh, 2012) selected test specimens that are more 

representative of the material without checks, thus 

obtaining A-value = 1.9 – 2.0 g·m-2·s-0.5. In contrast, 

(Lapage, 2012) tested samples including “checks, 

cracks, pitch pockets and other deviations from 

ideal conditions”, and determined higher A-values 

(4 – 14 g·m-2·s-0.5). The size of the sample can also af-

fect the experimental results: indeed, small samples 

are likely to minimize the effects of checks and gaps 

in the boards (McClung et al., 2014). This could ex-

plain A-values (2.1–2.8 g·m-2·s-0.5) found out by 

(Kordiziel et. al., 2020), who used samples with 

smaller surface area than the minimum set in the 

Standard. 

Table 3 – Softwoods and CLT features from literature (SPF: 

Spruce-Pine-Fir) 

Source Type   A 

  kg·m-3 - g·m-2·s-0.5 

Delphin data-

base 

Spruce (radial) 395 186 12 

Spruce (tangential) 395 488 5 

Spruce (longitudinal) 395 5 12 

EN ISO 10456 

(CEN, 2007a) 

Timber 450 50 - 

(Lapage, 2012) CLT, Eastern SPF  486 - 4 - 7 

CLT, Western SPF  500 - 12 

CLT, European soft-

wood 

340 - 10 - 11 

CLT, Him-Fir 522 - 14 

(Alseyeg, 2012) CLT, Eastern SPF  370 328 2.0 

CLT, Western SPF  440 456 1.9 

CLT, European soft-

wood 

340 311 1.6 

CLT, Him-Fir 380 277 2.5 

(Cho et al., 2019) CLT 602 630 - 

(Kordiziel et al., 

2020) 

CLT, SPF + Douglas Fir  423 - 2.5 -2.8 

SPF without adhesive 426 146 2.8 

SPF with adhesive 426 168 2.4 

(Raina, 2021) CLT, European spruce - - 1.9 – 3.6 

CLT, European spruce – 

without covered edges 

- - 7 - 12 

(Chang et al., 

2020) 

Larch (radial) 570 75 - 

Larch (tangential) 570 109 - 

Larch (longitudinal) 570 5 - 

CLT, larch and ply-

wood 

600 79 - 

*dry cup, RH chamber = 50 % 

Lastly, the sealing of edges could also influence test 

results. To this purpose, (Raina, 2021) tested various 

samples with and without sealed edges, demon-

strating that the A-value can reach 12 g·m-2·s-0.5 due 
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to water absorbed from longitudinal fiber of the cut 

uncovered edges. Not surprisingly, the results are 

close to those reported by (Glass & Zelinka, 2010) 

for softwood in longitudinal direction (10 – 16 g·m-

2·s-0.5). In view of this, and considering A-values of 2 

and 12 g·m-2·s-0.5 as reasonable extreme conditions, 

this paper assumes 5 g·m-2·s-0.5 as an intermediate 

value for spruce. However, simulations are re-

peated for other A-values to perform a sensitivity 

analysis. 

2.2 Climate Boundary Conditions  

The simulations are carried out for Milan (lat: 45°, 

long: 9°, altitude: 103 m) a cold and humid climate 

in Northern Italy. In order to assess the most appro-

priate available dataset for this location, the paper 

considers: i) the weather file from the Delphin data-

base and ii) the TMY weather file from Linate (2004 

– 2018) downloaded from the website (Climate.One-

Building.org, 2022) (Fig. 1). In both cases, the inves-

tigated wall is oriented facing north, thus excluding 

the effect of direct solar radiation. For this reason, the 

plots in Fig. 1 only report the mean diffuse solar radi-

ation. 

Considering yearly mean values, the Delphin dataset 

shows 13 % higher diffuse solar radiation, but it ap-

pears colder (by 3 °C on average), more humid (by 

6 % on average) and rainier (by 20 % on average) than 

the Linate dataset. This suggests that it will more 

likely induce moisture-related risks. Nevertheless, 

the long wave sky radiation (LWR) data is missing in 

all Italian weather files within the Delphin database, 

which implies excluding long wave radiation ex-

change from the simulation, thus affecting the relia-

bility of results. On the other hand, Linate TMY is not 

built ad hoc for hygrothermal simulations, i.e., it is 

not representative of the worst climate conditions 

from the point of view of moisture-related risks. The 

selection of the most appropriate dataset thus re-

quires preliminary simulations, as discussed in Sec-

tion 3.1. 

The outside heat transfer coefficient and surface va-

por diffusion coefficient are 25 W·m-2·K-1 and 7.5·10-8 

m·s-1, respectively, while their indoor values are 8 

W·m-2·K-1 and 2.5·10-8 m·s-1, respectively. The solar ab-

sorption coefficient is set to 0.6. The incident wind-

driven rain (WDR) is calculated by Delphin 

according to EN ISO 15927-3 Standard (CEN, 2009), 

using a splash coefficient of 0.7. In addition, a water 

source is assigned to the side of the insulation pro-

tected by the water-proof membrane, set equal to 1 % 

of the rain flux incident on external surface. This set-

ting simulates rain leakage through the cladding. 

 

 

 

 

 

Fig. 1 – Comparison between weather data from Delphin Database 

and from a web service (Climate.OneBuilding.org, 2022) 
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On the other hand, the indoor conditions are set ac-

cording to EN ISO 15026 Standard (CEN, 2007b). The 

standard offers a simplified approach to take the 

change in indoor temperature and relative humidity 

as a function of external conditions into account 

(Fig. 2). It is here relevant to highlight that moisture-

related risks may also depend on the indoor condi-

tions (Brambilla & Gasparri, 2020). This issue will be 

investigated in future studies. 

 

Fig. 2 – Indoor climate conditions as a function of outdoor temper-

ature from Linate TMY, according to EN ISO 15026 (CEN, 2007b) 

2.3 Initial Conditions 

The simulations are performed over a 10-year-long 

period, in order to obtain stabilized behavior; the in-

itial conditions correspond to 20 °C temperature 

and 80 % relative humidity for all materials. 

2.4 Outputs 

Moisture related-risks are evaluated for the e-CLT 

solution applied to the investigated existing wall by 

requesting as outputs from Delphin the time-de-

pendent liquid water content (LWC) in both the CLT 

and the insulating material, as well as the tempera-

ture and relative humidity from which calculating 

the mold index (MI) by means of the tool PostProc 

2.2.3. 

In particular, the LWC (m3·m-3) represents the vol-

ume fraction of liquid phase accumulated in the 

pores of the materials (Bauklimatik Dresden, 2022). 

Instead, according to the VTT model (Ojanen et al., 

2010), MI measures the mold growth rate in a scale 

from 0 (no mold growth) to 6 (very heavy and tight 

mold growth); the authors also suggest that MI val-

ues above 3 are not acceptable. The model also con-

siders the sensitivity of materials to mold growth: in 

this specific case, the CLT and the wood fiber are set 

as “sensiti e”. 

Further outputs are the mean conductive heat flux 

throughout the wall and the moisture-dependent 

thermal conductivity for each layer of the wall. They 

are required to assess the increase of thermal losses 

and U-value due to humidity within building mate-

rials. 

More specifically, the moisture-dependent U-value 

(W·m-2·K-1) is calculated as follows: 

( )
( )

1
n

i

i 10,e i 0,i

s1 1
U LWC

h LWC h

−

=

 
= + + 

  
             (1) 

where h0,e and h0,i are respectively the outside and 

inside heat transfer coefficient, previously defined, 

n is the number of layers and i (W·m-1·K-1) is the 

moisture-dependent thermal conductivity of each 

layer, computed by Delphin as a function of LWC, 

given the dry thermal conductivity dry (Vogelsang 

et al., 2013):  

dry(LWC) 0.56 LWC =  =  +                             (2) 

This study does not consider the influence of temper-

ature on thermal conductivity, since Delphin does 

not include any built-in functions for the selected ma-

terials to this scope. However, by taking into account 

the conversion coefficients reported in Annex A of 

EN ISO 10456 Standard (CEN, 2007a), the maximum 

variation of  within the range of temperatures oc-

curring in this study would be around 3 % for the 

insulating material, and even less for the other ma-

terials.  

3. Results And Discussion  

3.1 The Role of the Weather Data 

As mentioned above, the influence of weather data 

is preliminarily investigated. The main target is to 

understand which dataset is more appropriate, or 

implies more conservative results, in terms of mois-

ture-related risk. 

The simulations are repeated with i) weather data 

from the Delphin database, which does not include 

the LWR exchanges, ii) weather data from Linate 

TMY, with and without LWR exchanges. The results 

are reported in Fig. 3 and Fig. 4. 

If looking at the results obtained using the weather 

file from the Delphin database (grey solid line in 

Figs. 3-4), the yearly mean LWC is 0.054 m3·m-3 in 
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the external side of CLT and 0.012 m3·m-3 in the ex-

ternal side of wood fiber. There is no risk of mold in 

both materials. Instead, the results from the simula-

tions run with the TMY from Linate reveal that in-

cluding LWR exchanges worsens the hygrothermal 

behavior of the e-CLT. In fact, using Linate TMY 

with LWR implies temperatures and relative hu-

midity profiles respectively lower and higher than 

the case without LWR, which also means higher 

LWC and MI. 

 

 

 

Fig. 3 – Comparison between simulations with weather data from 

Delphin database and from Linate TMY with/without LWR 

In particular, the yearly mean LWC in the external 

side of both CLT and wood fiber increases by 

around 4 %. The risk of mold growth is higher in the 

wood fiber, for which the maximum MI is 2.17 – 0.27 

respectively taking and not taking into account 

LWR exchanges. Although the MI is still below the 

critical threshold, in the first case its values tend to 

increase over the years. This means that excluding 

the LWR exchanges, for instance by using the Italian 

weather files available in Delphin, can underesti-

mate moisture-related risks. 

 

 

 

 

Fig. 4 – Comparison between simulations with weather data from 

Delphin database and Linate TMY with/without LWR 
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For this reason, the results discussed in the follow-

ing sections refer to simulations performed with 

Linate TMY, even if this weather file is not built ad 

hoc for hygrothermal simulations. Future studies 

will rely on suitable extreme weather data for Milan, 

for instance created according to EN ISO 15026 

(CEN, 2007b).  

3.2 Humidity and Increased Heat Flux 

In order to assess the increase in the heat losses due 

to LWC within building materials, the mean heat flux 

transferred through the wall is calculated considering 

thermal conductivity respectively dependent, or in-

dependent, on moisture content. Thus, simulations 

are repeated assuming for each material respectively 

Eq. 2 and Eq. 3. 

dry =                                                                         (3) 

The results are reported in Fig. 5: not taking into ac-

count the variation in thermal conductivity due to 

moisture content within materials would underesti-

mate heat losses by about 9.7 % on average. Similarly, 

the moisture-dependent yearly mean U-value (U = 

0.326 W·m-2·K-1) increases by 11.0 % with respect to 

the U-value in dry conditions (U = 0.290 W·m-2·K-1). 

 

Fig. 5 – Monthly mean conductive heat flux: comparison between 

simulations taking and not taking into account moisture-dependent 

thermal conductivity 

In a similar study, (Danovska et al., 2019) studied the 

impact of humidity and temperature on the thermal 

behavior of insulated timber walls for a series of Ital-

ian cities, and found out that the mean increase in 

heat losses – considering the actual thermal conduc-

tivity of materials – is below 6 % on average in North-

ern Italy locations and below 10 % in Southern Italy, 

the highest values pertaining to the most insulated 

wall structures. Finally, Fig. 6 suggests that the 

monthly mean U-value of the wall retrofitted through 

the e-CLT solution can be linearly correlated with 

mean LWC of wood fiber with R2 = 0.99. This means 

that the thermal performance of the e-CLT solution 

applied to the investigated wall decreases linearly 

with the amount of the LWC in the insulation layer. 

 

Fig. 6 – Moisture-dependent monthly mean U-value 

3.3 The Water Uptake Coefficient 

A sensitivity analysis is finally carried out to ob-

serve the CLT performance as a function of its A-

value. The top plot in Fig. 7 shows the hourly pro-

files of mean LWC throughout the CLT, respectively 

with A-value = 2, 5 and 12 g·m-2·s-0.5 according to lit-

erature. In principle, higher A-values imply higher 

LWC during winter.  

 

Fig. 7 – Influence of A-value on mean liquid water content and 

external face mold index. All values in legend are in g/m2s1/2 
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Overall, A-value does not significantly affect the e-

CLT thermal performance: indeed, the yearly mean 

LWC ranges between 0.051 – 0.053 m3·m-3, which 

does not imply variations in the heat losses. Finally, 

looking at the MI in the CLT (bottom plot of Fig. 7), 

the increase in A-value determines slightly higher 

mold growth risk. Indeed, in this case the moisture 

content between CLT and wood fiber is absorbed 

more rapidly towards the inner side. However, the 

risk is negligible (MI < 0.4). 

4. Conclusion 

In this study, the e-CLT building retrofit solution, 

applied to a typical existing Italian wall, is investi-

gated in terms of moisture related risks, i.e., the 

mold growth and the increase in heat losses due to 

liquid water content within building materials. 

Moreover, this paper focuses on the role of weather 

data and of the water uptake coefficient of the CLT 

material on simulations. Since e-CLT is an innova-

tive retrofit solution, this topic is not addressed in 

the literature except for some preliminary analyses 

carried out by the same authors (Costanzo et al., 

2021b). With respect to the above-referenced study, 

the current research confirms that a moderate mold 

growth risk (MI > 1) can occur in a cold and humid 

Italian climate, while also discussing the role of CLT 

hygrothermal properties in greater detail. Further-

more, the reliability of the Italian weather files 

within the Delphin database is assessed in a system-

atic way. 

The conclusions can be summed up as follows: 

- excluding the long wave heat transfer from the 

simulation, for instance, when using Delphin 

database Italian weather files, leads to underes-

timate moisture-related risks; 

- the inaccuracy on the A-value of CLT does not 

significantly impact on the LWC and MI; 

- the increased heat losses due to LWC within 

building materials amount to around 10 % 

- the monthly mean U-value is linearly depend-

ent on LWC in the insulation layer, and on av-

erage can vary by around 11 % if compared to 

an equivalent dry wall. 

The next steps of this research activity will investi-

gate the hygrothermal behavior during extreme me-

teorological years, selected from long-term weather 

acquisitions in different climate zones. In addition, 

further analyses are planned to better characterize 

hygrothermal properties of materials by means of 

experimental analyses.  

Nomenclature 

Symbols 

A  water uptake coefficient (g·m-2·s-0.5) 

CLT cross laminated timber 

cp  specific heat capacity (J·kg-1·K-1) 

HAMT heat and moisture transport 

  thermal conductivity (W·m-1·K-1) 

dry dry thermal conductivity (W·m-1·K-1) 

LWC liquid water content (m3·m-3) 

LWR long wave radiation 

MI mold index (-) 

  water vapor resistance factor (-) 

  density (kg·m-3) 

sd  equivalent air layer thickness (m) 

80 moisture content at 80 % RH (kg·m-3) 

eff effective saturation (kg·m-3) 

U thermal transmittance (W·m-2·K-1) 

WDR wind-driven rain 
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Abstract  

The reduction of the environmental impact of the building 

sector is one of the top priorities in the “climate change 

challenge”. As the primary energy consumption of the 

building decreases, a high level of indoor comfort must be 

maintained. Both thermal parameters, lighting, acoustic 

level, and indoor air quality affect indoor comfort. These 

aspects are fundamental, especially in school buildings, 

where a good level of indoor comfort can help student to 

stay focused. This paper proposes a methodology for a 

combined optimization of the energetic and the acoustic 

performance of a school building. A case study, located in 

the center of Italy, was analyzed. Firstly, the thermal and 

acoustic performance was determined. Then a list of inter-

ventions was hypothesized and simulated, involving both 

the building envelope, the lighting and thermal plants. 

Normalized acoustic insulation of partitions between ad-

jacent rooms, acoustic insulation of the façade and rever-

beration time were evaluated. The outdoor and ambient 

noise levels were based on the main characteristics of the 

façade (type and stratifications of opaque and transparent 

components, ventilation system, etc.). Results show that 

the optimal combination of interventions reduces the CO2 

emissions of 88.55 % and the global energy performance 

index of 85.2 %. The indoor sound pressure level due to 

traffic noise is reduced by 19 dB after acoustic insulation 

of the façade, while further treatments to indoor surfaces 

should be implemented to reduce internal reverberation 

time and to improve speech intelligibility. The combined 

optimization shows that the highest reduction of the 

global impact (89.2 %) is obtained by weighting 80 %/20 % 

the acoustic/thermal performance. 

 

1. Introduction  

Nowadays, the building sector accounts for around 

40 % of total global energy consumption and more 

than 30 % of CO2 emissions. To achieve net-zero car-

bon emissions by 2050, the International Energy 

Agency (IEA) estimates that the sector has to halve 

its emissions by 2030. In the EU, the situation is sim-

ilar, with 36 % of CO2 emissions from the building 

stock, of which the final energy consumption for 

heating and cooling is 50 %. Accordingly, improv-

ing the energy efficiency and fostering total decar-

bonization is an essential step towards renewal of 

the building stock. The current rate of renovation of 

public buildings ranges from 0.4 % and 1.2 % per 

year, while it should be around 3 %, as reported by 

the 2018/844/EU Directive.  

In addition, a high level of indoor comfort is re-

quired. Indoor comfort is affected by several factors, 

such as thermal level (air temperature and humid-

ity, air velocity and quality), lighting and acoustic 

quality. In school buildings, students spend many 

hours a day in the classroom. The correct environ-

ment can help students to be focused and energetic. 

Different strategies have been proposed to evaluate 

and optimize the performance of school buildings 

(MacNaughton et al., 2018), or energy audits (Wang 

et al., 2015). Díaz-López et al. (2022) identified the 

24 best passive intervention strategies, analyzing re-

search trends in 42 countries. Li et al. (2021) pro-

posed a multi-objective optimization method based 

on the response surface method, where optimal de-

sign trade-offs between thermal comfort and energy 

demand are obtained. Omar et al. (2022) based their 

optimization on lighting and cooling plant 
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retrofitting, and on the integration of a photovoltaic 

plant to increase the share of renewable energy ex-

ploited. Results show a gain of renewable fraction 

of around 82 %. Gamarra et al. (2018) considered 

water consumption and carbon footprint, resulting 

in a life-cycle assessment. 

Noise in schools derives from its original surround-

ing environment, which has turned from silent into 

very noisy over the years (Secchi et al., 2017). The 

specification regarding sound insulation properties 

and noise from equipment properties in Italy were 

defined in the D.P.C.M. 5/12/97. The recent Italian 

law D.M. 11/01/2017, recalls the Italian standard 

UNI 11367. According to these standards, new 

school buildings must guarantee a façade sound in-

sulation of D2m,nT,w ≥ 48 dB, which is very restric-

tive. In  UNI 11367, the limit value for the normal-

ized acoustic insulation of partitions between adja-

cent rooms of the same unit was  presented: basic 

performance, with DnT,w ≥ 45, and high perfor-

mance, with DnT,w ≥ 50 dB. UNI 11367 also requires 

a Speech Transmission Index in classrooms higher 

than 0.60 and sets the optimum value of reverbera-

tion time (Tott) as average value between 500 and 

1000 Hz for unoccupied classrooms (s). The limit 

values for the acoustic indoor room quality are also 

defined in the UNI 11532-1. In part 2 of the standard, 

the limit value for reverberation time, STI e/o C50, 

and sound pressure level for technologic systems in-

stalled inside the classroom are defined. 

This paper presents a methodology for the thermo-

acoustic optimization of an existing school building, 

based on combinations of interventions (Moazzen et 

al., 2020). A primary school building located in cen-

tral Italy was taken as a case study. Firstly, the 

current state of the building was analyzed using 

software to estimate the heating energy demand 

and acoustic performance. The analysis concerns 

both the design conditions and the dynamic con-

sumption over a period of one year. Then, a list of 

interventions was hypothesized, involving both 

building envelope, the lighting system, the thermal 

plants and the acoustic parameters, to find out the 

optimal configuration. The novelty proposed is 

combined analysis, setting and optimizing 

weighting coefficients between thermal and acous-

tic performances. 

2. Materials and Method 

The methodology proposed consists of  different 

steps: 

- Identification of the case study building and de-

termination of its properties and climatic con-

ditions. 

- Evaluation of energy and acoustic performance 

by software simulations. 

- Proposal of interventions and combination of 

them. 

- Simulation and index calculation. 

The building chosen as reference case should be rep-

resentative of the category of buildings under study, 

as regards the building geometry, energy perfor-

mance for both envelope and plants, and climatic 

conditions. This way, the proposed model, once val-

idated, can be easily applied to other buildings. In 

this paper, a primary school building has been cho-

sen as reference case. Fig. 1 shows a real image of 

the building, while Fig. 2 shows the plan view. 

 

                                     

Fig. 1 – Real image of the school building under study                                Fig. 2 – Plan view of the school building under study 
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The reference building presents a floor area of 350 

m2 and consists of 6 classrooms, with a net height of 

3.25 m. The entrance hall has a sloped ceiling, aver-

age height 4.8 m. The occupancy has been hypothe-

sized as typical of school buildings, namely on 

weekdays between 08.00 and 1700. According to the 

national standards, Italy is divided into six climatic 

zones, depending on the heating degree days. For 

each zone, there is a corresponding different annual 

heating period and number of hours of daily opera-

tion. In addition, a series of minimum U-values are 

provided for each zone. Central Italy, where the ref-

erence building is located, is involved in the “E” 

zone, which corresponds with  a heating period 

from 15 October to 15 April. The specific location of 

the building presents a minimum temperature of -

4 °C, as stated in the UNI 10349 standard. This data 

is required to calculate the energy performance of 

the building under the worst-case conditions. Then 

a dynamic hourly-based method is applied to pro-

vide the energy consumptions over a year. The first 

step for the energy performance calculation is the 

energy determination of the U-values of all vertical 

and horizontal, opaque and transparent structures. 

The U-value is a function of the thickness and type 

of each material of the stratification. The thermal 

conductivity is taken from the UNI 10351 standard 

for homogeneous materials and the UNI 10355 for 

heterogeneous ones. In the absence of reliable data, 

the U-value of opaque and transparent structures 

can be estimated as a function of the year of con-

struction of the building. When data are collected, 

U-values can be determined. In Tables 1, 2, 3, 4 the 

stratifications and the thermal and acoustic perfor-

mance of the opaque structures are presented.  

Table 1 – Stratification of the front vertical facade   

Total thickness [cm] 50 

Surface mass [kg/m2] 1296 

U-Value [W/(m2 °C)] 2,02 

Rw [dB] 54 

Layer 
Thickness 

[cm] 

Thermal 

conductiv-

ity [W/(m 

°C)] 

Density 

[kg/m3] 

Gypsum plas-

ter 
2 0.35 1200 

Dolomite 

stone 
48 1.8 2700 

Table 2 – Stratification of the external vertical wall   

Total thickness [cm] 44 

Surface mass [kg/m2] 560 

U-Value [W/(m2 °C)] 1.1 

Rw [dB] 51 

Layer 
Thickness 

[cm] 

Thermal con-

ductivity 

[W/(m °C)] 

Density 

[kg/m3] 

Gypsum plas-

ter 
2 0.35 1200 

Perforated 

brick 
40 1.8 2700 

Cement mor-

tar  
2 1.4 2000 

Table 3 – Stratification of the floor   

Total thickness [cm] 32 

Surface mass [kg/m2] 354 

U-Value [W/(m2 °C)] 1.64 

Rw [dB]     52 

Layer 
Thickness 

[cm] 

Thermal 

conductivity 

[W/(m °C)] 

Density 

[kg/m3] 

Ceramic tiles 2 1 2300 

Cement mortar 4 1.4 2000 

Floor brick 26 0.74 1185 

Table 4 – Stratification of the ceiling   

Total thickness [cm] 24 

Surface mass [kg/m2] 55 

U-Value [W/(m2 °C)] 0.20 

Rw [dB] 48 

Layer 
Thick-

ness [cm] 

Thermal 

conductiv-

ity [W/(m 

°C)] 

Density 

[kg/m3] 

Wood panel 1.3 0.12 450 

BARRIER 100 0.1 0.35 950 

Rock wool 1.6 0.035 40 

Waterproof-

ing 
0.1 0.17 1200 

Air 5 0.32 1 

Roof tiles 1.5 1 2000 

 

The U-values of the transparent components range 

from 2.8 W/(m2 °C), consisting of aluminum frame 

without thermal break and double glazing, to 

5 W/(m2 °C) for the oldest ones, consisting of metal-

lic frame and single glazing.  
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Then the performance of the building was evalu-

ated. Energetically, the building was modeled on 

MC4software, whose representation is shown in 

Fig. 3. 

For the acoustic characterization of the unoccupied 

classrooms, forecast calculations were carried out 

according to the current technical regulations. These 

can be determined with the aid of performance and 

functional criteria. The forecast calculations and as-

sessment methods are described in UNI 11532-2. 

 

Fig. 3 - 3D model reconstruction for building simulation 

The sound insulation performances of typical Italian 

classrooms were investigated in terms of indoor 

sound pressure level transmitted through the school 

façade, reverberation time and sound emitted by 

technological systems. The estimation of the indoor 

sound pressure level, L2, due to the sound from out-

door is obtained with Eq. (1), based on the ISO 

12354-3. 

𝐿2 = 𝐿1,2𝑚 − 𝐷2𝑚, 𝑛𝑇 + 10𝐿𝑜𝑔(
𝑇

𝑇0
) [dB]               (1)  

where L1,2m is the outdoor sound pressure level 2 m 

in front of the façade (dB), D2m,nT is the standardized 

level difference of façade insulation, T is the rever-

beration time (s) and T0 is the reference reverbera-

tion time (0.5 s). 

The prediction method for calculating the Reverber-

ation Time is described in EN 12354-6, while for the 

Lpu,c  index the reference standard is the EN 12354-5.  

Based on the energy efficiency interventions, the 

acoustic performance of the school has been calcu-

lated in parallel as the interventions varied. 

A list of intervention has been hypothesized, involv-

ing both the building envelope and the thermal 

plant. Each specific building can require certain in-

terventions. In this work general interventions are 

proposed, to remain valid in most of the cases. In 

Table 5 the interventions are listed. 

Table 5 – List of interventions 

Code Intervention 

GL1 Substitution of glazing 

IN1 Insulation of vertical walls 

IN2 Insulation of floor and addition of radiant 
heat floor 

L1 Substitution of traditional lighting system 
with LED-based one 

TP1 Substitution of traditional heat generator 
with heat pump 

TP2 Introduction of a photovoltaic plant 

TP3 Introduction of mechanic ventilation system 

The substitution of glazing (GL1) allows a reduction 

of the U-value of the transparent components. Tri-

ple glass of thickness 5 mm with 12 mm of air gap 

has been chosen, with an aluminum frame and ther-

mal break. The respective U-value turns out to be in 

the range 2.8 W/(m2 K) and 5 W/(m2 K), depending 

on the size of the window. The insulation of vertical 

walls (IN1) consists in the addition of a layer of ther-

mal insulation, to increase the thermal resistance. 

An expanded polystyrene (EPS100) has been cho-

sen, with a thermal conductivity of 0.035 W/m K and 

a density of 20 kg/m3. A layer of 12 cm, placed ex-

ternally to the wall stratification, has been provided 

for the brick-based wall. The front façade instead, 

has been insulated with 6 cm of the same polysty-

rene but placed internally, to maintain the aesthetics 

of the faced stone. The U-value of the two walls be-

comes 0.2 and 0.5 W/(m2 K), respectively.   

The intervention on the lighting system (L1) consists 

in the replacement of traditional lamps with LED 

ones. The latter reduce the expense of electricity for 

lighting, considering that a traditional lamp pro-

duces 62 lm/W compared to 95 lm/W of a LED one. 

The number of LED lamps to be installed in each 

room (n) has been evaluated with the Eq. (2):  

𝑛 =  
  ɸ𝑡

𝑚 ℎ ɸ𝑙
                                                               (2) 

where ɸt is the luminous flux of the lamp, m is a co-

efficient of utilization in function of the shape of the 

lamp, h is the net height of the room and ɸl is the 

luminous flux on the target area. 

The substitution of traditional heat generator for 

heat pump (TP1) increases the heat generation and 
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distribution efficiency by decreasing the working 

temperature of the water. In addition, this is a 

switch from natural gas to electricity. Consequently, 

the installation of a photovoltaic plant (TP2) is a fun-

damental step towards exploiting a local renewable 

energy source to cover the lighting and heat pump 

energy demand. The last intervention is the me-

chanical ventilation system (TP3), which improves 

the indoor air quality of the classrooms. The system 

is composed of a single machine, to be installed in 

each room, which provides an air ventilation rate 

proportional to the CO2 percentage in the room.  

Then the single interventions  were combined each 

other to maximize the energy performance of the 

building and the energy saving. Different scenarios, 

later called “packages”, have been simulated (Ta-

ble 6).  

Table 6 – Combination of interventions 

Package 
Building 

envelope 
Lighting Thermal plant 

P0 - - - - - - - 

P1 GL1 - - - - - - 

P2 - IN1 - - - - - 

P3 GL1 IN1 - - - - - 

P4 GL1 IN1 IN2 - TP1 - - 

P5 GL1 IN1 IN2 L1 TP1 TP2 - 

P6 GL1 IN1 IN2 L1 TP1 TP2 TP3 

3. Results and Discussions 

The parameters for the indoor conditions of the 

rooms  were calculated separately for the thermal, 

acoustic and visual conditions. Energetically, the 

parameters are the global perfomance index and the 

CO2 emitted. The first one, indicated with “EPgl,nren” 

and expressed in kWh/m2 yr, considers the amount 

of energy for the air conditioning over one year, 

normalized per meter square. This is a useful 

parameter for comparing different buildings. In 

addition, the index differentiates the fuel used, 

applyng a higher coefficient for non-renewable ones 

and neglecting the share of local energy productions 

from renewable sources. The CO2 emitted considers 

the typology of fuel and its relative emissive factor, 

while for the electricy from the grid the factors are 

estimated based on the national energy mix. Results 

are shown in Fig. 4 and Fig. 5, for the global 

performance index and the CO2 emitted, 

respectively. The reference case is characterized by 

a global performance index of 407.6 kWh/m2 yr and 

38037 kg of CO2 emissions. Both parameters 

decrease, while  the number of interventions 

increase. The best scenario allows a reduction of the 

CO2 emissions of 88.5 %, 4354 kg, and the global 

performance index of 85.2 %, 60.3 kWh/m2 yr. 

 

 

Fig. 4 – Global energy performance index for each scenario 

 

Fig. 5 – CO2 emissions for each scenario 

 

The payback period (PB) was chosen as economic 

index. It provides information about the time neces-

sary  to recover the initial costs, by means of the an-

nual energy saving of the improved scenario. The 

lower  the PB is, the more the scenario becomes a 

priority. Table 7 summarizes the initial cost and the 

PB for each scenario analyzed. The best scenario 

turns out to be the combination of all interventions 
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except for the mechanical ventilation system, with a 

payback period of 13 years and 10 months. 

Table 7 – Initial cost and payback period of the simulated scenarios 

Intervention Cost [€] PB [years] 

P1 27605 24 years 6 months 

P2 37161 14 years 4 months 

P3 64766 15 years 6 months 

P4 217234 17 years 6 months 

P5 283336 13 years 10 months 

P6 303336 14 years 9 months 

 

For the acoustic scenarios, results refer  to the pre-

diction values of façade sound insulation, to the re-

verberation time and to the calculated values of un-

occupied indoor sound pressure level. Table 8 

shows the average values of results of D2m,nT,w 

and DnT,w calculationsfor all classrooms, respec-

tively. Results concerning  corridors, gyms and clos-

ets  were excluded from this analysis. 

Table 8 – Acoustic performance ante and post operam 

 Result Limit value 

Ante Operam Av-

erage 

D2m,nT,w [dB]  D2m,nT,w [dB] 

D.P.C.M 5/12/97 

33 48 

DnT,w [dB]  

Between two 

classrooms 

DnT,w [dB] 

high performance 

UNI 11367 

45 50 

Post Operam Av-

erage 

D2m,nT,w [dB]  D2m,nT,w  

D.P.C.M 5/12/97 

52 48 

DnT,w [dB]  

Between two 

classrooms 

DnT,w  

high performance 

UNI 11367 

54 50 

 

Schools with single-glazed windows have typically 

lower insulation performances. The improvement of 

acoustic performances is evident because of the bet-

ter air thickness of the new windows and the insu-

lation of vertical walls. 

Fig. 6 shows the average reverberation time calcu-

lated in octave bands in all the classrooms. 

 

Fig. 6 – Reverberation time in pre (blue) and post operam (pink) 

Reverberation time values  averaged between the 

500 Hz and 1 kHz octave bands, resulting in 1,02 s 

(ante operam) and 0,59 s (post operam). 

The optimal value set by Italian law [16] is a func-

tion of the classroom volume. Averaging the vol-

ume of the examined classrooms (100 m3), the opti-

mal average value is 0,47s.  

For each façade, the outdoor noise levels (L1,2m) were 

calculated. A weighted outdoor level  equal to 60 dB 

(that is the maximum noise emissions level permit-

ted by the law DCPM 14/11/97) was assumed. Re-

sults were  compared to the limit values set by Ital-

ian legislation or by other relevant national or inter-

national references. The analysis of indoor SPL 

shows that, after the treatments of the façades, the 

main acoustic problem of the selected classrooms is 

the indoor reverberation time and it is not the noise 

from outdoor sources. 

A subsequent statistical analysis was  performed for 

the case study. The first correlation model is based 

on a multivariate regression between the repre-

sentative thermal parameters and weighted on the 

non-renewable global energy performance index of 

the school (Fig. 7). The regression was calculated 

considering the results obtained by the seven sce-

narios. 

The model is based on the following Eq. 4: 

𝑀𝑜𝑑𝑒𝑙 (𝑥, 𝑦) = 𝑎 + 𝑏𝑥 + 𝑐𝑦 + 𝑑𝑥2 𝑒𝑥𝑦                          (4)   

where 𝑎, 𝑏, 𝑐, 𝑑, 𝑒 represent the partial regression co-

efficients (with 95 % confidence bound).  
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Fig. 7 – Multivariate regression (CO2 emission [kg], electrical en-

ergy consumption [kWh], thermal energy consumption [kWh] 

weighted on the global energy performance index). Several note-

worthy results were: R2=0.99, R=0.97, Dfe 2 

The second correlation model aims to determine the 

impact of the acoustic and energetic interventions 

on processing costs. The model was defined as the 

weighted sum of the acoustic and thermal resulting 

parameter. The weights were assigned arbitrarily 

considering increasing weights to the acoustic per-

formance and subsequently decreasing to the ther-

mal one. The optimization model is represented by 

the following equation (Eq. 5): 

𝑜𝑝𝑡 = 𝑏 ∙ %𝐸𝑃𝑔𝑙,𝑛𝑟𝑒𝑛 + 𝑎 ∙ %𝑅𝑇 + 𝑎 ∙ %𝑆𝐴             (5) 

where a= [0 0.2 0.4 0.6 0.8], b = [1-a], and the EPgl,nren, 

RT(reverberation time (T30)) and SA (sound absorp-

tion) are expressed as percentages of saving com-

pared to the reference case.  

Results of the polynomial regression are shown in 

Fig. 8, while Table 9 summarizes the percentage of 

reduction of the global impact at the various 

weights.   

 

Fig. 8 – Results of linear regression between Thermal-Acoustic op-

timization and Costs (Euro). Several noteworthy results were: 

R2=0.85, R=0.70, Dfe 3 

 

Table 9 - Thermal-acoustic optimization vs costs of intervention at 

the different weights (w0, w1, w2, w3, w4) 

Intervention w0 w1 w2 w3 w4 

P1 6.9% 5.6% 4.2% 2.8% 1.4% 

P2 15.5% 12.3% 9.2% 6.1% 3.0% 

P3 22.3% 35.9% 49.5% 63.2% 76.8% 

P4 67.1% 71.8% 76.5% 81.1% 85.8% 

P5 84.2% 85.4% 86.7% 87.9% 89.2% 

P6 85.2% 86.2% 87.3% 88.3% 89.4% 

4. Conclusions 

This paper proposes a methodology for a combined 

optimization of the thermal and acoustic perfor-

mance of a school building. A primary school build-

ing located in the center of Italy was  chosen as case 

study. Firstly, the thermal and acoustic performance 

of the reference building  were simulated. Then the 

proposed methodology was  applied. A list of inter-

ventions was hypothesized, involving both the 

building envelope and the thermal and lighting 

plants. Different interventions were  combined in 

packages, to optimize the overall performance of the 

building and to find  the best scenario. Results show 

that the optimal scenario, combining all the inter-

ventions, reduces the CO2 emission of 88.5 % 

(4354 kg, while it is 38037 kg for the reference case) 

and the global performance index of 85.2 % (60.3 

kWh/m2 yr, while it is 407.6 kWh/m2 yr for the refer-

ence case). The acoustic treatment of façades, con-

sisting of the replacement of windows and the insu-

lation of vertical walls, produces good results in the 

abatement of indoor noise level (19 dB). The average 

reverberation time is reduced by about 0.40 s, which 

turns out to be a good result but still not  compliant 

with the optimal time defined by the standards. 

However, the mechanical ventilation system nega-

tively affects the intelligibility and, in general, the 

acoustic comfort in a classroom (Serpilli et al., 2022). 

Consequently, a combined plan between the façade 

refurbishment and the interior acoustic treatment of 

the classrooms is recommended. As regard the eco-

nomic analysis, the best scenario turns out to be the 

combination of all interventions except for the me-

chanical ventilation system. This scenario returns 

the shortest  payback period (13 years and 10 
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months). The combined optimization shows that the 

best scenario is obtained by weighting the acoustic 

performance 80 % and the thermal one 20 %, and 

ensures a global impact reduction of 89.2 %, com-

pared with  the reference case. Further research, un-

der analysis, will be proposed extending the pre-

sented methodology to other school buildings, to 

validate the statistical approach and compare the re-

sults obtained.  

References  

Díaz-López, C., A. Serrano-Jiménez, J. Lizana, E. 

López-García, M. Molina-Huelva, & Á. Barrios-

Padura. 2022. “Passive action strategies in 

schools: A scientific mapping towards eco-

efficiency in educational buildings”. Journal of 

Building Engineering 45: 103598. doi: 

https://doi.org/10.1016/j.jobe.2021.103598 

D.P.C.M 5/12/97. Determinazione dei requisiti 

acustici passivi degli edifici. 

D.M. 11/01/2017. Criteri Ambientali minimi per 

l’affidamento di servizi di progettazione e lavori 

per la nuova costruzione, ristrutturazione e 

manutenzione di edifici pubblici. 

Gamarra, A. R., I. R. Istrate, I. Herrera, C. Lago, J. 

Lizana, & Y. Lechón. 2018. “Energy and water 

consumption and carbon footprint of school 

buildings in hot climate conditions. Results from 

life cycle assessment”. Journal of Cleaner 

Production 195: 1326-1337. doi: 

https://doi.org/10.1016/j.jclepro.2018.05.153 

Li, Q., L. Zhang, L. Zhang, & X. Wu. 2021. 

„Optimizing energy efficiency and thermal 

comfort in building green retrofit”. Energy 237: 

121509. 

doi: https://doi.org/10.1016/j.energy.2021.121509 

MacNaughton, P., X. Cao, J. Buonocore, J. Cedeno-

Laurent, J. Spengler, A. Bernstein, & J. Allen. 

2018. “Energy savings, emission reductions, and 

healt co-benefits of the green building 

movement”.  J Expo Sci Environ Epidemiol 

28(307): 12. doi: https://doi.org/10.1038/s41370-

017-0014-9 

Moazzen, N., T. Ashrafian, Z. Yilmaz, & M. E. 

Karagüler. 2020. « A multi-criteria approach to 

affordable energy-efficient retrofit of primary 

school buildings”. Applied Energy 268: 115046. 

https://doi.org/10.1016/j.apenergy.2020.115046 

Omar, A. I., N. M. Khattab, &, S. H. A. Aleem. 2022. 

“Optimal strategy for transition into net-zero 

energy in educational buildings: A case study in 

El-Shorouk City, Egypt.” Sustainable Energy 

Technologies and Assessments 49: 101701. doi: 

https://doi.org/10.1016/j.seta.2021.101701  

Secchi, S., A. Astolfi, G. Calosso, D. Casini, G. Cellai, 

F. Scamoni,C. Scrosati & L. Shtrepi. 2017. “Effect 

of outdoor noise and façade sound insulation on 

indoor acoustic environment of Italian schools”. 

Applied Acoustics 126: 120-130. doi: 

https://doi.org/10.1016/j.apacoust.2017.05.023 

Serpilli, F., S. Di Loreto, V. Lori, & C. Di Perna. 2022. 

“The impact of mechanical ventilation systems 

on acoustic quality in school environments. EPD 

sciences”, 52nd A iCARR International 

Conference. doi: 

https://doi.org/10.1051/e3sconf/202234305002 

UNI 10349, 2016 “Riscaldamento e raffrescamento 

degli edifici-Dati climatici. Ente Nazionale 

Italiano Di Normazione 

UNI 10351, 2021—Building materials. Thermal 

conductivities and vapor permeabilities (in 

Italian: Materiali da costruzione. Conduttività 

termica e permeabilità al vapore) 

UNI 10355, 1994. Walls and floors–Thermal 

resistance values and calculation method 

UNI 11367, 2010. Acustica in edilizia – 

Classificazione acustica delle unità immobiliari 

– Procedura di valutazione e verifica in opera. 

UNI 11532-1, 2018. Caratterizzazione acustiche 

interne di ambienti confinati - Metodi di 

progettazione e tecniche di valutazione – Parte 

1: requisiti generali. 

UNI 11532-2, 2020. Caratterizzazione acustiche 

interne di ambienti confinati - Metodi di 

progettazione e tecniche di valutazione – Parte 

2: Settore scolastico.  

UNI EN ISO 12354-3, 2017. Building acoustics – Esti-

mation of acoustic performance of buildings 

from the performance of elements - Part 3: Air-

borne sound insulation against outdoor sound. 

UNI EN ISO 12354-5, 2009. Building acoustics - 

Estimation of acoustic performance of building 

from the performance of elements - Part 5: 

Sounds levels due to the service equipment. 

66

https://doi.org/10.1016/j.jobe.2021.103598
https://doi.org/10.1016/j.jclepro.2018.05.153
https://doi.org/10.1016/j.energy.2021.121509
https://doi.org/10.1038/s41370-017-0014-9
https://doi.org/10.1038/s41370-017-0014-9
https://doi.org/10.1016/j.apenergy.2020.115046
https://doi.org/10.1016/j.seta.2021.101701
https://doi.org/10.1016/j.apacoust.2017.05.023
https://doi.org/10.1051/e3sconf/202234305002


Multi-Objective Optimization of Thermo-Acoustic Comfort of School Buildings 

 

UNI EN ISO 12354-6, 2006. Building acoustics - 

Estimation of acoustic performance of buildings 

from the performance of elements - Part 6: 

Sound absorption in enclosed spaces. 

Wang, Y., J. Kuckelkorn, F. Y. Zhao, D. Liu, A. 

Kirschbaum, & J. L. Zhan. 2015. „Evaluation on 

classroom thermal comfort and energy 

performance of passive school building by 

optimizing HVAC control systems”. Building 

and Environment 89: 86-106. doi: 

https://doi.org/10.1016/j.buildenv.2015.02.023 

67

https://doi.org/10.1016/j.buildenv.2015.02.023




A Review on the FIVA-Project: Simulation-Assisted Development of 
Highly-Insulating Vacuum Glass Windows 

Ulrich Pont – TU Wien, Austria – ulrich.pont@tuwien.ac.at 

Peter Schober – Austrian Forest Products Research Society, Austria – p.schober@holzforschung.at 

Magdalena Wölzl – TU Wien, Austria – Magdalena.woelzl@tuwien.ac.at  

Matthias Schuss – TU Wien, Austria – Matthias.schuss@tuwien.ac.at 

Jakob Haberl – Austrian Forest Products Research Society, Austria – j.haberl@holzforschung.at

Abstract 

This contribution provides a review on research and de-

velopment activities that have been conducted in the 

field of highly-insulating windows with vacuum glass. In 

a joint effort with the window-producing industry, dif-

ferent novel solutions for vacuumglass-equipped win-

dows have been studied. Thereby, different methodologi-

cal approaches have been deployed, including the con-

struction of technology demonstrators, performance 

measurements on laboratory test sites, and numeric 

thermal bridge simulation. As a result, the project consor-

tium succeeded in the development, construction, and 

exhibition to relevant stakeholders in the industry of 

four, innovative window prototypes. These windows not 

only employ vacuum glass products, but also in part 

provide new operation kinematics, motorization, and the 

implementation of automated ventilation positions. 

Moreover, the U-values of the windows could be approx-

imated to be around or below 0.70 W.m-2.K-1 (i.e., UWin-

value) at pane thicknesses of less than a centimeter. The 

windows include turn windows to inside and outside, as 

well as a swing-operation window, and a window utiliz-

ing an offset- and slide-operation mechanism without 

visible railings. The contribution not only displays the 

final prototypes, but also highlights the methods and 

provides an outlook for future development in this area. 

1. Introduction  

1.1 Scope of the FIVA Project,  

Observations and Prerequisites 

The present contribution highlights the methodol-

ogy and results of a joint research effort conducted 

together with stakeholders of the window produc-

ing industry. The ultimate goal of this project, 

which was named FIVA (Fensterprototypen mit in-

tegriertem Vakuumglas – in English: Window proto-

types that employ vacuum glass) was the devel-

opment of vacuum-glazing-equipped windows 

that provide both a very good (thermal) insulating 

performance and a high degree of innovation in 

architectural appearance and operation. Moreover, 

that the resulting prototypes should fully prove 

their functionality, or in other words, a high TRL 

(technology readiness level) of the envisioned pro-

totypes was an additional planned goal of the pro-

ject. 

The project’s outline was built on and started 

based on a set of observations (O) and prerequi-

sites (P): 

O(bservation)1: Although vacuum glass products 

finally arrived on the market after intensive re-

search and development efforts by both industry 

and academia lasting close to a century (Zoller, 

1913), there was little to no public and relevant 

research available about the utilization of such 

products in contemporary and past window con-

structions. O2: Companies in the window-

producing sector agreed about the high potential of 

vacuum glass for window constructions, however, 

most companies were reluctant to pioneer  vacu-

um-glazed window constructions. Moreover, there 

was little knowledge about the required changes to 

existing window/frame constructions amongst the 

relevant stakeholders. Furthermore, resentment 

against vacuum glass pertaining to the durability 

of the vacuum (and thus its thermal performance) 

in the products was reckoned. Given that, until 

2020, vacuum glass products were not produced in 

69



Ulrich Pont, Peter Schober, Magdalena Wölzl, Matthias Schuss, Jakob Haberl 

 

Europe, but majorly in South-East Asia, another 

threat was seen in the long delivery times in the 

case of the need for glass replacement. Moreover, 

while there have been multiple producers of multi-

pane insulation glass, the number of vacuum glass 

producers was (and still is) limited. O3: Stakehold-

ers in  the glass-producing industry showed a cer-

tain ambivalence toward vacuum glass products. 

This was majorly because vacuum glass products 

show similar thermal performances to  high-end 

triple glazing, but do feature one glass pane less 

(which would potentially have negative effects on 

feasibility and profit for glass producers). O4: De-

spite major efforts toward improvement of the per-

formance of transparent envelope components, 

windows are still considered  the weak spot in 

thermal envelopes, and are even  considered to be 

responsible for a major share of building-related 

energy loss through the envelope. However, cur-

rent highly-insulating windows are majorly triple-

glazing windows coming with large system thick-

ness and correspondingly heavy weight of the 

overall construction. Vacuum glass is considered to 

disrupt this situation. 

Amongst the prerequisites for the  FIVA project 

were the following: P(requisite)1:  basic 

knowledge about the durability and thermal per-

formance of different vacuum glass products was 

required. This was fulfilled due to the authors’ 

previous research efforts into vacuum glass within 

the VIG-SYS-RENO project (Pont et al., 2018a). In 

this exploratory product, not only a wide range of 

tests pertaining to mechanics, thermal performance 

and acoustical performance of different glass 

products was conducted, but also basic challenges 

pertaining to the integration of vacuum glass into 

existing and new window frames were addressed. 

P2: A clear objective is required in the develop-

ment process. While the integration of vacuum 

glass in existing (historically relevant) windows 

often needs to consider the upkeep of the appear-

ance of the window (e.g., Kastenfenster / casement 

windows, compare (Pont et al., 2018b), new win-

dows can be designed toward performance and 

operation optimization. Moreover, the specifics of 

vacuum glass (e.g., problematic thermal bridge 

along the edge seal) determine construction princi-

ples. As such, it was decided to  design the win-

dows from scratch based on the specific require-

ments of the vacuum glass, rather than to adapt 

existing window constructions. P3: Subsequently, a 

set of innovative early-stage window designs (that 

consider the specifics of vacuum glass) was re-

quired. Such innovative and, in part, disruptive 

approaches to new windows were the result of 

another preliminary and exploratory research ef-

fort by the authors named MOTIVE (Pont et al., 

2018c). P4: To start and successfully conduct the 

project, a strong consortium of academic partners 

and stakeholders from the relevant branches of 

industry was required who were open to new ideas 

and agreed upon close  collaboration. This consor-

tium consisted in the end of two academic and 

eight industrial partners (5 window-producing 

companies, 3 producers of different window con-

stituents, namely fittings, seals, and vacuum glass). 

P5: To be able to explore the space of potential, 

innovative, high-performing vacuum glass win-

dows, all partners were required to bring in their 

specific expertise and instruments. Simulation as a 

method specifically was deployed in the fields of 

operation kinematics of the innovative windows, 

and thermal performance assessment. For the lat-

ter, numeric thermal bridge simulation was de-

ployed as instrument of choice. 

1.2 Vacuum-Glazing Products 

To understand the challenges connected with the 

integration of vacuum glass in windows, one needs 

to understand the technical specifications of vacu-

um glass. Vacuum glass products are regularly  

constituted of two planar, parallel glass panes. Be-

tween the glass panes, an interstitial space of rather 

small dimension (less than a millimeter) houses a 

grid of distance pillars. The axis-distance between 

the pillars is regularly between 20 and 40 mm. To 

close the interstitial space against the surround-

ings, a vacuum-tight edge seal is set up along the 

perimeter of both glass panes. Via an opening in 

one of glass panes, the interstitial space is then 

evacuated (leading to a high vacuum). The  dis-

tance pillars mentioned maintain the parallel posi-

tion of the glass panes, as otherwise the panes 

would be pushed together by the surrounding air 

pressure. Another important element is the so-

70



A Review on the FIVA-project: Simulation-Assisted Development of Highly-Insulating Vacuum Glass Windows 

 

called getter. This is a highly reactive surface that 

filters/binds the remaining particles in the intersti-

tial space. Due to the vacuum, heat transfer pro-

cesses that require media are widely eliminated in 

the interstitial space (i.e., conduction and convec-

tion). Thereby, already rather slim systems (vacu-

um glass between 6 and 8 millimeters) provide 

excellent thermal insulation. However, the glass-

edge seal, as well as the distance pillars, literally 

remain as connecting thermal bridges between the 

two glass panes and need to be considered in de-

signing windows with vacuum glass. In a previous 

research effort (Pont & Mahdavi, 2017), the heat 

loss via conduction through the pillars was identi-

fied as noticeable but very small (majorly due to 

their limited physical dimensions). In contrast, the 

tight edge seal was identified as a major thermal 

bridge and needs to be covered / insulated as well  

as possible in window constructions. A sufficient 

glass edge-cover length can ensure this. Fig. 1 illus-

trates a schematic section through a (generic) vac-

uum glass product. 

 

Fig. 1 – Schematic section through a generic vacuum glass prod-

uct, including the relevant terminology (illustration by the authors)  

2. Methodology 

2.1 General R&D Efforts Within the Project 

The development of new windows requires con-

siderations from different backgrounds. Aspects 

such as the statics, weight, operation, acoustics, 

thermal performance, material, form and construc-

tion of frames, fittings, glass, seals, and many more 

need to be considered. To comply with these in 

part harsh requirements, the following strategy 

was deployed: in a first attempt, the major aspects 

to be worked upon were identified, including shift-

ing certain aspects to post-project phases (as final 

product development done by the industry). Such 

aspects included production aspects, or the selec-

tion of the final components. Rather, the project 

team decided to work upon three major aspects: (a) 

The conception of specific window prototypes as 

such, which includes the operation/movement pat-

terns and the principle architectural appearance. 

(b) The integration of motorized fittings for the 

specific window, preferably to be integrated in the 

fixed window frame (not into the moving part of 

the window. (c) The integration of the vacuum 

glass in the moveable wing of each of the windows 

under consideration of specific requirements of the 

vacuum glass, such as a well-dimensioned glass-

edge seal cover. After setting up a decision fine-

tuning of these aspects, an iterative development 

process started. Thereby, for each of the window 

prototypes, one of the industrial partners assumed 

responsibility for development, thus constructing 

the early prototypes and movement mock-ups, and 

conducting communicating/coordinating of geome-

try and semantic data means of their prototype 

with the consortium. The scientific partners, to-

gether with the industrial partners, were continu-

ously developing and designing the corresponding 

windows. Thereby, one of their major responsibili-

ties was to deliver proof of concept and proof of 

functionality results. A lot of iterative optimization 

characterized this later stage of the development. 

This workflow worked well and offered a lot of 

productive exploration of the space of possible 

solutions, mostly due to the many brainstorming 

and sketching meetings that were set up regularly. 

2.2 Simulation and Thermal  

Performance Assessment 

As already mentioned, one of the key tasks of the 

scientific partners in the project (namely the au-

thors of this contribution) was to continuously as-

sess the impact of design modifications on the 

thermal performance. To this end, we deployed 
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numeric thermal bridge simulation as matter of 

choice in assessing the critical thermal bridge situa-

tions along the window frames and highly conduc-

tive fitting parts. The tool we used was Antherm v. 

10 (Antherm n.d.). 

Moreover, the overall performance of the window 

in view of thermal transmittance was evaluated. 

Due to the non-off-the-shelf character of the win-

dows, the equations from corresponding standards 

(i.e., EN ISO 10077 Parts 1 and 2 (EN10077 2017)) 

were found to be inappropriate for the purposes of 

vacuum glass windows, and thus slightly adapted. 

This majorly affected the UWin- equation, in which 

parts of the frame geometry that were supported 

with the highly-insulating vacuum glass were con-

sidered specific parts of reduced heat transfer in 

contrast to the otherwise rather weak performance 

of the frame. 

Tables 1 and 2 illustrate both assumed conductivi-

ties and boundary conditions that were used for 

thermal performance assessment. Note that for 

encapsulated air and the vacuum gap replacement, 

Lambda-Values were considered, and that the col-

ors  in the table correspond with the materials in 

the illustrations in the Results section. 

2.3 Subjective Assessment of Window 

Prototypes 

To ensure that all relevant stakeholders accept new 

window constructions, it is not sufficient to just 

promise and provide excellent performance values. 

Rather, relevant stakeholders need to be convinced 

about aspects such as aesthetics, contemporaneity, 

innovation, feasibility of the construction, aspects 

of mounting, aspects of operation, and general ac-

ceptance amongst customers. To collect the opinion 

of domain experts and non-experts, we developed 

a short and easy-to-use questionnaire that encom-

passed these categories and allowed them to be 

graded (by the Austrian school grading system, 

starting from excellent to insufficient). Additional-

ly, windows could be ranked by preference in the 

questionnaire, and additional comments could be 

written in the questionnaire. 

 

 

 

Table 1 – Assumed thermal conductivities of materials and re-

place materials (vacuum gap, encapsulated air)   

Color Material Conductivity 

[W.m-1.K-1] 

 Timber / Wood 0.11 

 Steel 50 

 Aluminium 200 

 Compac Foam 0.031 

 Insulation 0.041 

 Seal(ing) 0.3 

 Seal encapsuled 0.04 

 Glass 1 

 Plastic 0.2 

 Masonry 0.45 

 Purenite 0.096 

 Plaster 0.7 

 Silicone 0.35 

 Vacuum 0.00000975 

 Encapsulated Air  0.07 

Table 2 – Boundary condition settings.   

Colour Boundary 

Condition 

Rs (H,T) Value [m².K.W-

1] 

 Inside 0.13 

 Outside 0.04 

3. Results 

3.1 Developed Window Prototypes 

In the project, four different window prototypes 

were worked upon in depth and finally realized as 

full-scale functional mock-ups. These were: 

- Turn window opening to inside (A): while 

adopting the traditional, established operation 

scheme of central Europe, the window provides 

a glass-inline-with-outer-perimeter appearance. 

Integration of external shading is easy, and the 

window operation is widely familiar to users.  
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- Turn window opening to outside (B): while not 

common in Central Europe anymore, windows 

that turn to the outside are familiar in Scandi-

navia. B comes with a rather reduced and thus 

aesthetically pleasing appearance. 

- Swing window (C): adopting the principles of 

garage doors, this window provides a rather 

convenient way of storing the open wing above 

occupants’ heads and thus allows spatial flexi-

bility. The window was engineered to possess 

maximum flexibility and as few moving parts 

as possible. 

- (Offset and) Sliding window (D): this window 

allows an offset movement to the outside for 

the purpose of ventilation. From this position, 

the window can be slid to one side on telescope 

railings, which remain totally invisible when 

the window is in its closed state. 

All of the windows were equipped with electrical 

actuators, so that motorized operation could be 

realized. Thereby, automated operation in most 

cases covered the shift from fully closed to a venti-

lation position, while the classical full opening  

was still to be carried out manually (however, this 

has to be understood as a suggestion, both fully 

manual and fully motorized operation is possible 

in all four of the prototypes).  

A:  B:  

C:  D:  

Fig. 2 – Opening/operation schemes of prototype A – D. 

 

Fig. 3 – Conceptual view and section of prototype D 

A:  B:   

C:  D:  

Fig. 4 – Opening/operation schemes of prototype A – D. 

Fig. 2 illustrates the opening scheme of all four 

windows, while Fig. 3 provides some additional 

insight into prototype D. Fig. 4 shows photos of the 

finalized prototypes. 

3.2 Performance Aspects of Developed 

Windows 

A full documentation of the conducted thermal 

performance simulation efforts can be found in 

(Wölzl, 2019) and (Pont et al., 2020a). Exemplarily, 

Tables 3 to 6 illustrate some Key Performance Indi-

cators (KPIs) of both the windows and the most 

crucial building construction joint, which is the 

lower connection between wall and window. The 

presented KPIs encompass UWin-value, as well as 

fRsi-values and minimum surface temperature ϴmin,i. 

Note that the latter KPIs have been simulated as-

suming steady-state boundary temperatures (ex-

ternal temperature of -10 °C, internal temperature 

20 °C). The tables always provide the same struc-

ture: KPIs on top, followed by a false color image 

denoting the temperature distribution within the 

mentioned construction joint, and section through 

the same joint highlighting the assumed materials 

(compare Table 1 and 2). 
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Table 3 – Thermal Simulation of Window A  

Turn window opening to inside (A) 

fRsi 0.74 [-] | ϴmin,i 12.23 °C | Uwin 0.78 W.m-2.K-1 

 

 

 

Table 4 – Thermal Simulation of Window B 

Turn window opening to outside (B) 

fRsi 0.77 [-] | ϴmin,i 13.05 °C | Uwin 0.72 W.m-2.K-1 

 

 

 

Table 5 – Thermal Simulation of Window C 

Swing window (C) 

fRsi 0.75 [-] | ϴmin,i 12.55 °C | Uwin 0.68 W.m-2.K-1 

 

 

 

Table 6 – Thermal Simulation of Window D 

Sliding window (D) 

fRsi 0.76 [-] | ϴmin,i 12.07 °C | Uwin 0.64 W.m-2.K-1 
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Note that for all of these  window prototypes, a 

vacuum glass pane of 8.15 mm thickness was as-

sumed (Ug-value 0.7 W.m-2.K-1). The presented 

KPIs of all of the window prototypes  well sur-

passed the minimum criteria for condensation risk 

assessment (which is a threshold fRsi-value of 0.71 

following typical standards for opaque building 

constructions). Moreover, the UWin-values that 

were   reached are in the range of heavyduty triple 

glazing windows. Needless to say, the window 

constructions presented are featherweights in 

comparison with the triple-glazing windows men-

tioned. 

3.3 Subjective Evaluation of Window 

Prototypes 

The questionnaire-based evaluation of the proto-

types was conducted during the FTT2020 (Fenster 

Türen Treff, 2020) in Salzburg, which is a trade fair 

and knowledge exchange event of the domain-

relevant industry. All four window prototypes 

were exhibited there, and a talk about the project 

was held (Pont et al., 2020b). Fig. 5 shows the win-

dow prototypes in the exhibition. The grading re-

sults of the questionnaire are summarized in Table 

7. Pertaining to the question as to which of the 

windows was preferred by the respondents, results 

showed that window D was favored, closely fol-

lowed by A. This can be considered  interesting, 

because these windows are fundamentally differ-

ent: window D provides a disruptive new design 

with a very innovative and aesthetically attractive 

appearance and operation, and is thus far from 

what we see in most contemporary buildings. Pro-

totype A, in contrast, is the contemporary adapta-

tion of a well-established traditional window oper-

ation scheme. The rating by the domain experts 

thus hints at the fact that both tracks - disruptive 

change and continuing traditional technologies – 

need to be followed up.  

 

  

Fig. 5 – Window prototypes exhibited during FTT2020 (Salzburg) 

Table 7 – Domain experts’ evaluation of the window prototypes 

(Austrian school grades: 1… excellent, 2… good, 3…average, 

4… sufficient, 5…insufficient) 

Criterium A B C D 

Esthetics 1.7 2 2.4 1.2 

Contemporaneity 1.8 2,4 2.6 1.6 

Degree of innovation 2.1 2 2.2 1.2 

Feasibility of the con-

struction 
1.8 2.4 2.6 2.1 

Aspects of mounting 1.8 2.4 2.2 2.4 

Aspects of operation 1.7 2.4 2.5 1.7 

Acceptance amongst 

customers 
1.9 2.4 3 1.8 

Average 1.8 2.3 2.5 1.7 

4. Conclusion and Future Research 

The present contribution illustrated the outcome of 

a collaborative R&D effort which emphasized a set 

of interesting aspects: 

- Shared projects between the building industry 

and academia can lead to disruptive develop-

ments in the AEC-context. Given the Paris cli-

mate goals and the rather slow innovation pro-

cesses in the built environment, we are in urgent 

need of such fast-forward developments. 

- The design of vacuum-glass-equipped windows 

should be carried out from scratch, even if tradi-

tional window operation concepts such as “turn-

to-inside” are deployed. It is not feasible to 

simply  take existing frame constructions and 

replace multi-pane insulation glass with vacuum 

glass, as such constructions cannot regularly ful-

fil the specific requirements of vacuum glass, 

such as a sufficient glass edge-cover length.  

- While the window wing should be constructed 

around the vacuum glass, it seems wise to con-

struct the fixed part of the window frame around 

the fittings system. As such, motorization of con-

temporary windows is facilitated, as no electrici-

ty needs to be interfaced to the moving part. 
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- Vacuum glass windows are capable of providing 

a very good performance in terms  of thermal in-

sulation at very slim (and thus lightweight) sys-

tem thickness. 

Needless to say, the prototypes presented are not 

yet available on the market and should be under-

stood as “showcase” suggestions. Future R&D ef-

forts shall address the development of specific 

parts (motorization and fittings) given that the  

elements used in FIVA were individually crafted. 

To become feasible, the motorization shall employ 

standard components and products. Moreover, the 

impact of vacuum glass and vacuum glass win-

dows both on normative guidelines on windows 

and modeling in other (whole building) simulation 

tools has yet to be worked upon. 

Acknowledgement 

The project FIVA was generously funded by the 

Austrian Research Promotion Agency FFG (project-

no. 867352). A set of partners contributed to the 

project, including domain experts of the window-

producing companies Gaulhofer, Internorm, 

Katzbeck, Svoboda and Wick. Likewise, experts 

from the components industry contributed to the 

project, including Maco (fittings), ieb Eisele (seal-

ings) and AGC Interpane (vacuum glass). 

References  

AnTherm. n.d. http://antherm.at/antherm/ 

Waermebruecken.htm  

CEN. 2017. EN ISO 10077. 2017. EN ISO 10077-

1:2017 Thermal performance of windows, doors and 

shutters — Calculation of thermal transmittance — 

Part 1: General; EN ISO 10077-2 Thermal perfor-

mance of windows, doors and shutters — Calcula-

tion of thermal transmittance — Part 2: Numerical 

method for frames; International Standardization 

Institute. 

Pont, U., and A. Mahdavi. 2017. "A comparison of 

the performance of two- and three-dimensional 

thermal bridge assessment for typical 

construction joints"; in: "Building Simulation 

Applications Proceedings", bu.press, 3. (2017), 

ISSN: 2531-6702; Paper ID 75, 8 pages. 

Pont, U., E. Heiduk, P. Schober, F. Romierer, F. 

Dolezal, O. Proskurnina, M. Schuss, C. Sustr, H. 

Hohenstein, and A. Mahdavi. 2018a. 

„Sondierung von Fenstersystemen mit 

innovativen Gläsern, speziell Vakuum-

Isoliergläsern, zur Gebäudesanierung“, Berichte 

aus Energie- und Umweltforschung 33/2018. 

Available via www.nachhaltigwirtschaften.at 

(last visit: March 2022) 

Pont, U., M. Schuss, P. Schober, P., and A. 

Mahdavi. 2018b. „Conception and Assessment 

of Technical Solutions for the Application of 

Vacuum Glazing in Contemporary Window 

Constructions” in: "Proceedings of 

BauSim2018", A. Wagner, P. von Both et al. 

(ed.); (2018), Paper ID 1107, 8 pages. 

Pont, U., M. Schuss, A. Mahdavi, P. Schober, K. 

Hauer, and C. Lux. 2018c. „MOTIVE 

Modellierung, Optimierung und technische 

Integration von Vakuumglas-Elementen.“ 

Berichte aus Energie- und Umweltforschung 

24/2018. Available via 

www.nachhaltigwirtschaften.at (last visit: 

March 2022) 

Pont, U., M. Wölzl, M. Schuss, A. Mahdavi, P. 

Schober, J. Haberl, and C. Lux. 2020a. 

„Fensterprototypen mit integriertem 

Vakuumglas – FIVA“. Berichte aus Energie- 

und Umweltforschung 47/2020. Available via 

www.nachhaltigwirtschaften.at (last visit: 

March 2022) 

Pont, U., P. Schober, M. Wölzl, M. Schuss, and J. 

Haberl. 2020b. „Das Morgenfenster - 

Entwicklung smarter und energieeffizienter 

Fensterprototypen" in: "Happy Birthday - 

Fenster-Türen-Treff 2020 - Tagungsband 5.-6. 

März 2020 Salzburg", Holzforschung Austria 

(ed.); (2020), ISBN: 978-3-9504488-8; 30 - 38. 

Wölzl, M. 2019. "Fensterkonstruktionen mit 

Vakuumglas: Simulationsbasierte Weiterent-

wicklung von innovativen Fensterkon-

struktionen.“, Master Thesis, TU Wien. 

Zoller, A. 1913. „Hohle Glasscheibe”. Patent-

Nummer: No 387655., see: shorturl.at/lmEHO 

76

http://www.nachhaltigwirtschaften.at/
http://www.nachhaltigwirtschaften.at/
http://www.nachhaltigwirtschaften.at/


Influence of Sound-Absorbing Ceiling on the Reverberation Time.  
Comparison Between Software and Calculation Method EN 12354-6 

Nicola Granzotto – Free University of Bozen-Bolzano, Italy – nicolagranzotto74@gmail.com 

Paolo Ruggeri – University IUAV of Venice, Italy – pruggeri@iuav.it 

Fabio Peron – University IUAV of Venice, Italy – fperon@iuav.it 

Marco Caniato – Free University of Bozen-Bolzano, Italy – marco.caniato@unibz.it  

Andrea Gasparella – Free University of Bozen-Bolzano, Italy – andrea.gasparella@unibz.it  

Abstract 

The correct acoustic design of rooms such as classrooms, 

conference rooms and offices is of fundamental im-

portance to ensure high speech intelligibility and to con-

tain internal noise levels. The use of sound-absorbing ceil-

ings alone is not always sufficient to guarantee adequate 

comfort, as the reflections between parallel walls could in-

troduce unwanted phenomena such as flutter echo or the 

accentuation of modal resonances. One more issue is re-

lated to the use of Sabine or Eyring models, which could 

lead to an underestimation of the reverberation times. This 

article compares the reverberation time measured and 

simulated in two small rooms with (i) Sabine and Eyring 

models, (ii) two commercial simulation software and (iii) 

the EN 12354-6 standard method valid for rooms, with ab-

sorption not homogeneously distributed between the sur-

faces.  

1. Introduction 

Correct room acoustic design is of fundamental im-

portance to increase comfort and speech intelligibil-

ity. 

Many studies have been carried out regarding room 

acoustics optimization (Farina et al., 1998; Meissner, 

2017; Nowoświat et al., 2016 and 2022; Prato et al., 

2016; Tronchin et al., 2016, 2021a, 2021b, 2021c and 

2022) and regarding acoustic building materials 

(Fabbri et al., 2021). The tools available to designers 

are simple equations, such as those of Sabine and 

Eyring or the EN 12354-6 standard or dedicated cal-

culation software. 

The Sabine and Eyring formulations are reliable un-

der the following conditions: 

1) diffuse sound field; 

2) average absorption coefficient of the room less 

than 0.2; 

3) homogeneous absorption. 

Often in rooms such as offices, only the sound-ab-

sorbing ceiling is used both for cost and positioning 

reasons. In this case, the absorption is not homoge-

neous, since it is concentrated in just one part of the 

room. Thus, the Sabine and Eyring models may not 

provide reliable results. 

To design rooms with non-homogeneous absorp-

tion, the calculation method described in EN 

12354-6 Annex D can be used. 

A further problem concerns the input data in the cal-

culation software. The measurement of the absorp-

tion coefficient in the reverberation room, according 

to the ISO 354 standard, assumes a perfectly dif-

fused sound field and the use of the Sabine formu-

lation. Unfortunately, this is not possible in real la-

boratories, since these conditions are only ideal. An-

other problem of the measurement in a reverberant 

room is the presence of diffusers, which make the 

volume of the room lower than that actually used in 

the Sabine formula, with a consequent overestima-

tion of the results (Scrosati et al., 2019).  

On the other hand, methods such as normal inci-

dence measurements according to ISO 10534-2 can-

not be directly correlated with measurements car-

ried out in a diffuse field in a reverberation room (Di 

Bella et al., 2019). The uncertainty of measurement 

of the absorption coefficient according to ISO 354 

standard is also high (Scrosati et al., 2019 and 2020). 

This paper presents measurements made on two 

small, unfurnished offices with sound-absorbing 

ceilings and simulations carried out with simplified 
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formulations (Sabine, Eyring), EN 12354-6 calcula-

tion method and two dedicated room acoustic soft-

ware packages. 

2. Calculation Models 

For the acoustic simulations the following models 

were compared: 

1)   equations of Sabine and Eyring; 

2)   calculation method EN 12354-6; 

3)   two different room acoustic simulation software. 

 

The Sabine formula is: 

     (1) 

The equivalent absorption area A, considering only 

flat surfaces and not objects, is calculated with 

Eq. (2): 

    (2) 

Eyring equation is: 

   (3) 

The calculation method of EN 12354-6 (Annex D) for 

rooms with non-homogeneous absorption considers 

the following reverberation time (without the ab-

sorption of objects): 

 (4) 

   (5) 

A*x, A*y, A*z, A*d are the effective sound absorption 

area for each sound field, while A*xyzd is the effective 

sound absorption area for the total field for low fre-

quency (f < ft).  

The commercial software used are based on ray-

tracing (A) and pyramid-tracing (B) techniques. 

3. Case Studies 

Two unfurnished rooms with an access floor with 

plan surfaces of 16.3 m2 (Room 1) and 32.9 m2 

(Room 2) were examined. The walls are made of 

gypsum board and plastered concrete, the ceiling is 

made with square rock wool panels, with dimen-

sions of 600 mm x 600 mm. The windows equal in 

length to the façade are positioned 108 cm from the 

floor and have a height of 118 cm. The dimensions 

of the rooms are shown in Figs. 1, 2, 3 and 4. 

 

Fig. 1 – Room 1 plan 

 

Fig. 2 – Room 1 Façade 

 

Fig. 3 – Room 2 plan 
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Fig. 4 – Room 2 Façade 

The geometric characteristics of the rooms are 

shown in Table 1. The mean free path (MFP) calcu-

lated as Sabine, or obtained with the software, is 

also reported. It can be noted that the MFP obtained 

with the software is very similar to the ones ob-

tained using the Sabine model. 

Table 1 – Mean free path 

 Room 1 Room 2 

V 56.2 113.5 

S 91.5 147.2 

MFP=4V/S 2.460 3.084 

MFP-Software A 2.480 3.100 

MFP-Software B 2.470 3.090 

4. Reverberation Time Measurements 

Reverberation time measurements T20 on the two of-

fices (Room 1 and Room 2) were carried out to verify 

the reliability of the different calculation methods. 

Measurements were made with the interrupted 

noise method according to ISO 3382-2 standard. 

In Room 1, one sound source position and three mi-

crophone positions were used, while in Room 2, two 

source positions and three microphone positions 

were used. Omnidirectional sound source was 

placed at 1.7 m height and a microphone was placed 

at 1.5 m height. Measurements were repeated twice 

for each source-microphone combination. 

The results obtained are shown in Fig. 5. 

 

 

Fig. 5 – Measured reverberation time T20 for Room 1 and Room 2 

in 1/3 and 1/1 octave bands 

It can be noted that the volume of room 1 is about 

half of the one of room 2, but the reverberation time 

is only slightly lower. 

5. Acoustic Simulations 

To verify the reliability of the different calculation 

methods, simulations of the reverberation time T20 

were performed. 3D models were realized with two 

different types of room acoustic software, one based 

on ray-tracing and the other based on pyramid trac-

ing. Models are reported in Figs. 6 - 9.  

 

Fig. 6 – Room 1 - 3D simulation model - Software A 
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Fig. 7 – Room 2 - 3D simulation model - Software A 

 

 

Fig. 8 – Room 1 - 3D simulation model - Software B 

 

Fig. 9 – Room 2 - 3D simulation model - Software B 

The acoustic absorption coefficients used are re-

ported in Table 2. 

Table 2 – Acoustic absorption coefficient 

 125 250 500 1000 2000 4000 

Ceiling 0.45 0.90 1.00 0.85 0.95 0.95 

Plastered wall 0.02 0.03 0.03 0.04 0.05 0.07 

Access floor 0.20 0.15 0.10 0.10 0.05 0.10 

Gypsum board 

wall 

0.15 0.10 0.06 0.04 0.04 0.05 

Window 0.18 0.06 0.04 0.03 0.02 0.02 

Door 0.14 0.10 0.06 0.08 0.10 0.10 

6. Results and Discussion 

The reverberation times obtained are shown in 

Fig. 10 (Room 1) and in Fig. 11 (Room 2). Some noise 

maps are shown in Fig. 12 (Room 1 - software B) and 

Fig. 13 (Room 2 - software B). 

 

Fig. 10 – Measured and simulated reverberation time T20 (Room 1) 

Fig. 11 – Measured and simulated reverberation time T20 (Room 2) 
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Fig. 12 – Reverberation time T20 simulation software B – Room 1 (125 Hz - 4000 Hz) 

 

  

  

  

Fig. 13 – Reverberation time T20 simulation software B – Room 2 (125 Hz - 4000 Hz)

An underestimation of the simulated reverberation 

time compared to the measured one can be noted. In 

particular, the Sabine and Eyring formulas are not 

usable for rooms of this type. Accordingly, the sim-

ulated values obtained are about half of those meas-

ured (Farina, 1998). The results obtained with the 

EN 12354-6 model and with the calculation software 

are also lower than those measured, in particular, 

for room 1, the best estimate is represented by EN 

12354-6 up to 1000 Hz and by software A over 1000 

Hz. For room 2, the best estimate is represented by 

software A, as reported in Figs. 14 and 15. 

 

Fig. 14 – Difference between simulated and measured reverbera-

tion time T20 (Room 1) 
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Fig. 15 – Difference between simulated and measured reverbera-

tion time T20 (Room 2) 

This underestimation is due to an overestimation of 

the absorption coefficients obtained in the reverber-

ation room according to ISO 354 standard. This is 

due to the not-perfectly-diffuse sound field and to 

the modification of the MFP, due to the diffusers 

hanging to the ceiling of the reverberation room, 

compared with the one predicted by the Sabine for-

mula contained in the measurement method. 

According to Scrosati et al. (2019), the MFP of their 

empty reverberation room changes from 3.853 m 

(without diffusers) to 3.377 m (with diffusers), while 

with specimen MFP varies from 3.750 m (without 

diffusers) to 3.295 m (with diffusers). The statistical 

value calculated for this reverberation room was 

3.810 m. By modifying the Sabine formula of ISO 354 

standard with the correct MFP specific for this re-

verberation room, the authors found an absorption 

coefficient about 20-23 % lower than the one meas-

ured according to ISO 354. 

To better understand the phenomenon, the best fit 

acoustic absorption coefficients which best approxi-

mate the measured reverberation times were calcu-

lated both with software A and B. The results are 

shown in Fig. 16. 

 

 

Fig. 16 – Best fit acoustic absorption coefficient 

It can be noted that the best fit acoustic absorption 

coefficient is lower for room 1 than for room 2. This 

could be due to the different ceiling surface-to-total 

surface ratio (17.8 % for Room 1 and 22.8 % for 

Room 2). Furthermore, the celling angle of view con-

cerning the sound source is 78° for Room 1 com-

pared with 101° for Room 2 (Figs. 17 and 18) and 

differences could actually affect the real sound ab-

sorption. 

 

Fig. 17– Celling angle of view (Room 1) 

 

Fig. 18 – Celling angle of view (Room 2) 

7. Conclusion 

In this work, the acoustic simulation of the reverber-

ation time of two small rooms with volumes of 

56.2 m3 and 113.5 m3 was considered. These rooms 

feature sound-absorbing panels only on the ceiling. 

Therefore, they do not have a homogeneous sur-

faces absorption. 

Simple equations such the Sabine and Eyring for-

mulas, the EN 12354-6 standard model, and two 

dedicated calculation software were considered. 

It was possible to note how all the computational 

models examined led to an underestimation of the 

reverberation time. In particular, since reverbera-

tion time values obtained with these methods are 

about half of those measured, the Sabine and Eyring 

models are not suitable for this type of room. 

Better results were obtained using software based 
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on ray-tracing and pyramid-tracing and on the cal-

culation model based on the EN 12354-6 standard. 

However, even in this case the reverberation time is 

underestimated. 

A possible explanation of this phenomenon is the 

overestimation of the absorption coefficients ob-

tained in the reverberation room, according to the 

ISO 354 standard, due to the not-perfectly-diffuse 

sound field and to the presence of the diffusers 

hanging from the ceiling. These do modify the effec-

tive volume of the reverberation room and the MFP 

compared with the one predicted by the Sabine for-

mula. 

It is therefore advisable to reduce the values of the 

acoustic absorption coefficients in the acoustic de-

sign. 

Nomenclature 

Symbols 

T60 Reverberation time (s) 

V Volume of the room (m3) 

A Equivalent absorption area (m2) 

 Acoustic absorption coefficient (m) 

m Mean acoustic absorption coefficient 

(m) 

S Surface (m2) 

Subscripts/Superscripts 

i i-th surface 
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Abstract 

The thermal and acoustic insulation of individual build-

ing elements such as walls, windows and systems for 

roller shutters significantly affects the thermal and acous-

tic insulation of a building. This paper considers the 

acoustic and thermal performance of the individual ele-

ments evaluated in laboratory with simulation of both 

the façade sound reduction index and thermal transmit-

tance of a typical room. The scope of this work is to veri-

fy if there are any correlations between acoustic and 

thermal performance; for this reason, 4 types of opaque 

wall, 3 window systems for roller shutters and 5 win-

dows for a total of 60 façade configurations have been 

considered and combined. 

1. Introduction

The correct acoustic and thermal design of a build-

ing is of fundamental importance for increasing 

indoor comfort. 

Many studies have been carried out regarding 

acoustic and thermal comfort (Fabbri et al., 2014; 

Granzotto, 2021; Tronchin et al., 2018; Tronchin et 

al., 2021), façade acoustic insulation (Hua et al., 

2021; Jagniatinskis et al., 2021) and thermal insula-

tion (Theodosiou et al., 2019). 

Other studies comparing acoustic and thermal 

characteristics of walls can be found (Di Bella et al., 

2014; Di Bella et al., 2015). Sound insulation is one 

important factor for façade performance optimiza-

tion. As an example, Ryu et al. (2010) proved that 

the sound insulation of a building façade influ-

enced indoor annoyance due to transportation 

noise and the frequency content of intrusive noise. 

For façade thermal insulation, Sierra-Peréz et al. 

(2016) demonstrated how an optimized combina-

tion of elements could affect indoor thermal per-

ception. 

In this work, the acoustic and thermal insulation of 

a façade has been considered, varying the perfor-

mance of single elements. 4 walls, 3 shutter sys-

tems and 5 windows. 

The acoustic performance was determined in a 

laboratory while the thermal performance was 

simulated from the thermal conductivity data, con-

sidering, in addition, linear thermal transmittance.  

2. Calculation Models

The sound reduction index, R, of a building ele-

ment is defined as:  

𝑅 = 10lg  
1

𝜏  (1) 

The transmission coefficient  is the ratio of the 

sound power, W1, which is incident on the test el-

ement to the sound power, W2, radiated by the test 

element to the other side. 

R was measured in laboratory conditions according 

to the ISO 10140 (2021) series standard: 

𝑅 = 𝐿1 − 𝐿2 + 10lg  
𝑆

𝐴  (2) 

The composed sound reduction index, Rtot, was 

calculated as: 
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𝑅tot = 10lg  
 𝑆i
n
i=1

 10 −𝑅i 10  𝑆i
n
i=1

     (3) 

The weighted sound reduction index, Rw and the 

spectrum adaptation term for pink noise, C, and for 

traffic noise, Ctr, were calculated according to ISO 

717-1 (2020). The thermal conductivity, , of mate-

rials such as rock wool, EPS and XPS is measured 

according to EN 12667 standard (2021), while the 

thermal transmittance, U, and the linear thermal 

transmittance, , were simulated by means of a 

FEM software according to ISO 10077-2 (2017) and 

ISO 10211 (2017) standards.  

The composed thermal transmittance, Utot, of the 

façade was obtained according to ISO 10077-1 

(2017) with the following formula: 

 

𝑈tot =
 𝑈i𝑆i + Ψk𝑙k

𝑚
k=1

n
i=1

 𝑆i
n
i=1

    (4) 

3. Building Elements 

The building elements considered are reported in 

Tables 1, 2 and 3.  

Table 1 – Building elements - Walls 

ID Description 

A 

Aerated concrete blocks (350 kg/m3, 300 mm) lined 

with rock wool panels (45 mm) and gypsum board 

(12.5 mm).  

B 

Hollow brick plastered one side (250 mm) lined 

with rock wool panels (140 mm) and plaster (5 

mm). 

C 
Hollow brick plastered one side (250 mm) lined 

with EPS panels (140 mm) and plaster (5 mm). 

D Aerated concrete blocks (300 kg/m3, 400 mm). 

 

 

 

 

 

Table 2 – Building elements - Windows systems for roller shutters 

ID Description 

a 
Integrated windows system for roller shutter for 

window flush with the internal wall. S=0.75 m2.  

b 
Integrated windows system for roller shutter for 

window in the middle of the wall. S=0.75 m2. 

c 
Box for roller shutter suitable for building renova-

tions. S=0.45 m2. 

Table 3 – Building elements - Windows 

ID Description 

1 

One sash window with glass: 6 mm + 0.76 mm 

acoustic PVB + 6 mm / 16 mm Argon / 4 + 0.50 mm 

acoustic PVB + 4 mm. 

2 

One sash window with glass: 3 mm + 0.50 mm 

acoustic PVB + 3 mm / 15 mm Argon / 4 mm / 15 

mm Argon / 3 mm + 0.50 mm acoustic PVB + 3 mm. 

3 

Two sash windows with glass: 4 mm + 0.76 mm 

acoustic PVB + 4 mm / 15 mm Argon / 4 mm / 15 

mm Argon / 4 mm + 0.76 acoustic PVB + 4 mm. 

4 

One sash window with glass: 6 mm + 0.76 acoustic 

PVB + 6 mm / 12 mm Argon / 4 mm / 12 mm Argon / 

4 mm + 0.76 acoustic PVB + 4 mm. 

5 
Two sash windows with glass: 3 + 0.38 PVB + 3 mm / 

18 Argon / 4 + 0.50 acoustic PVB + 4 mm. 

    

Fig. 1 – Window system for roller shutter “a” and “b” 
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Fig. 2 – Window system for roller shutter “c” 

Fig. 1 and 2 show the windows system for roller 

shutter used in the simulations. Window dimen-

sion was 1230 mm x 1480 mm, and wood frame 

thickness was 80 mm. 

4. Acoustic Measurements and 
Thermal Simulations  

The sound reduction index of the building ele-

ments was measured in the laboratory according to 

ISO 10140 (2021) series standard (Figs. 3, 4 and 5). 

The sound reduction index, R, of the building ele-

ments in the 1/3 octave frequency band is shown in 

Fig. 6. The weighted sound reduction and the 

thermal transmittance are shown in Table 4.  

The thermal transmittance of the windows and 

window systems for roller shutters was simulated 

with FRAME SIMULATOR software.  

From the thermal profiles in Fig. 7, it is possible to 

consider the “a” box shutter as the one with the 

best performance followed by “b” and “c”. 

 

  

Fig. 3 – Window – Laboratory test according to ISO 10140 (2021) 

series standard 

  

Fig. 4 – Window system for roller shutter “a” – Laboratory test 

according to ISO 10140 (2021) series standard 

 

Fig. 5 – Wall – Laboratory test according to ISO 10140 (2021) 

series standard 
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Fig. 6 – Sound reduction index of building elements in 1/3 octave 

bands 
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Table 4 – Building elements acoustic and thermal performance 

Element Type Rw(C;Ctr) U 

A Wall 66(-2;-9) 0.201 

B Wall 58(-3;-9) 0.219 

C Wall 51(-2;-7) 0.193 

D Wall 47(-2;-6) 0.170 

a Shutter box 45(-2;-8) 0.385 

b Shutter box 44(-2;-5) 0.842 

c Shutter box 37(-1;-3) 1.061 

1 Window 47(-2;-5) 1.200 

2 Window 45 (-1;-3) 0.890 

3 Window 44 (-1;-3) 1.100 

4 Window 44(-1;-5) 0.890 

5 Window 40(-2;-5) 1.300 

 

     

 

Fig. 7 – Temperature for windows system for roller shutter (left: 

“a”, center: “b”, right: “c”) 

The linear thermal transmittances, , of the shut-

ter-wall interface, wall-window interface and shut-

ter-window interface were calculated with Finite 

Element Method software MOLD SIMULATOR, 

according to ISO 10211 (2017). 1 is the linear 

thermal transmittance for wall-shutter box, 2 is 

the linear thermal transmittance for wall-shutter-

window, 3 is the linear thermal transmittance for 

shutter-window (Fig. 8 and Table 5).  

 

 

Fig. 8 – Linear thermal transmittance scheme 

Table 5 – Building elements – Linear thermal transmittance 

Configuration   1  2  3 

Aa 0.33 0.08 0.23 

Ab 0.33 0.08 0.38 

Ac 0.10 0.10 0.55 

Ba 0.40 0.11 0.23 

Bb 0.40 0.08 0.38 

Bc 0.45 0.11 0.55 

Ca 0.40 0.12 0.23 

Cb 0.40 0.09 0.38 

Cc 0.45 0.11 0.55 

Da 0.33 0.08 0.23 

Db 0.33 0.08 0.38 

Dc 0.10 0.09 0.55 

 

Figs. 9, 10 and 11 show some temperature exam-

ples of linear thermal transmittance simulations. 
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Fig. 9 – Example of 1 simulation with MOLD software for "b" 

shutter box and wall "D" 

   

 

Fig. 10 – Example of 2 simulation with MOLD software for "a", 

"b" and "c" shutter box (with Wall "B") 

  

 

Fig. 11 – 3 simulation with MOLD software for "a", "b" and "c" 

shutter box  

5. Results 

The acoustic and thermal insulation of a 2.7-m-high 

and 4-m-wide façade has been considered. 

The composed weighted sound reduction index, 

Rw, vs composed thermal transmittance, U, is 

shown in Fig. 12. 

The composed weighted sound reduction index, 

Rw+Ctr, vs composed thermal transmittance, U, is 

shown in Fig. 13. Rw+Ctr considers weighted sound 

reduction index in dB(A) for traffic noise.   

The best configurations are located in the upper 

left quadrant. 
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Fig. 12 – Rw vs U 
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Fig. 13 – Rw+Ctr vs U 

It can be noted that there are no correlations be-

tween acoustic and thermal performance at all. 

Indeed, poor correlations are obtained even con-

sidering single wall results. 

For Rw:  

- R2_wallA is 0.13;  

- R2_wall B is 0.41;  

- R2_wall C is 0.42;  

- R2_wall D is 0.15. 

For Rw+Ctr: 

- R2_wall A is 0.09; 

- R2_wall B is 0.16; 

- R2_wall C is 0.18; 

- R2_wall D is 0.14. 

 

Fig. 14 shows the configurations examined as the 

thermal transmittance, U, decreases. In the same 

graph, the indices Rw and Rw+Ctr are indicated (dot-

ted line indicates the calculated transmittance 

without considering the linear thermal transmit-

tance). 
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Fig. 14 – U vs Rw and U vs Rw+Ctr  

Considering the variation in the performance of a 

single element (wall, window systems for roller 

shutters and window), it can be noted how the 

variations in the overall performance of the façade 

are different from an acoustic and thermal point of 

view (Fabbri et al., 2021; Tronchin, 2005). Interest-

ingly, it can be noted that, if linear thermal trans-

mittances are not considered, considerable errors 

are made (U = 0.12-0.21 W/(m2K)). 

Furthermore, it can be noted that the configura-

tions with "D" wall are the best in terms of thermal 

insulation because of low U and reduced thermal 

bridges, while in terms of sound insulation they 

are not as effective as the other walls. 

The configurations with shutter box type "c" pro-

vide good results even if the performances of this 

element are not optimal. This is due to the small 

surface of the element, which leads to a small over-

all influence. 

It can be noted that the combination providing 

better acoustic and thermal performance is repre-

sented by the "Aa2" configuration.  

In Figs. 15-23, the values of U, Rw, Rw+Ctr of the 

whole façade are reported and parametrically 

compared with the values of the walls (A, B, C and 

D), of the shutter boxes (a, b, and c) and of the 

windows (1, 2, 3, 4 and 5). 

Configurations with the lowest value are indicated 

with a grey dashed line. In Fig. 15, it can be seen 

how wall A implies a lower value of U for the fa-

çade. This is due to the fact that wall A has a lower 

2 value because of its composition (thermal insu-

lating blocks). As regards the acoustic insulation, it 

can be noted that as the performance of the single 

element increases, the range of Rw and Rw+Ctr in-

creases. 

In Figs. 16 and 17, the overall acoustic performance 

is studied parametrically and compared to the wall 

ones. Interestingly, an important influence is as-

sessed below 55 dB, while over this threshold no 

significant difference is found. 
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Fig. 15 – Overall U compared to the thermal transmittance of the 

wall (A, B, C and D), U_wall  
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Fig. 16 – Overall Rw compared to the weighted sound reduction 

index of the wall (A, B, C and D), Rw_wall 
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Fig. 17 – Overall Rw+Ctr compared to the weighted sound reduc-

tion index of the wall (A, B, C and D), (Rw+Ctr) wall 

The influence of the shutter box transmittance is 

reported in Fig. 18. It is clear that shutters affect the 

final performance, but do not drive the overall fi-

nal result because of their reduced area.  
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Moving on to the shutter box acoustic performanc-

es (Figs. 19-20), it can be seen that their influence 

affects overall results more when the wall provides 

high acoustic insulation. 

The window parametric influence on overall re-

sults is depicted in Fig. 21. 
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Fig. 18 – Overall U compared to the thermal transmittance of the 

shutter box, (a, b and c) U_shutter  

40

45

50

55

35 40 45 50

R
w

[d
B

]

Rw_shutter [dB]

A1

A2

A3

A4

A5

B1

B2

B3

B4

B5

C1

C2

C3

C4

C5

D1

D2

D3

D4

D5

c

b
a

 

Fig. 19 – Overall Rw compared to the weighted sound reduction 

index of the shutter box (a, b and c), Rw_shutter 
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Fig. 20 – Overall Rw+Ctr compared to the weighted sound reduc-

tion index of the shutter box (a, b and c), (Rw+Ctr) shutter 

Here, it can be seen how, almost linearly, window 

thermal transmittances increase the overall final 

performances as expected because of their signifi-

cant area. 

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.80 0.90 1.00 1.10 1.20 1.30 1.40

U
 [

W
/m

2
K

]

U_window [W/m2K]

Aa

Ab

Ac

Ba

Bb

Bc

Ca

Cb

Cc

Da

Db

Dc

2,4

3
1

5

 

Fig. 21 – Overall U compared to the thermal transmittance of the 

window, (1, 2, 3, 4 and 5) U_window  

When moving on to window acoustic parametric 

influence (Figs. 22-23), it can be highlighted that, 

when the sound insulation increases, the overall 

acoustic performance increases too. Again, this is 

due to window area, which is significant in the 

façades considered.  
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Fig. 22 – Overall Rw compared to the weighted sound reduction 

index of the window (1, 2, 3, 4 and 5), Rw_window 

35

40

45

50

30 35 40 45

R
w
+

C
tr

[d
B

(A
)]

(Rw+Ctr)window [dB(A)]

Aa

Ab

Ac

Ba

Bb

Bc

Ca

Cb

Cc

Da

Db

Dc

1,2
3

4

5

 

Fig. 23 – Overall Rw+Ctr compared to the weighted sound reduc-

tion index of the window (1, 2, 3, 4 and 5), (Rw+Ctr) window 
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6. Conclusion 

In this work, the acoustic and thermal insulation of 

60 different combinations of façade elements was 

studied. 4 walls, 3 shutter systems and 5 windows 

were considered. It was possible to verify that 

there is no correlation between the overall final 

acoustic and thermal performances.  

Some further considerations can be made: 

- the best solutions from the thermal point of view 

are not the best ones from the acoustic point of view; 

- the best combined thermal and acoustic perfor-

mances are obtained using thermally insulating 

blocks (aerated concrete block) with internal lining 

and use of integrated window systems for roller 

shutters  

- if linear thermal transmittance is not considered, 

considerable errors can be made (U=0.12-0.21 

W/(m2K)). 

- it can finally be pointed out how, from a thermal 

point of view, all three elements equally contribute 

to the final performance, while, regarding acoustic 

insulation, the wall and the windows play a more 

important role due to their more extended area. 
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Abstract 

Climate change effects on human activities have become 

more and more evident in the last few decades and hu-

man society is looking for new solutions to deal with 

such consequences. One of the measures that can be de-

veloped to tackle this problem is the development of the 

Sustainable Energy and Climate Action Plans (SECAPs), 

aiming  at reducing the mutual impact between human 

activities and climate at municipal level. To develop such 

policies, an extensive study of the building stock, of its 

current and future performances, and its possible im-

provements is fundamental. Therefore, an energy analy-

sis for a historical building used as a museum and situat-

ed in Trieste, a location included in the Interreg ITA-SLO 

Secap Project, is carried on in this work. The building 

represents a challenging task due to its historical nature 

and architectural features. The current climate for Trieste 

was represented through a Test Reference Year that was 

then projected into the future using different climate 

models. The building was numerically modeled, high-

lighting its main structural and plant features and usage 

patterns. Future projections for the climate of Trieste 

showed a general increase in temperatures for all the 

studied models, leading to a forecasted decrease in heat-

ing gas consumption and an increase in electricity-

cooling usage of the base building. Regarding the refur-

bishment interventions applicable in accordance with the 

preservation regulations, the results show an obtainable 

reduction of both gas and electricity consumption for 

every climatic condition considered. However, the inter-

ventions proved not to be economically feasible, showing 

a too-long simple economic return on  the investment.  

1. Introduction

In recent years climate change has proved to be an 

extremely influential parameter for  consideration 

in the development of human society. Nowadays 

the scientific community has recognized the impact 

of  anthropogenic activities on global warming and 

climate in general (Cook et al., 2016). This is a mu-

tual influence, since climate evolution is also affect-

ing several sectors of human assets. In literature, 

many authors focused their studies on global 

warming effects on the building sector, showing 

that climate change has significant impacts on the 

energy consumption of buildings (Cui et al., 2017; 

Radhi, 2009; Wan et al., 2012). In fact, even if some-

times the projections show a reduced/minor impact 

of climate change in the short term for many as-

pects, significant variations are forecasted for long-

term scenarios and should be considered within 

the design procedures. Generally, depending on 

climate type, a decrease in  heating energy con-

sumption and an increase in cooling energy con-

sumption  is forecast (Crawley, 2008). 

Considering that, worldwide, the building sector 

accounts for a great part of  total energy usage and 

of Greenhouse Gas emissions, it has become crucial 

for both mitigation and adaptation purposes to 

study and to reduce as much as possible the mutu-

al interaction between this sector and climate evo-

lution (Jentsch et al., 2008; Robert et al., 2012).  

Many measures have been defined to tackle climate 

change on different scales, from global to local 

ones. About the former, the most well-known initi-

ative is the Paris Agreement on Climate, aiming to 

limit global warming compared to the pre-

industrial age to under 2 °C and pursuing efforts to 

limit it to 1.5 °C. It also aims to improve the capaci-

ty of countries and local governments to deal with 

the inevitable effects of climate change and support 

them in their efforts (Paris Agreement, 2015). Re-

garding  local measures, one of the main ones is the 

evolution of the Sustainable Energy Action Plans, 

i.e., SEAPs, into Sustainable Energy and Climate

Action Plans, i.e., SECAPs. These policies are draft-
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ed at municipal level with the aim of reducing the 

impact of cities on the climate, and adapting them 

to the inevitable changes likely to happen in the 

future. 

Because the municipalities are usually lacking the 

knowledge to develop these plans fully, different 

projects have been set up to support this process. 

One of these is the Interreg ITA-SLO Secap Project, 

aiming to stimulate the sustainable development of 

human activities within the cross-border territory 

composed of the metropolitan city of Venice, the 

Friuli Venezia Giulia region and the western part 

of Slovenia (Interreg, 2018).  

The main aim of the project is to provide reliable 

bases and experiences that could help cities, both 

directly and indirectly, to reduce their environmen-

tal impact and develop suitable adaptation strate-

gies to climate change. One of the main measures 

to achieve  this objective is to reduce energy use in 

public and private buildings. In fact, in the Euro-

pean Union the building sector accounts for  

26-28 % of the total energy usage (Borozan, 2018; 

Eurostat, 2020), and 19 % of Greenhouse Gas emis-

sions (Eurostat, 2015). In Italy, this feature is even 

more relevant because of this sector accounting for 

about 31% of the total national energy consump-

tion (Directorate-General for Energy, 2021). Re-

garding this, the municipalities developing their 

SECAPs normally focus their efforts on the build-

ing stock of their own property, accounting for a 

remarkable 46 % of the total of implemented poli-

cies (Palermo et al., 2020). In fact, this is the sector 

where they can intervene through a more systemat-

ic approach, having a full knowledge and control 

of their own buildings and equipment. Therefore, 

they can directly implement measures and monitor 

the results accurately. 

Because of this situation, one of the main outputs 

developed in the Interreg ITA-SLO Secap Project 

and presented in this paper is the energy analysis 

of a building, representing a case study that munic-

ipalities could exploit when developing their SE-

CAPs. The case study includes a dynamic energy 

simulation of the building-plant system, of its func-

tioning in present and future climatic situations 

and the evaluation of the effects of its possible re-

furbishment improvements.  

The building analysed for the case study is the Re-

voltella Museum of Trieste, a location included in 

the program area of the Project, and managed by 

the municipality itself. The choice fell on this build-

ing for several reasons. First, it is a historical build-

ing preserved by the regulations of the fine arts, a 

very common situation in Italy, where particular 

attention is required when dealing with refurbish-

ment interventions (De Santoli, 2015). Because of 

this, the design solutions are limited and therefore 

it is of interest to highlight the effects of these re-

strictions on the analysis output. Moreover, the 

museum is a place of public utility, a category for 

which the government is allocating funds to im-

prove energy efficiency. Finally, yet importantly, 

the municipality of Trieste openly stated a willing-

ness to intervene in this particular building to im-

prove its energy performance, therefore this will 

not be only a theoretical case study, but it will be 

effectively carried out. 

2. Climate Change Modeling 

The source data to represent the current climatic 

situation were detected between 1995 and 2019 by 

a meteorological station located less than 1 km 

away from the building analysed. Raw data were 

treated to assess their quality, fill the gaps and re-

ject the periods having too-low data quality.  

The actual climate for Trieste was represented 

through a Test Reference Year generated using the 

Finkelstein-Schfer statistic (Finkelstein et al., 1971).  

Climate change was modeled through five differ-

ent Global-Regional circulation model couplings, 

assessed to be the most reliable for climate projec-

tions in the Friuli Venezia Giulia region, where 

Trieste is located, by the Regional Agency for Envi-

ronment Protection, ARPA FVG: 

- HadGEM2-ES RACMO22E; 

- MPI-ESM-LR REMO2009; 

- EC-EARTH CCLM4-8-17; 

- EC-EARTH RACMO22E; 

- EC-EARTH RCA4. 

Before using them, the five models were calibrated 

through the quantile mapping method (Cannon et 

al., 2015) to better fit their outputs to the historical 

data detected for Trieste for a period common to 

both historical recordings and model outputs. This 
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allowed more reliable results for the future climate 

projections to be obtained. The corrected models 

were then applied to the RCP8.5 scenario, repre-

senting a situation where no relevant climate miti-

gation measures are implemented, therefore simi-

lar to the current global situation. The future 

timeframes considered in the analysis are 2021-

2035 and 2036-2050 to represent climate evolution 

in the near future. Then, the mathematical morph-

ing procedure (Belcher et al., 2005) was used to 

project the current TRY into the future considering 

these two periods.  

Fig. 1 displays the Heating (a) and Cooling (b) De-

gree Days for Trieste for current and projected sit-

uations. It can be immediately noted that for all the 

climatic models considered an increase in tempera-

ture is forecast as it can be assessed by the decrease  

of the HDDs and the increase of CDDs. Moreover, 

it can be noted that climate warming will happen 

in both the timeframes considered, though with 

different magnitudes. 

Among the projected situations, the one deriving 

from the HadGEM2-ES RACMO22E model proved 

to be the warmest one. This being the configuration 

that most differs from the actual climate, it was 

used as the future boundary condition for the 

building-plant analysis.   

 

 

Fig. 1 - Heating (a) and Cooling (b) Degree Days of the historical 

and projected TRYs for Trieste 

3. State-Of-The-Art Modeling 

The geometry of the building was modeled using 

DesignBuilder software, the graphic interface of 

EnergyPlus calculation engine.  

Fig. 2 shows the building within its urban context 

(a), and its model (b); the presence of the surround-

ing buildings inserted as elements of solar obstruc-

tion for a more accurate analysis can be appreciat-

ed in the model. 

 

a) 

 

b) 

 

Fig. 2 – Revoltella Museum view (a) and numerical model (b) 

To reduce the computational burden, the model 

was simplified by removing some internal parti-

tions and unifying spaces sharing the same charac-

teristics. Partitions were still considered as internal 

masses to correctly model the thermal inertia of the 

system. Fig. 3 presents as an example the spaces 

modeling for the second-last floor, with the inter-

nal masses added to ensure the correct thermal 

capacity of the building  visible in blue.  

 

 

Fig. 3 – Internal spaces modeling for the second-last floor 
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In total, a building volume of 26,307 m3 was mod-

eled. Envelope element stratigraphy was obtained 

through site inspections and data gathered from 

the municipality of Trieste. Table 1 reports the 

transmittance values for all opaque elements of the 

building. 

Table 1 – Transmittance values of envelope opaque elements 

Element U [W/(m2 K)] 

External walls  0.72 

Earth retaining walls 1.20 

Ground floor 0.41 

Internal floor 1.94 

Roof 1.77 

 

Double-glazed windows with air-filled gap and 

wooden frame having transmittances of 3.21 W/(m2 

K) are present. The building also presents skylights 

having a transmittance of 5.59 W/(m2 K). 

Regarding the characteristics of the internal spaces 

and their use patterns, three main zones were iden-

tified for the typical floors and are reported in 

Fig. 4. Zone A is the historical residence museum 

and is architecturally preserved both internally and 

externally. Zone B hosts a modern art museum 

while zone C is intended for office use, and both 

are subject to preservation rules regarding only the 

façades. 

 

 

Fig. 4 – Building main zones: A (blue) – historical residence mu-

seum, B (red) – modern art museum, C (green) - offices 

Because of this situation, internal gains due to il-

lumination, people density and activity, as well as 

the features of the plant, vary between these three 

zones. Table 2 reports the principal features for 

every zone. 

 

 

Table 2 – Building internal zones features and plant terminals 

Parameter \ Zone A B C 

People density [peo-

ple/m2]  
0.143 0.143 0.070 

Lighting norm. power 

dens.[W/(m2 – 100 lx)] 
6 6 4 

Illuminance [lx] 200 200 300 

Plant terminals [/] Fan-coils 

Fan-coils  

+  

CAV units 

Radiators  

+  

VRF units 

 

People density during the day was modified 

through a schedule following the typical occupa-

tion pattern detected during the opening time of 

the museum, 9 a.m. – 7 p.m., Tuesday excluded. 

People density in the office area was instead con-

sidered constant during the opening time, as well 

as lighting for all zones. People metabolic rates 

were fixed at 140 and 120 W/person for museum 

and office spaces respectively. 

Regarding the plant, various terminals are used in 

this building, as  can be deduced from Table 2; this 

is due to the different uses and working conditions 

of the building zones. In particular, only fan-coils 

are present in Zone A because of the preservation 

regulations limiting the possibilities in the histori-

cal internal spaces. Plant temperature set-points 

are 20 °C for heating and 25 °C for cooling respec-

tively; humidity control is not present. Heating is 

available from October 15 to April 15, following 

the calendar of the Italian Climatic Zone E; cooling 

is always available. The former is working 14 hours 

per day, the maximum allowed from 7 a.m. to 9 

p.m.; the latter is working during the opening time 

of the museum. Both are deactivated on Tuesday, 

the closing day of the museum. As it can also be 

noted by Table 2, the plant serving the building 

presents a complex configuration depending on the 

three main areas. The generators of zones A and B 

are gas-fired condensing boilers and a water chiller 

for heating and cooling purposes respectively. 

These generators serve both the fan-coils and the 

Air Handling Unit (AHU) for the functioning of 

the CAV system. Zone C generation is given by a 

dedicated gas-fired condensing boiler coupled with 
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VRF units for heating and cooling respectively. 

Finally, an evaporative cooling tower is present on 

the roof working with the chiller for summer sea-

son cooling. 

In the analysis, the existing system was modeled as 

precisely as possible to determine the energy vec-

tors involved in the most coherent way possible, 

also by exploiting the technical data sheets availa-

ble for the boilers and the chiller. In addition to the 

synthetic data, the chiller performance was proper-

ly modeled as a function of the condenser and 

evaporator water temperatures. Through this, and 

to take the operation of the system in the different 

conditions into account, the correction curves for 

the nominal power and for the Energy Efficiency 

Ratio (EER) were obtained (UNI, 2018). In the same 

way, the efficiency and the nominal power of the 

gas-fired condensing boilers were parameterized 

according to the load and to the returning water 

temperature. Regarding the AHU, the cooling tow-

er and the VRF units, their characteristics were 

hypothesized on the bases of the expected behavior 

of the whole plant and of historical consumption 

data. The whole audit process was carried out  

following what is reported in UNI CEI EN 16247-2 

standard (UNI, 2014).  

3.1 Model Calibration 

To obtain reliable results, the state-of-the-art model 

has  been calibrated through a comparison between 

its results and the historical recordings of gas and 

electricity consumption. Historical gas consump-

tion data were available as an average for the years 

2010-2012 and on a yearly basis for 2019 and 2020. 

The latter was characterized by the effects of the 

COVID-19 pandemic and therefore is not repre-

sentative of the normal behaviour of the building. 

Year 2019 instead was not usable for the calibration 

due to the scarcity of climatic data detected by the 

meteorological station of Trieste, not allowing the 

execution of a yearly calibration simulation. There-

fore, the mean gas consumption value for years 

2010-2012 was used for the calibration. Regarding 

electricity, monthly consumption values for the 

years 2017-2020 were available. Year 2018 was cho-

sen to calibrate the model because of the local me-

teorological station having good data quality for 

that period. To perform the calibration, a special 

climatic file containing the 2010-2012 values for the 

winter season and 2018 values for the summer one 

was created. The calibration process led to some 

modifications regarding the envelope elements’ 

transmittance, the internal gains due to people and 

lighting and the characteristics of the hypothesized 

elements of the plant. Because of these adjust-

ments, the calibrated model achieved remarkable 

precision in reproducing the historical consump-

tion recordings, as  can be noted through Table 3. 

The calibrated model was the base to run the ener-

gy simulation with the different climatic conditions 

defined in Section 2 and to assess the effects of the 

refurbishment interventions described in the next 

section.   

Table 3 – Model calibration results 

Energy vectors 

consumption 
Historical Model 

Model Error 

[%] 

Gas [m3]  56 056 52 458 -6.86 

Electricity [kWh] 313 020 319 371 +2.03 

4. Refurbishment Interventions 

Given the preservation restrictions described in 

Section 3, the room for improvements to increase 

the energy performance of the building is very nar-

row. All the façades, windowed elements included, 

cannot be modified, and therefore it is not possible 

to massively intervene on the envelope. Moreover, 

zone A of the building is also internally protected, 

limiting  the possibilities even further. Regarding 

the plant, most of its components are still pretty 

new, therefore solutions  concerning this are not 

considered in this work. Because of this situation, 

three improvements were hypothesized for the 

analysed building: 

- A: Internal insulation of walls pertaining to the 

modern art museum; 

- B: Substitution of the existing skylights with 

new ones featuring solar control  window 

panes; 

- C: A combination of the previous two. 

The internal insulation of the modern art museum 
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walls was carried out  through the insertion of 10 

cm of rock wool having a conductivity of 0.038 

W/(m K), a density of 35 kg/m3 and specific heat of 

840 J/(kg K), coupled with 2cm of plaster. 

The skylights used in the second solution were 

composed of a PVC frame, of an external coated 

glass layer, 6 mm thick, having a reduced solar 

transmission value, 0.3622, a 16mm thick Argon-

filled cavity and a standard clear glass layer 4 mm 

thick. This structure presented a transmittance of 

1.554 W/(m2 K) and the coated external layer aim 

was to reduce the solar heat gains during the 

summer season, therefore trying to reduce electrici-

ty consumption for cooling. 

All three solutions were evaluated regarding their 

energy and economic aspects. The latter was con-

sidered in a simplified way by computing the sim-

ple return of the economic investment. Interven-

tion costs were computed using the prices reported 

in the public regional administration price list 

“Prezzario Regionale dei Lavori Pubblici” (FVG 

Region, 2021). By using the reported prices of rock 

wool per square meter comprehensive of materials 

and manpower costs, applied to the surface to in-

sulate, a cost of 409,264 € was computed for solu-

tion A. The same was done for skylight substitu-

tion, in this case considering the price per element 

and the number of elements to install, and a cost of 

67,783 € was computed for solution B. The third 

solution cost is simply given by summing up the 

previous two, equal to 477,047 €. 

5. Analysis Results 

The energy dynamic analysis was first carried out  

for the state-of-the-art building using the current 

and the two future TRYs. The results, reported in 

Table 4, highlight a remarkable reduction of heat-

ing gas consumption, and an increase in electricity 

used for cooling and lighting. The variations com-

pared to the current situation proved to be much 

more marked in the period 2021-2035 and then to 

slow down in 2036-2050. 

This behavior is in line with the climatic projec-

tions, which foresee a slowdown of temperature 

rise in the second period, as can also 

Table 4 – State-of-the-art simulation results 

TRY 
Gas use 

[m3] 

Electr. 

use 

[kWh] 

Var. Gas 

[%] 

Var. 

Electr. 

[%] 

1995-2019 52,931 289,193 \ \ 

2021-2035 43,961 318,398 -16.95 +10.10 

2036-2050 42,654 325,025 -19.42 +12.39 

 

be noted by looking at the Degree Days reported in 

Fig. 1. It is then evident that the cooling component 

will become more influential in the energy con-

sumption composition of this building. 

Regarding the effects of the refurbishment inter-

ventions, reported in Table 5, the analysis high-

lighted a beneficial effect on both gas and electrici-

ty consumption.  

Table 5 – Refurbishment effects for every climatic set 

ID 
Gas use 

[m3] 

Electr. 

use 

[kWh] 

Var. 

Gas [%] 

Var. 

Electr. 

[%] 

Simple 

Return 

[years] 

1995-2019 TRY    

SOTA 52,931 305,032 \ \ \ 

A 44,794 304,034 -15.37 -0.33 41 

B 50,454 298,267 -4.68 -2.22 17 

C 41,699 294,746 -21.22 -3.37 32 

2021-2035 TRY     

SOTA 43,961 318,398 \ \ \ 

A 36,875 317,161 -16.12 -0.39 47 

B 41,840 311,235 -4.82 -2.25 19 

C 34,395 307,362 -21.76 -3.47 36 

2036-2050 TRY     

SOTA 42,654 325,025 \ \ \ 

A 35,768 323,689 -16.14 -0.41 48 

B 40,618 317,525 -4.77 -2.31 19 

C 33,345 313,582 -21.82 -3.52 37 
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As can be seen in Table 5, the obtainable gas con-

sumption reduction varies between 4 and 21 % 

compared with the state-of-the-art for every climat-

ic set considered. The obtainable electricity con-

sumption reduction is instead much smaller, be-

tween 0.3 and 3.5 %, mainly due to the reduced 

surface treated with the insertion of the new sky-

lights. In general, the best reduction in energy con-

sumption comes from solution C.  

However, the economic analysis of these interven-

tions highlighted that they are not economically 

convenient, showing too-long return times on   

investment, for every climatic set.  

Therefore, coupling these actions with interven-

tions on the plant should be considered. Consider-

ing that the generators were replaced a few years 

ago, and are therefore  still functioning well, major 

interventions could rather focus on the distribution 

and emission parts of the plant, these being older 

and less efficient. 

6. Conclusions 

An energy audit was carried out  for the Revoltella 

museum of Trieste. Great attention was placed on 

information gathering, this being a historical build-

ing featuring particular characteristics.  

An evaluation of climate change effects has been 

carried out for the state-of-the-art building. The 

present climate was represented through a TRY 

that was then projected into the future by using 

different climate models applied to the RCP8.5 

scenario. The results showed a steady  increase in 

temperature for the near future, to year 2050, for 

every climatic model considered. By using the 

model giving the greatest rise in temperature, cli-

mate change effects were evaluated for the muse-

um.  Results showed that climate evolution will 

greatly influence the energy consumption of this 

building, leading to a decrease in gas consumption, 

up to 19 %, and an increase in  electricity consump-

tion , up to 12 %. Therefore, the municipality of 

Trieste, owner of the building, should start consid-

ering interventions on the building to adapt it to 

the incoming new working conditions. 

In order to provide the municipality with a starting 

base for this purpose, some refurbishment inter-

ventions were modeled for the building for both 

the current  and future climates. By considering the 

preservation restrictions to which the building is 

subject, internal insulation of walls and substitu-

tion of skylights were considered as feasible inter-

ventions. The analysis results showed that a good 

gas consumption decrease, between 4 and 21 %, 

would be obtainable for every climatic condition 

considered. Regarding electricity on the other 

hand,  the beneficial effects would be much less 

evident, featuring a reduction of between 0.3 and 

3.5 % of consumption. This minor effect on electric-

ity is due to the possibility of  intervening only on 

the skylights to reduce solar heat gains during the 

summer season, the windows on the façades not 

being replaceable due to the preservation rules. 

Regarding the economic aspect of the interven-

tions, these did not prove to be economical, show-

ing a too-long return time on investment for every 

climatic set considered.  

Considering all the aspects that emerged from this 

work, it is strongly recommended for  the munici-

pality of Trieste to start designing adaptation 

measures to address the incoming changes in cli-

mate conditions. Results in fact highlighted that in 

the immediate future the focus of the building per-

formance should be shifted gradually from heating 

to cooling functioning. That said, internal envelope 

insulation and skylight substitution proved to be 

good solutions for heating consumption reduction, 

but not so much for the cooling solution  for every 

climatic set considered in this work. Therefore, 

these interventions should be coupled with others 

mainly pertaining to the plant, mainly focusing on 

distribution and emission components, given the 

relative novelty of the generators.  
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Abstract 

With the aim of reducing greenhouse gas emissions, 

more and more heat pump generators are being used in 

the residential space heating sector to replace traditional 

condensing gas boilers. This paper discusses the applica-

tion to an Italian case study of the new draft of EN 15316-

4-2, which provides a methodology for the calculation of 

the energy performance of heat pump systems used for 

domestic hot water preparation or space heating purpose. 

The case study involves  a two-storey residential building 

equipped with several modulating air-to-water heat 

pumps.  

Two different daily profiles for heating were considered: 

continuous heating mode (heating system on 24 hours a 

day) and intermittent heating mode. Hourly building 

energy need for heating, calculated according to EN ISO 

52016-1:2017, were used as input. 

The seasonal coefficient of performance (SCOP) of heat 

pumps analysed with an intermittent profile are 45.77 % 

higher on average than those in continuous heating 

mode, even if, in the intermittent system configuration, 

there is always an amount of missing energy. 

Finally, the results show that oversizing the heat pump 

leads to low SCOP and high non-renewable primary 

energy; while undersizing the heat pump leads to high 

SCOP but non-negligible missing energy values. 

1. Introduction 

The need to reduce greenhouse gas (GHG) emis-

sions related to building energy production has led 

Europe to implement policies to reduce energy 

demand while promoting the use of renewable 

energy sources to replace fossil fuels. 

Residential space heating is one of the sectors most 

responsible for producing greenhouse gas; one of 

the most feasible solutions to decarbonise this sec-

tor is to electrify consumption by using heat 

pumps to replace gas boilers. (Famiglietti et al., 

2021; Lin et al., 2021). 

In the regulatory field, the European Committee 

for Standardisation (CEN) has approved a set of 

standards for the implementation of the EPBD (En-

ergy Performance Building Directive) (European 

Parliament, 2018). These interconnected standards 

define calculation methodologies for the energy 

consumption and performance of buildings. 

In this package of standards are EN ISO 52016-

1:2017 (European Committee for Standardization, 

2017) and the new draft of EN 15316-4-2 (European 

Committee for Standardization, 2018). 

Specifically, EN ISO 52016-1 (European Committee 

for Standardization, 2017) introduces an hourly 

methodology for calculating the energy need for 

heating and cooling, while EN 15316-4 deals with 

the calculation of system energy requirements and 

system efficiencies according to the different types 

of generation system. 

In the literature, different studies show how the 

use of the dynamic hourly method defined in UNI 

EN ISO 52016-1 (European Committee for Stand-

ardization, 2017) allows a more accurate assess-

ment of energy needs than a semi-stationary model 

(Di Giuseppe et al., 2019; van Dijk, 2018) and how 

the hourly energy needs for heating calculated 

with the aforementioned standard is comparable 

with that obtained with TRNSYS (Summa et al., 

2022; Zakula et al., 2021). 

Regarding the application of the new draft of 

EN 15316-4-2, there are some studies concerning 

boilers (Mattarelli & Piva, 2014) and solar thermal 
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panels (Teodorescu & Vartires, 2016), but not heat 

pump systems. 

To this purpose, this works aims to apply the cal-

culation algorithm provided by the new draft of 

EN 15316-4-2 (European Committee for Standardi-

zation, 2018), concerning heat pump generation 

systems, on an Italian case study, using as input 

the hourly energy need for heating, calculated ac-

cording to EN ISO 52016-1 (European Committee 

for Standardization, 2017). 

2. Methods 

2.1 EN ISO 52016-1:2017 

The calculation algorithm of EN ISO 52016-1:2017 

(European Committee for Standardization, 2017) 

provides the values of the following hourly param-

eters: indoor air temperature, mean radiant tem-

perature, operative temperature, surface tempera-

ture of building elements and the energy needs for 

heating and cooling.  

These parameters are determined for each thermal 

zone by providing input of climatic data defined 

on an hourly basis. 

To determine the surface temperatures of the 

building elements and, consequently, all other pa-

rameters, the calculation algorithm provides the 

procedure for spatial discretization of the capaci-

tive nodes and resistive layers of the opaque and 

transparent elements based on the thermoelectric 

analogy. 

Transparent elements are discretized by two capac-

itive nodes and one resistive layer, and opaque 

elements by five capacitive nodes and four resis-

tive layers. 

2.2 EN ISO 15316-4-2 

The calculation algorithm of the new draft of EN 

15316-4-2 (European Committee for Standardiza-

tion, 2018) provides as output the following hourly 

parameters: the total electrical energy, the energy 

from the cold source, the coefficient of performance 

(COP) of the heat pump, and the energy not sup-

plied by the heat generator. 

The algorithm also provides the amount of energy 

supplied by back-up systems (electrical resistance) 

if the heat pump is not able to supply the required 

energy. 

All these parameters are calculated separately for 

heating and domestic hot water. 

The hourly profiles of outdoor temperature, indoor 

operative temperature, energy needs for heating, 

and domestic hot water, and the water flow tem-

perature according to the system must be provided 

as input. 

Finally, data concerning the heat pump must be 

entered, identifying its technology, the source and 

sink type. 

The services the heat pump is used for, the pres-

ence of any back-up systems and its power and 

COP at full load, declared by the manufacturer, 

must also be specified. 

3. Case Study 

The case study is a two-storey residential building 

(Fig.1) with a bathroom, a storage room, a kitchen 

and a living room on the ground floor and two 

single rooms, a double room, a bathroom and a 

hallway on the first floor. 

The stairwell and attic are unheated thermal zones. 

The net floor height is 2.70 m, while the net floor 

area is 129.64 m2. The thermo-physical characteris-

tics of the building elements are shown in Table 1. 

Aiming at evaluating different climatic contexts, 

the case study  focuses on three Italian locations: 

Milan, Rome and Palermo. The input hourly clima-

te data were calculated according to UNI 10349 

(Ente Nazionale Italiano di Unificazione, 2016). The 

analysis was carried out for the winter period in 

order to evaluate the behavior of the heat pump for 

the heating season only. 

Two daily profiles for heating were considered, 

both with a set-point temperature of 20 °C: (i) the 

first ON 24h/24h and (ii) the second intermittent 

with a number of working hours equal to the max-

imum allowed by Presidential Decree 412/93 (Pres-

idente della Repubblica, 1993) depending on the 

climatic zone considered (Tab.2). 

As an evaluation of the operation of the only heat 

pump for heating is intended, the production of 

domestic hot water, the thermal storage and back-

up heater have not been considered. Four modulat-
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ing air-to-water heat pumps (AWHP) were ana-

lysed, with increasing powers of 2.3 kW, 4.6 kW, 

5.8 kW and 8.3 kW, values declared according to 

UNI EN 14511-1:2018.  

The hourly profile of water flow temperature for 

the heat pump was determined through a climatic 

curve as a function of the air outside temperature 

and the design temperature of the location consid-

ered. Furthermore, distribution, emission and 

regulation efficiency were not taken into account as 

assumptions. 

4. Results 

Using the hourly energy needs for heating calcu-

lated according to EN ISO 52016-1 (European 

Committee for Standardization, 2017) as input val-

ues, the electrical energy, the thermal energy from 

cold external source (air) and the COP of the heat 

pump per hour were determined using the new 

draft of EN 15316-4-2 EN 15316-4-2 (European 

Committee for Standardization, 2018). 

Moreover, the primary renewable and non-

renewable energy was calculated based on the en-

ergy sources used. The comparison between the 

different heat pumps was made using the SCOP, 

which is calculated as the ratio between the sup-

plied energy and the respective electricity con-

sumption during the heating season. 

Fig. 2 shows how the SCOP are, on average, 

45.77 % higher in the case of intermittent use of 

heating system than constant use.  

Considering the four heat pumps used, switching 

from a constant to an intermittent profile, the aver-

age SCOP increase for Milan, Rome and Palermo is 

20.10 %, 48.53 % and 68.67 %, respectively.  

Considering the same heat pump and varying the 

daily heating profiles of the buildings analyzed, 

qualitatively the same pattern is observed for each 

location: (i) in the case of constant use, the load 

factor decreases to values of 0.30 or less, with con-

sequent reduction of COP, which  happens during 

the hours when heating energy need is reduced; (ii) 

in the intermittent mode, on the other hand, having 

a higher power demand for the heat pump, the 

load factor is higher, with a consequent higher 

COP. 

For this reason, in the case of Rome and Palermo, 

where the number of hours the system is switched 

on is lower than in Milan, the average SCOP varia-

tion between intermittent and continuous use is 

higher. 

Therefore, a more intermittent system implies a 

higher power demand in the first hours of opera-

tion and a limited number of hours with reduced 

load factors. 

These two aspects result in higher seasonal COP in 

the intermittent regime than in the constant daily 

profile for heating. 

In order to assess the different behavior of heat 

pumps, it is not sufficient to analyze only the 

SCOP. For this reason, it is also necessary to evalu-

ate the possible presence of missing energy, i.e., 

not supplied by the heat pump (QH,gen,add). 

This analysis was carried out for all the locations 

considered. Since the results obtained follow the 

same trend for each location, the decision to specif-

ically analyze the results obtained for the coldest 

location, i.e., Milan, was made. 

Table 3 shows the missing energy for each heat 

pump used and for the two daily profiles of the 

heating system considered. Moreover, the percent-

age of missing energy in relation to the energy re-

quired by the heat pump (QH,gen,out,req) and the per-

centage of hours when the missing energy is pre-

sent compared to the heating period are listed.  

Table 3 shows how, in the intermittent system con-

figuration, there is always an amount of energy not 

supplied by the heat pump.  

The SCOP are higher in the intermittent mode but, 

on the other hand, the heat pumps always return a 

higher missing energy than in the constant profile, 

where there is no missing energy, except for the 

smallest heat pump. 

Table 3 also provides useful information for de-

termining the correct heat pump size for the build-

ing analyzed. Results show how the AWHP 4.6 kW 

does not result in an amount of missing energy in 

the case of constant mode, while, for the intermit-

tent profile, the energy not provided is equal to 

2.76 % of the energy required for heating.  

Moreover, AWHP 5.8 kW has a similar operation 

to the AWHP 4.6 kW for intermittent operation but 

would be oversized for constant daily profile use.  

Oversizing or undersizing a heat pump has conse-
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quences in terms of both primary energy and miss-

ing energy. An undersized heat pump (AWHP 2.3 

kW) is characterized by a high SCOP (Fig. 2), but 

also by significant missing energy values (Table 3). 

An oversized heat pump (e.g., AWHP 8.3 kW) is 

characterized by a reduced SCOP, which is reflect-

ed in a higher primary energy, while not resulting 

in missing energy. In fact, Fig. 3 shows that the 

primary energy is higher in the case of the largest 

generator, i.e., AWHP 8.3 kW. Furthermore, the 

increase in primary energy leads to an increase of 

the non-renewable energy. 

5. Conclusion 

The new draft of EN 15316-4-2 (European Commit-

tee for Standardization, 2018), which provides a 

methodology for calculation of system energy re-

quirements and system efficiencies for heat pump 

systems, has so far limited application in the litera-

ture. For this reason, in this paper the above-men-

tioned standard was tested by applying it to a resi-

dential building located in three different Italian 

cities and using the hourly energy need, calculated 

according to EN ISO 52016-1 (European Committee 

for Standardization, 2017), as input data. 

This application shows that 

- the use of an intermittent heating profile 

brings the heat pump to higher COP than a 

constant continuous heating mode; 

- higher intermittency of the system implies a 

higher power demand in the first hours of 

operation and a limited number of hours with 

reduced load factors. These two aspects result 

in higher SCOP in the intermittent regime than 

in the constant on regime; 

- in contrast, in the intermittent system 

configuration, an amount of energy not 

supplied by the heat pump is always present; 

this leads to an increase in non-renewable 

primary energy due to the need for an 

integrated back-up system (e.g., electrical re-

sistance) or a second generator; 

- undersizing the heat pump leads to high SCOP 

but non-negligible missing energy values. 

- oversizing the heat pump leads to low SCOP 

and high non-renewable primary energy. 

These results concern the case studies proposed 

and the methodologies associated with the stand-

ards used. The future development of this work 

will be to extend the calculation by considering an 

integrated back-up system (electrical resistance) 

and a storage system in order to assess their possi-

ble impact on the results. 

Nomenclature 

Symbols 

COP Coefficient of performance (-) 

SCOP Seasonal coefficient of performance (-) 

Ms Surface mass (kg/m2) 

U 

YIE 

 

EP 

AWHP 

Thermal transmittance (W/(m2K)) 

Periodic thermal transmittance 

(W/(m2K)) 

Primary energy (kWh) 

Air-to-water heat pump 
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Fig. 1 – Plan view of the ground floor, first floor and section of the case study 

Table 1 – Thermo-physical characteristics of the structures 

  Thermophysical Parameters Milan Rome Palermo 

External Wall U [W/(m2K)] 0.22 0.24 0.36 

  Ms [kg/m2] 227.80 228.86 274.85 

  YIE [W/(m2K)] 0.007 0.007 0.018 

Ground Floor U [W/(m2K)] 0.25 0.27 0.35 

  Ms [kg/m2] 1370.60 1370.30 1369.40 

  YIE [W/(m2K)] 0.007 0.007 0.010 

Sub-roofing 

Floor 
U [W/(m2K)] 0.24 0.27 0.37 

  Ms [kg/m2] 363.60 363.00 362.10 

  YIE [W/(m2K)] 0.038 0.028 0.064 

Internal Floor U [W/(m2K)] 1.13 1.13 1.13 

  Ms [kg/m2] 111.60 111.60 111.60 

  YIE [W/(m2K)] 0.673 0.673 0.673 

Roof U [W/(m2K)] 0.70 0.70 0.70 

  Ms [kg/m2] 427.20 427.20 427.20 

  YIE [W/(m2K)] 0.120 0.120 0.120 

Internal Wall U [W/(m2K)] 0.35 0.35 0.35 

  Ms [kg/m2] 403.80 403.80 403.80 

  YIE [W/(m2K)] 0.039 0.039 0.039 

Table 2 – Different daily profiles for heating system, according to the three thermal zone considered. 

Climatic Zone Time Intervals Heating Period 

Milan 6:00-12:00/17:00-23:00 15 October - 15 April 

Rome 6:00-11:00/18:00-23:00 1 November - 15 April 

Palermo 7:00-10:00/19:00-22:00 1 December - 31 March 
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Fig. 2 – Seasonal COP for the three locations, two daily profiles for heating, four heat pumps: c/i:continuos/intermittent heating, P/R/M: 

Palermo, Rome, Milan 

Table 3 – Energy not provided by the heat pump (QH,gen,add); percentage between energy not supplied and energy required for heating 

(QH,gen,add/ QH,gen,out,req); percentage between the number of hours corresponding to missing energy and the total heating period (hQ,gen,add/ 

hQH,gen,out,req) 
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Fig. 3 – Primary energy for the three locations, two daily profiles for heatings, four heat pumps: c/i:continuos/intermittent heating, P/R/M: 

Palermo, Rome, Milan 
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Abstract  

Yves St Laurent Auditorium was built at the core of Mo-

rocco as part of the museum that honors the French fash-

ion designer. The interior and architectural design of the 

Auditorium evokes the colors and the materials typical of 

Marrakech, with bricks and wood being the primary 

structural resources of construction there. The shoebox 

envelope was modeled to accommodate ergonomically 

the select audience attending specific performances ori-

ented towards fashion design. The sound diffusion was 

realized with the application of quadratic residue diffus-

ers (QRD) installed on all the walls in a vertical configu-

ration. These acoustic panels increase the phenomenon of 

sound scattering in all directions, making listening very 

warm and comfortable. This paper deals with the as-

sessment of the main acoustic parameters gathered by the 

acoustic simulations of a digital model. The simulated 

values were compared with the optimal values of per-

forming arts spaces of similar room volume. 

1. Introduction 

Auditoria have often been considered multi-

purpose places thanks to their suitability for host-

ing conferences and musical performances (Betta-

rello et al., 2021). The challenges that architects and  

acousticians have to face are varied, going from 

interior design to materials selection based on ge-

ometrical characteristics, as well as for energy 

building and musical instruments simulation, 

(Fabbri et al., 2014; Manfren et al., 2021a, 2021b, 

and 2022; Tronchin et al., 2020) and lighting com-

fort for all the different events. The YSL Auditori-

um of Marrakech summarises all the aspects that a 

design project finds as opportunities to extract the 

best architectural product from certain constraints. 

This paper deals with the acoustic simulations of 

the Yves St Laurent Auditorium based on different 

absorption coefficients assigned to different mate-

rials of the 3D models. The results of the simulated 

values were compared based on the main acoustic 

parameters. 

2. Historical Background 

Yves St Laurent Auditorium is located in the Saint 

Laurent Museum in Marrakesh, which was built in 

memory of the famous French fashion designer, 

Yves Saint Laurent (Sabbah, 2021; Vorländer, 2007) 

(www.museeyslmarrakech.com/en/auditorium/). 

The main purpose of the museum is to encourage 

cultural projects by displaying Yves Saint Laurent's 

masterpieces, and to preserve and disseminate his 

works in France and the rest of the world. 

Fondation Pierre Bergé launched the Musée Yves 

Saint Laurent Paris project in 2017. However, this 

was not enough to show all the designer's artistic 

heritage, so they found another place to display 

Yves Saint Laurent's works. 
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Fig. 1 – Internal view of the Auditorium YSL of Marrakech 

The Auditorium, jointly designed by the consulting 

experts of theatre projects and Ko architectural 

office studio (Sabbah, 2021), is located at the center 

of the museum with the aim of hosting confer-

ences, screen shows, concerts, plays, films and oth-

er activities. 

3. Architectural Characteristics 

Seen from the outside, the entire building is com-

posed of cubical shapes dressed in terracotta bricks 

as a reminder of the fabric of the local place, as 

shown in Fig. 1. 

The auditorium was designed for a total capacity 

of 113 seats, with a total volume of 650 m3 and a 

high degree of flexibility, high acoustic quality and 

a lighting system capable of fulfilling a variety of 

activities (Sabbah, 2021). This multi-functionality is 

visible by the integration of a series of design ele-

ments with the technical tools to create a perfect 

experience for both performers and audience. The 

streamlined organization inside the auditorium is 

very logical and highly accessible. The adjustable 

sound-diffusing panels in the acoustic walls have 

excellent flexibility (for  controlling reverberation 

time based on several different needs: natural or 

amplified musical shows, conference hall, or cine-

ma screen (Tronchin, 2005; Tronchin et al., 2021a). 

Figs. 2 and 3 show the longitudinal section and the 

internal view of the auditorium, respectively. 

 

 

Fig. 2 – Longitudinal section of  Yves St Laurent Auditorium of 

Marrakech 

 

Fig. 3 – Internal view of  Yves St Laurent Auditorium of Marra-

kech 

The ceiling of the auditorium is equipped with 

motorized wooden slats to regulate the sense of 

spaciousness based on the diffusing geometry that 

they can assume (Tronchin & Bevilacqua, 2022). 

The lateral walls are characterised by quadratic 

residue diffusers (QRDs), which contribute to the 

uniform distribution of the sound across the sitting 

area (Farina et al., 1998; Tronchin, 2021). The pur-

pose of the diffusing panels is to spread uniformly 

sound energy in all directions and to reduce energy 

concentration and/or undesired reflections across 

the volume (Manfren et al., 2019). In the case of the 

QRDs, the reflections are spatially dependent and 

follow a numerical sequence provided by a uni-

form spatial Fourier transform (Tronchin et al., 

2021b). The external envelope is composed of a 

double skin wall able to provide enough airborne 

sound insulation to stop intrusive noise (Bettarello 

et al., 2010). 
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4. Acoustic Simulation Setup 

A digital model was created by using AutoCAD 

software (Caniato et al., 2020a and 2020b), where 

the 3D face entities were grouped based on type of 

material (Tronchin et al., 2020, 2021c; Vorländer, 

2007). A view of the digital model is shown in 

Fig. 4. 

 

Fig. 4 – Digital model of  Yves St Laurent Auditorium of Marra-

kech 

The 3D model was exported in dxf format ready to 

be employed in the acoustic simulations. An omni-

directional sound source was placed on the stage, 

while 113 receivers were placed at different heights 

by homogeneously covering all area of the stalls. 

The simulation process was undertaken in two 

different steps: the first by applying the absorption 

coefficients as per the literature (Caniato et al., 

2019; Farina et al., 1998; Tronchin & Bevilacqua, 

2021; Tronchin & Farina, 1997), the second by cali-

brating the absorption coefficient based on experi-

ence of similar auditoria of comparable volume 

size. The difference between the two simulations is 

in the adjustment of the spectra related to the fab-

ric, lowered by up to 0.6, and to the ceiling panels, 

lowered by up to 0.4.  

5. Simulated Results 

The main acoustic parameters were analysed by 

considering the bandwidth ranging from between 

125 Hz and 8 kHz to be considered the average 

values of all the receivers. 

 

 

Fig. 5 – Simulated values of T20 

Fig. 5 indicates the simulated T20 values. The first 

simulation had absorption coefficients of the fabric 

close to 0.9, while the second one had absorption 

coefficients fluctuating around 0.3. Considering 

that the fabric covers a surface area equal to 58 m2, 

it is considered the main determining factor of the 

T20 difference, highlighted especially at low fre-

quencies (Wang et al., 2004). 

Due to the multipurpose function assigned to this 

auditorium, intended to be suitable for both musi-

cal and conference events (Mickaitis et al., 2021; 

Tronchin & Knight, 2016), the overall T20 value of 

the two simulations was compared to the room 

volume, as indicated in Fig. 6. 

 

 

Fig. 6 – Optimal T20 values based on room volume 

Fig. 6 highlights that the first simulation meet the 

criteria of a speech auditorium, while the second 

one turns out to be closer to a musical perfor-

mance. 

 

Simulation 1 

Simulation 2 
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Fig. 7 – Simulated values of Clarity Indexes 

Fig. 7 indicates the results of clarity indexes. In 

relation to speech (C50), the values of the second 

simulations are within the optimal range (-2 dB < C 

< +2 dB) (Tronchin et al., 2020) for the octaves rang-

ing from between 125 Hz and 1 kHz, while the 

higher frequencies are up to 4 dB above the upper 

range limit. In terms of music, (C80), the results of 

both simulations  were found to be up to 7 dB 

above the upper range limit across all the spectra. 

 

 

Fig. 8 – Simulated STI values 

Fig. 8 shows the results related to speech compre-

hension. The simulated values of both simulations 

have been found to be above 0.6 for all octaves. 

This means that the overall result falls into a 

“good” category, even “excellent” at mid-high fre-

quencies, as defined by the intelligibility rating 

according to ISO 9921. 

 

 

6. Conclusion 

This paper deals with two acoustic simulations of 

the YSL Auditorium of Marrakech. The contained 

room volume, allocating 113 seats, was designed 

with motorised wooden slats on the ceiling that 

can optimize the reverberation time based on the 

required functionality. The multipurpose hall, in-

tended to be suitable for both speech and musical 

performances, also involves the design accuracy of 

the construction elements, like the side walls char-

acterised by the QRD panels.  

Two acoustic simulations were carried out by 

changing mainly the fabrics and the diffuser ab-

sorption coefficients. The difference between these  

is more evident at low frequencies for the T20, 

while the clarity index for speech and music both 

proved to be up to 6 dB above the upper range 

limit, especially at mid-high frequencies. The STI 

values, found to be more than 0.65 across all the 

spectra, fall within the excellent category rating. 

Further research studies will deepen the investiga-

tion by comparing the simulated values with the 

on-site acoustic measurements (Caniato et al., 2021) 

in order to define the tuning process. 

References  

Bettarello, F., P. Fausti, V. Baccan, and M. Caniato. 

2010. “Impact Sound Pressure Level 

Performances of Basic Beam Floor Structures”. 

Building Acoustics 17(3): 305-316. doi: 

https://doi.org/10.1260/1351-010X.17.4.305 

Bettarello, F., M. Caniato, G. Scavuzzo, and A. 

Gasparella. 2021. “Indoor Acoustic 

Requirements for Autism-Friendly Spaces”. 

Applied Science 11: 3942. doi: 

https://doi.org/10.3390/app11093942 

Caniato, M., F. Bettarello, C. Schmid, and P. Fausti. 

2019. “The use of numerical models on service 

equipment noise prediction in heavyweight and 

lightweight timber buildings”. Building 

Acoustics 26(1): 35-55. doi: 

https://doi.org/10.1177/1351010X18794523 

Caniato, M., F. Bettarello, P. Bonfiglio, and A. 

Gasparella. 2020a. “Extensive Investigation of 

Multiphysics Approaches in Simulation of 

114



A Project Focused on Sound Diffusion:  
The Acoustics of Yves St Laurent Auditorium of Marrakech in Combination With its Innovative Architectural Design 

Complex Periodic Structures”. Applied Acoustics 

166: 107356. doi: 

https://doi.org/10.1016/j.apacoust.2020.107356 

Caniato, M., C. Schmid, and A. Gasparella. 2020b. 

“A comprehensive analysis of time influence on 

floating floors: Effects on acoustic performance 

and occupants’ comfort”. Applied Acoustics 166: 

107339. doi: 

https://doi.org/10.1016/j.apacoust.2020.107339 

Caniato, M., F. Bettarello, and A. Gasparella. 2021. 

“Indoor and outdoor noise changes due to the 

COVID-19 lockdown and their effects on 

individuals’ expectations and preferences”. 

Scientific Reports 11: 16533. doi: 

https://doi.org/10.1038/s41598-021-96098-w 

Fabbri, K., L. Tronchin, and V. Tarabusi. 2014. 

“Energy Retrofit and Economic Evaluation 

Priorities Applied at an Italian Case Study”. 

Energy Procedia 45: 379-384. doi: 

10.1016/j.egypro.2014.01.041 

Farina, A., A. Langhoff, and L. Tronchin. 1998. 

“Acoustic characterisation of "virtual" musical 

instruments: using MLS technique on ancient 

violins.” Journal Of New Music Research 27(4): 

359-379. doi:  

      https://doi.org/10.1080/09298219808570753  

Manfren, M., B. Nastasi, E. A. Piana, and L. 

Tronchin. 2019. “On the link between energy 

performance of building and thermal comfort: 

An example”. AIP Conference Proceedings 2123: 

1-9. doi: https://doi.org/10.1063/1.5116993 

Manfren, M., B. Nastasi, L. Tronchin, D. Groppi, 

and D. A. Garcia. 2021a. “Techno-economic 

analysis and energy modelling as a key 

enablers for smart energy services and 

technologies in buildings”. Renewable and 

Sustainable Energy Reviews 150: 1-14. doi: 

https://doi.org/10.1016/j.rser.2021.111490 

Manfren, M., M. Sibilla, and L. Tronchin. 2021b. 

“Energy Modelling and Analytics in the Built 

Environment—A Review of Their Role for 

Energy Transitions in the Construction Sector”. 

Energies 14:1-29. doi: 

https://doi.org/10.3390/en14030679 

Manfren, M., P. A. B. James, and L. Tronchin. 2022. 

“Data-driven building energy modelling – An 

analysis of the potential for generalisation 

through interpretable machine learning”. 

Renewable and Sustainable Energy Reviews 167: 1-

13. doi: 

https://doi.org/10.1016/j.rser.2022.112686 

Mickaitis, M., A. Jagniatinskis, and B. Fiks. 2021. 

“Case study of acoustic comfort in conference 

room”. Proc. 27th International Congress of Sound 

& Vibration. 

Sabbah, C. 2021. Studio KO. Yves Saint Laurent 

Museum Marrakech. 

Tronchin, L. 2005. “Modal analysis and intensity of 

acoustic radiation of the kettledrum.” The 

Journal Of The Acoustical Society Of America 

117(2): 926-933. doi:  

      https://doi.org/10.1121/1.1828552  

Tronchin, L. 2021. “Variability of room acoustic 

parameters with thermo-hygrometric 

conditions.” Applied Acoustics 177: 1-14. doi: 

https://doi.org/10.1016/j.apacoust.2021.107933  

Tronchin, L., and A. Bevilacqua. 2021. “Acoustic 

study of different sceneries at the São Carlos 

national theatre of Lisbon.” Applied Acoustics 

180: 1-11. doi:  

https://doi.org/10.1016/j.apacoust.2021.108102  

Tronchin, L., and A. Bevilacqua. 2022. “Historically 

informed digital reconstruction of the Roman 

theatre of Verona. Unveiling the acoustics of 

the original shape.” Applied Acoustics 185: 1-18. 

doi: 

https://doi.org/10.1016/j.apacoust.2021.108409  

Tronchin, L., and A. Farina. 1997. “Acoustics of the 

former Teatro “La Fenice” in Venice.” Journal of 

the Audio Engineering Society 45(12): 1051-1062. 

Tronchin, L, and D. J. Knight. 2016. “Revisiting 

Historic Buildings through the Senses. 

Visualising Aural and Obscured Aspects of San 

Vitale, Ravenna.” International Journal of 

Historical Archaeology 20: 127-145. doi: 

https://doi.org/10.1007/s10761-015-0325-2  

Tronchin, L., F. Merli, M. Manfren, and B. Nastasi. 

2020. “The sound diffusion in Italian Opera 

Houses: some examples.” Building Acoustics 

27(4): 333-355. doi: 

https://doi.org/10.1177/1351010X20929216 

Tronchin, L., F. Merli, and M. Manfren. 2021a. “On 

the acoustics of the Teatro 1763 in Bologna.” 

Applied Acoustics 172: 1-9. doi: 

https://doi.org/10.1016/j.apacoust.2020.107598  

Tronchin, L., A. Farina, A. Bevilacqua, F. Merli, 

115

https://doi.org/10.1080/09298219808570753
https://doi.org/10.1121/1.1828552
https://doi.org/10.1016/j.apacoust.2021.107933
https://doi.org/10.1016/j.apacoust.2021.108102
https://doi.org/10.1016/j.apacoust.2021.108409
https://doi.org/10.1007/s10761-015-0325-2
https://doi.org/10.1177/1351010X20929216
https://doi.org/10.1016/j.apacoust.2020.107598


Lamberto Tronchin, Antonella Bevilacqua, Ruoran Yan 

 

and P. Fiumana. 2021b. “Comparison failure 

and successful methodologies for diffusion 

measurements undertaken inside two different 

testing rooms.” Applied Sciences 11: 10523. doi: 

https://doi.org/10.3390/app112210523  

Tronchin, L., F. Merli, and M. Dolci. 2021c. “Virtual 

acoustic reconstruction of the Miners’ Theatre 

in Idrija (Slovenia).” Applied Acoustics 172: 1-9. 

doi: 

https://doi.org/10.1016/j.apacoust.2020.107595  

Vorländer, M. 2007. “Fundamentals of Acoustics, 

Modelling, Simulation. Algorithms and 

Acoustic Virtual Reality”. 

Wang, L. M., J. Rathsam, and S. R. Ryherd. 2004. 

“Interactions of model detail level and 

scattering coefficients in room acoustic 

computer simulation.” Proc ISRA.  

www.museeyslmarrakech.com/en/auditorium/. 

Accessed March 10, 2022. 

 

116

https://doi.org/10.3390/app112210523
https://doi.org/10.1016/j.apacoust.2020.107595
http://www.museeyslmarrakech.com/en/auditorium/


On the Prints of Another Horseshoe-Shaped Historical Building:  
Acoustic Studies of the Bonci Theatre of Cesena 

Antonella Bevilacqua – University of Parma, Italy – antonella.bevilacqua@unipr.it  

Ruoran Yan – University of Bologna, Italy – ruoran.yan2@unibo.it  

Abstract  

The Bonci theatre in Cesena  was built in 1846, becoming 

a stable public construction after a period when theatrical 

shows used to be privately performed inside aristocratic 

palaces. The architectural design, to be composed of 5 

orders of balconies and the shape of the plan layout fol-

low, in reduced dimensions, the Alla Scala theatre in 

Milan. Acoustic measurements were taken across the 

stalls and inside some selected boxes according to 

BS3382-1. The main acoustic parameters gathered by the 

measured values were compared with the acoustic simu-

lations of a 3D model, which faithfully reproduces the 

Bonci theatre. The scope of this paper is the analysis of 

the acoustic behavior of the Bonci theatre, which can be 

used to calibrate a digital model before the executions of 

any acoustic simulations. This practice is fundamental for 

the accuracy of the results, which shall be carried out by 

comparing the measured with the calibrated values. A 

review of the historical background has been introduced 

to allow an appreciation of the architectural value of this 

cultural heritage. 

1. Introduction 

The acoustic discoveries of cultural heritage build-

ings have always been appreciated by the amateurs 

that experience these places on a regular basis. 

Additionally, this enriches the knowledge of ex-

perts and scholars focused on existing architectural 

patrimony of important value (Bettarello et al., 

2021; Dordevic, 2016; Vecco, 2010). On this basis, 

this paper deals with the acoustic characteristics of  

Bonci theatre of Cesena, measured in line with the 

standard requirements outlined by ISO 3382 

(Iannace & Ianniello, 2008; ISO, 2009; Tronchin et 

al., 2021a). The shape of the horseshoe plan layout 

is typical of a 19th century opera theatre character-

ised with four orders of balconies and a top gallery 

at the last level (Azzaroni et al., 1997; Battaglia et 

al., 1992; Iannace & Ianniello, 2008). The results 

highlight that the  acoustic response of the Bonci 

theatre is suitable for both speech and music, 

which is what these building types were built for 

(Farina, 2007; Jordan, 1981; Tronchin et al., 2006). 

The acoustic parameters meet the criteria of a thea-

tre having similar room volume. This analysis shall 

be considered as a preparatory study taken into 

account before any acoustic simulations  are car-

ried out upon a digital model.  

2. Historical Background 

Bonci theater in Cesena was formerly known as  

Spada theatre in the Aledossi Palace (Azzaroni et 

al., 1997; Iannace et al., 2019; Puglisi et al., 2021). In 

1822, the community of Cesena wanted to purchase 

the noble theatre from the gonfalonier and build 

new walls and a solid public theatre (Iannace et al., 

2000; Tronchin & Knight, 2016; Tronchin et al., 

2020). 

In 1842, the construction of Bonci theatre was 

planned under the supervision of the architect 

Ghinelli, but, due to financial difficulties, the pro-

ject started the year after. In 1846, the main frame 

of the building, decoration, scene construction and 

furniture of the theater were completed (Battaglia 

et al., 1992).  
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Fig. 1 – Internal view of the Bonci theatre in Cesena 

Bonci theater represents the paradigm of an Italian 

theater, with harmonious internal space organiza-

tion, reflecting the perfect combination of function-

ality with aesthetics (Tronchin & Bevilacqua, 2022). 

The internal decorations show the characteristics of 

the neoclassical style, as indicated in Fig. 1. 

Bonci theater is characterized by four orders of 

balconies and a top gallery (loggione). The plan lay-

out of the theater presents a horseshoe shape ge-

ometry. In particular, the final design opted for a 

total number of 23 boxes per balcony, to be 1.7 m 

wide at the parapet line. 

The main hall is richly decorated, and the ceiling, 

with its  allegorical representations, is embedded 

in a circular panel carved with gold-plated vine 

patterns. The walls of the main hall are treated 

with polished plaster, as shown in Fig. 2. The inte-

rior design of the boxes is also characterised by 

polished and stuccoed walls. 

 

Fig. 2 – Decorations of the ceiling 

Due to the existence of underground waterways, 

the foundation of the theater is built on wooden 

poles, which support a peripheral wall cage con-

taining separated functional units and a large roof 

supported by huge trusses (Farina & Tronchin, 

2000; Tronchin, 2021). 

Nowadays, the theater is considered a real “ma-

chine” for the artistic shows that run  throughout 

the year. 

3. Architectural Organization 

Bonci theater has a horseshoe-shaped plan layout, 

as shown in Fig. 3, having a total capacity of 930 

seats, distributed as 364 in the stalls, 130 in the top 

gallery (loggione), and the rest across four orders of 

balconies composed of 25 boxes. 

The surface area of the fly tower is a square of 24 m 

side having a height of 18 m and an inclination of 

5 %. The proscenium arch is 12 m wide  with a 

height of up to 7.8 m. 

 

Fig. 3 – Plan layout of Bonci theater of Cesena 

4. Acoustic Measurements 

Acoustic measurements  were carried out inside 

Bonci theater by using the following equipment: 

− Equalised omnidirectional loudspeaker (Look 

Line);  

− Binaural dummy head (Neumann KU-100);  

− B-Format (Sennheiser Ambeo);  

The sound source and the receivers  were located 

across the stalls and in some selected boxes at dif-

ferent orders, as shown in Fig. 4. 
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Fig. 4 – Equipment positions during the acoustic survey 

The sound source was placed on the stage at a 

height of 1.4 m and the receivers were moved 

across the stalls and in the boxes by recording the 

Impulse Responses (IRs). The excitation signal 

(Bettarello et al., 2010) was the Exponential Sine 

Sweep (ESS) (Farina, 2007; Tronchin et al., 2021b), 

which was 15 s long, by covering a spectrum 

bandwidth ranging between 40 Hz and 20 kHz. 

The measurements were taken in unoccupied con-

ditions. 

5. Results  

The recorded IRs were processed with the Aurora 

plugin, suitable for Audition 3.0, to gather the 

main acoustic parameters that are shown in Figs. 5 

to 10 for the octave bands going from 125 Hz and 8 

kHz.  

0.0

0.5

1.0

1.5

2.0

2.5

3.0

10 100 1000 10000

E
D

T,
 s

Frequency, Hz

Stalls

Balconies

 

Fig. 5 – Measured values of Early Decay Time (EDT) 

Fig. 5 shows the measured values of Early Decay 

Time (EDT), found to be very similar between 

stalls and balconies. Between 250 Hz and 2 kHz, 

the values fluctuate around 1.6 s, while at lower 

frequencies the results rise to 2.2 s and at higher 

octaves the values drop to 1.0 s. The overall out-

come is within the optimal range set  for opera 

houses (Farina & Tronchin, 2005; Farina et al., 1998; 

Tronchin & Bevilacqua, 2021). 
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Fig. 6 – Measured values of reverberation time (T20) 

Fig. 6 indicates that the averaged values of T20 are 

around 1.7 s at mid-frequencies, found to be very 

similar for stalls and balconies. This result meets 

the criteria of an opera house of such a volume 

size, as indicated in Fig. 7. 

 

Fig. 7 – Optimal T20 values at 500 Hz, based on room volume 

Fig. 8 shows the results of speech clarity index 

(C50), found to be better in the stalls than on the 

balconies (Tronchin et al., 2006). The values in the 

stalls meet the optimal range (-2 dB to +2 dB) (ISO, 

2003; Puglisi et al., 2021) for the mid-frequencies; 

the results of 63 Hz and 8 kHz are not included in 

the target set by the criteria. On the balconies, the 
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results are slightly below the lower range limit, 

except at 8 kHz, where the value is within the op-

timal range. 
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Fig. 8 – Measured values of speech clarity index (C50) 

In terms of music, Fig. 9 indicates that the clarity 

index related to music (C80) for both stalls and bal-

conies was found to be within the optimal range 

for the mid octaves. This outcome highlights the 

suitability of Bonci theater for both opera and 

symphonic music (Beranek, 1962; Iannace et al., 

2019; Tronchin, 2005).  
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Fig. 9 – Measured values of music clarity index (C80) 

The results related to definition (D50) turned out to 

be 0.4 in the stalls and 0.3 on the balconies, as indi-

cated in Fig. 10. This means that the definition is 

slightly better for music even if the overall out-

come confirms what has been assessed for the oth-

er acoustic parameters (Iannace et al., 2000; Tron-

chin et al., 2020; Tronchin et al., 2021b). 
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Fig. 10 – Measured values of D50 

6. Conclusion 

The assessment of the acoustic measurements tak-

en inside Bonci theater in Cesena outlines a good 

response regarding both speech and music. The 

best results were found at mid-frequencies, while a 

shortfall was found at the octaves below 125 Hz, 

and the results above 4 kHz were found to be 

slightly above the upper range limit. Based on the 

acoustic survey, future research studies will be 

focused on the acoustic simulations (Caniato et al., 

2019 and 2020b) of a certain typology of scenery, 

with and without the audience, in order to high-

light the differences of the acoustic parameters in 

stalls and balconies, as well as for energy building 

and musical instrument simulation (Fabbri et al., 

2014; Manfren et al., 2019, 2021a, 2021b and 2022; 

Tronchin et al., 2020). On the basis of this, this pre-

paratory analysis would be of fundamental im-

portance during the calibration process of the digi-

tal model (Caniato et al., 2020a), where the absorp-

tion coefficients would be applied to all the 3D 

elements. 
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Abstract 

The Communal Theater of Bologna was built in 1763, 

after a fire destroyed the previous Renaissance construc-

tion. The project was assigned to the architect Antonio 

Galli Bibiena, who belonged to a family of artists and 

scenographers. The interior design represents Baroque 

style, with its four orders of balconies surmounted by a 

top gallery. Acoustic measurements were carried out 

inside the theater in line with BS3382-1. The values 

measured were compared with the acoustic simulations 

of a digital model reproducing the shape and volume of 

this cultural heritage. The historical background of the 

building has been summarised to aid understanding of 

the construction development overseen by Antonio Galli 

Bibiena. 

1. Introduction  

The Communal Theater of Bologna, created by 

Antonio Galli Bibiena, was criticised at the begin-

ning of the 18th century for being composed of a 

bell-shaped plan layout marking the main hall. 

This architectural choice was considered outside 

the traditional construction rules developed at that 

time, especially under the influence of Pierre Patte 

and his studies on the elliptical shapes of spaces for 

the performing arts. Nonetheless, the architect 

found a way to combine architectural finesse with 

a good acoustic response due to the specific mate-

rials employed on the finishes as well as to geome-

try very favourable to sound diffusion (Caniato et 

al., 2020; Fabbri et al., 2021; Tronchin & Farina, 

1997). 

The Communal Theater of Bologna was studied in 

depth during the 20th century, particularly after 

restoration work on the modification of the orches-

tra pit and of the initial part of the stage closer to 

the audience damaged by a fire. Other work was 

completed on the structural frame of the boxes, on 

the main trusses of the roof and for the allocation 

of the electrical system. Fortunately, the interven-

tions did not involve the acoustics, which represent 

one of the best masterpieces that Antonio Galli 

Bibiena left to post generations (Tronchin et al., 

2021a and 2021b). 

2. Historical Notes 

The Communal Theater of Bologna was built in the 

location of the previous Malvezzi Theater, a wood-

en structure that burned down in 1745. In 1756, the 

City Council approved the proposal to build a new 

theater in Baroque style and assigned the project to 

the architect Antonio Galli Bibiena (Tronchin et al., 

2020a, 2020b and 2020c). In 1763, the Communal 

Theater of Bologna was officially opened to the 

public. 

 

 

Fig. 1 – Internal view of the Communal Theater of Bologna 

Between 1818 and 1820, the theater underwent 

some restoration work, including the renovation of 

the dome, the reconstruction of the auditorium, 

and the stage. The second restoration campaign 
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took place between 1853 and 1854, when the archi-

tect C. Parmenani was responsible for the trans-

formation work (Tronchin et al., 2020a, 2020b and 

2020c). In 1865, the façade was restored along with 

some safety measures adopted in line with the new 

building regulations, as shown in Fig. 1. 

In 1931, the theater experienced another fire, burn-

ing down the stage and the curtain, while many 

rooms survived. The restoration was completed in 

1935 and, after than this event, the theater was 

closed again due to World War II, but it reopened 

in 1946 (Tronchin et al., 2006). 

3. Architectural Description 

The main hall of the Communal Theater of Bolo-

gna, completed in 1763, has a total capacity of 1176 

seats distributed as 644 seats in the stalls and 532 

seats on the elevated boxes. The preferred shape of 

a bell was designed by Galli Bibiena for the plan 

layout, having the axes measuring 22.4 m and 15.4 

m (L, W), as shown in Fig. 2.  

 

 

Fig. 2 – Plan layout of the Communal Theater of Bologna. Draw-

ing by A. Galli Bibiena 

 

Fig. 3 – Longitudinal section of the Communal Theater of Bolo-

gna. Drawing by A. Galli Bibiena 

The total height is about 16.9 m, which includes 

four orders of balconies surmounted by a gallery, 

as indicated in Fig. 3. 

The architect also introduced a series of new con-

structive solutions, such as the use of load-bearing 

masonry rather than wooden frames (Amoruso, 

2019). 

However, these new schemes caused him serious 

slander, although it was proved that these innova-

tions show excellent acoustic performance. 

 

 

Fig. 4 – Wooden mechanical system located beneath the finish 

floor of the stalls 
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Beneath the floor of the main hall, a wooden me-

chanical system can regulate the height of the seat-

ing area, so to be at the same level as the stage, as 

shown in Fig. 4. 

3.1 Digital Model 

From the architectural drawings, a digital model  

was made, considering all the architectural ele-

ments and discarding the details of capitals and 

tiny decorations (Vorländer, 2011), as shown in 

Fig. 5. The layers represented in different colours  

were grouped based on the characteristics of the 

materials.  

Thereafter, the model was exported in dxf format, 

ready to be used within Ramsete software (Farina, 

1995). The attribution of the absorbing and scatter-

ing coefficients was carried out based on the acous-

tic measurements, as indicated in Fig. 6. The sound 

source and the receivers of the model were located 

in the same positions used for the survey (Caniato 

et al., 2021), in order to make the model calibration 

accurate (Manfren et al., 2020, 2021a and 2021b) 

 

 

Fig. 5 – View of the 3D model 

 

Fig. 6 – Scheme of the equipment positions during the acoustic 

survey 

4. Acoustic Simulation 

The acoustic simulations were carried out based on 

the absorption coefficients that were attributed by 

considering the materials inside the theater 

(Shtrepi, 2019). The simulations were calculated 

without any scenery on the stage, nor any audi-

ence; they faithfully represent the conditions found 

on site.  

For the simulations, two omnidirectional sound 

sources were placed in the locations where they 

were positioned during the acoustic measurements 

(Iannace et al., 2000), in particular, on the stage and 

in the orchestra pit.  

Figs. 7 to 11 show the main acoustic parameters for 

a bandwidth comprising a range of between 

125 Hz and 8 kHz. The results shall be considered 

as the average of measured and simulated values 

related to stalls and balconies (Tronchin et al., 

2021a and 2021b). 
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Fig. 7 – Measured and simulated values of EDT 

Fig. 7 shows the comparison of the acoustic 

measurements and simulations of the EDT results. 

For this acoustic parameter, the difference between 

stalls and balconies is minimal across all the fre-

quency bands. However, a drift between measure-

ments and simulations does not exceed 5 % for the 

considered bandwidth (Caniato et al. 2019; Sakai et 

al., 2002).  
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Fig. 8 – Measured and simulated values of T20 

Fig. 8 indicates that the T20 measured results 

around 1.8 s at mid-frequencies highlight a good 

reverberation time for a hall having a volume size 

equal to approximately 4,200 m3, and similar to 

other Italian opera theaters built in the same period 

(Vodola, 2019). The simulated values at 250 Hz and 

2 kHz were calibrated to be up to 0.5 s away from 

the measured results; this was assessed along with 

the other acoustic parameters (Bettarello et al., 

2021; Guarnaccia et al., 2019).  
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Fig. 9 – Measured and simulated values of C50 

Fig. 9 shows the results of the speech clarity index 

(C50) to be between the optimal range (-2 dB and 

+2 dB) (Beranek, 1962) from 250 Hz onwards in 

relation to stalls, while the measured values in the 

balconies fall slightly below the lowest range limit, 

with the exception of 8 kHz being  equal to 0 dB. 

The simulated values are shifted below the 

measurements of up to 2 dB for mid-frequency 

bands, while at 4 kHz the difference is minimised.  
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Fig. 10 – Measured and simulated values of C80 

In terms of music, the clarity index measured (C80) 

falls  within the optimal range (-2 dB and +2 dB) 

across all the frequency bands, with the exception 

of 8 kHz, where the values are up to 4 dB above the 

upper range limit. A difference of up to 2 dB was  

found between the measurements in the stalls and 

in the balconies, to be maximum at 500 Hz and 

negligible at 4 kHz. The difference in  the 

simulated values between balconies and stalls is 

less, to approximately 1.5 dB at mid-octave and 

null at very high frequencies.  
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Fig. 11 – Measured and simulated values of D50 

Fig. 11 highlights that the measured values of 

definition (D50) were found to be around 0.38 in the 

balconies and 0.42 across the stalls. This means that 

the acoustic response of the Communal Theater of 

Bologna is more suitable for music, with a shortfall 

at low frequency related to speech (Bettarello et al., 

2010; Puglisi et al., 2021). The simulated values are 

shifted up to 1.5 below the trend lines related to 

balconies and stalls, despite the difference at high 

frequencies being negligible. 

5. Conclusion 

This paper deals with the acoustics of the Commu-

nal Theater of Bologna, one of the best architectural 

masterpieces designed by Antonio Galli Bibiena. 

The main acoustic parameters were analysed in 

comparison with the simulated results obtained by 

applying the absorbing and scattering coefficients 

to a digital model that faithfully reproduces the 

architectural composition of the theater. The re-

sults highlight an acoustic response suitable for 

both music and speech, while the simulated values 

were assessed to be within 5 % away from the val-

ues measured if averaged across all the spectrum 

bandwidth. The calibration process considered all 

the acoustic parameters as well as to be fruit of the 

authors’ experience on acoustic simulations taken 

for similar room shapes. 
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Abstract 

Energy retrofit of existing buildings is based on the assess-

ment of the starting performance of the envelope. The pro-

cedure to evaluate thermal conductance through in situ 

measurements is described in the technical standard ISO 

9869-1:2014, which provides two alternative techniques to 

process collected data: the Average Method (AM) and the 

Dynamic Method (DM). 

This work studies their effectiveness using virtual data 

from numerical simulations of three kinds of walls, per-

formed using a Finite Difference model. 

The AM always provides acceptable estimates in winter, 

with better outcomes when indoor heat flux is considered 

in every case except the highly insulated wall. Summer 

conditions do not lead to acceptable measurements, de-

spite the fulfillment of the check required by the standard. 

The DM results show acceptable estimations of the ther-

mal conductance in both climates, for most of the virtual 

samples considered, although critically depending on 

some parameters of the DM that are left to the user’s dis-

cretion, without strict indications by the standard. This 

work highlights a possible approach for overcoming this 

issue, which requires deeper future investigation. 

1. Introduction 

To reduce the energy needs related to the existing 

building stock, great effort is oriented towards en-

velope renovation. As a first step in this direction, 

the thermal properties (thermal transmittance and 

conductance) of the existing building components 

are usually assessed through in situ measurements. 

To this purpose, the international technical standard 

ISO 9869-1:2014 describes the so-called Heat Flow 

Meter method and two data processing techniques: 

the Average and the Dynamic Method.  

Within the dedicated literature there is a wide vari-

ety of results (Atsonios et al., 2017; Gaspar et al., 

2018; Lucchi et al., 2017). This is possibly due to the 

diversity of wall typologies investigated and 

boundary conditions occurring. Moreover, even 

when different walls are studied in the same work 

(Atsonios et al., 2017), experimental measurements 

are not performed at the same time.  

To overcome the limitations inherent with experi-

mental approaches, this work analyzes the efficacy 

of the Average and the Dynamic Method in finding 

the wall conductance by using virtual wall samples 

with different known properties, simulated through 

a Finite Difference model with controlled and re-

peatable boundary conditions. Moreover, these 

analyses are also aimed at looking for supplemen-

tary criteria concerning some key parameters of 

each methodology. 

2. Methods and Materials 

In this paper the Average and the Dynamic methods 

of analysis suggested by ISO 9869-1:2014 are ap-

plied to virtual data obtained through virtual Heat 

Flow Meter experiments i.e., heat transfer numerical 

simulations on wall components. The purpose of the 

data analysis is to derive the “experimental” ther-

mal conductance, that in this case can be compared 

with the exactly known true value. In this section 

the experimental and data processing approaches 

by the standard are briefly illustrated. Secondly, the 
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numerical model for heat transfer across the wall is 

described and the three virtual walls and boundary 

conditions provided. 

2.1 The HFM Method According to the 

Standard 

The in situ estimation of the thermal conductance is 

based on the monitoring of the indoor and outdoor 

surface temperatures (Tsi and Tse respectively) of a 

given wall, along with the heat flux density () at 

one of these surfaces. More precisely, the ISO 9869-

1:2014 suggests sampling this quantity at the indoor 

surface, due to a generally greater stability. 

Data processing is then performed according to two 

possible techniques, the Average Method (AM) and 

the Dynamic Method (DM). 

The sampling period is suggested as being at least 

72 h, but it can be longer if required. This parameter 

is subject of discussion later in this work. As far as 

sampling frequency is concerned, it can be around 

0.5÷1 h for the AM, while for the DM no explicit in-

dication is provided. However, in this work the 

sampling frequency is significantly increased, re-

ducing the sampling interval to 5 minutes to allow 

more accurate estimations. 

2.1.1 The Average Method 

According to the AM approach, the overall thermal 

conductance  of the building envelope component 

is progressively evaluated while the measurement 

itself is ongoing, through the following equation: 

Λ =
 𝜑𝑖

𝑛
𝑖=1

  𝑇𝑠𝑖 ,𝑖 − 𝑇𝑠𝑒 ,𝑖 
𝑛
𝑖=1

    (1) 

where i, Tsi,i, and Tse,i are heat flux density [Wm-2], in-

door and outdoor surface temperature [°C] respec-

tively at the i-th sampling moment (with i = 1÷N). Both 

summations in Eq. 1 progress with time and their ratio 

should reach a stable value that approximates the real 

thermal conductance of the investigated component. 

This approach is based on the steady state assumption. 

For this reason, the standard suggests performing the 

sampling in winter periods, when outdoor conditions 

are more stable and larger heat flow densities usually 

occur. For elements with an expected thermal capacity 

lower than 20 kJ m-2 K-1), only data acquired during the 

nights should be used. The standard also provides 

three conditions for good estimation, i.e.: 

- the test should last more than 72 h; 

- the deviation between the result at the end of 

the test and the value reached 24 h before 

should be within ±5 %; 

- the deviation between the results obtained con-

sidering the first 2/3 and the last 2/3 of the test 

duration should be within ±5 %. 

In this work the constraint on the overall test dura-

tion is not strictly considered in order to investigate 

how much the sampling period can be reduced 

while maintaining an acceptable outcome of the 

procedure. At the same time, the other two condi-

tions are always checked. Moreover, the standard 

suggests either the use of a thermal mass factor cor-

rection or the implementation of the DM whenever 

the change in internal energy of the wall is more 

than 5 % of the heat passing through the wall during 

the test. Since it is not clearly explained how this 

condition should be assessed and this work deals 

with the DM anyway, no thermal mass factor cor-

rection is considered. 

2.1.2 The Dynamic Method 

This second processing technique is suggested as a 

way of estimating the steady-state properties of a 

building element starting from highly variable tem-

peratures and heat fluxes and is applied at the end 

of their acquisition. It is based on the solution of the 

Fourier equation through the Laplace transfor-

mation method (Ahvenainen et al., 1980): 

𝜑𝑖 = Λ 𝑇𝑠𝑖 ,𝑖 − 𝑇𝑠𝑒 ,𝑖 + 

+𝐾1𝑇
′
𝑠𝑖 ,𝑖 − 𝐾2𝑇

′
𝑠𝑒 ,𝑖 + 

+ 𝑃𝑛  𝑇𝑠𝑖 ,𝑗  1 − 𝛽𝑛 𝛽𝑛 𝑖 − 𝑗 +

𝑖−1

𝑗=𝑖−𝑝𝑛

 

+ 𝑄𝑛  𝑇𝑠𝑒 ,𝑗  1 − 𝛽𝑛 𝛽𝑛 𝑖 − 𝑗 

𝑖−1

𝑗=𝑖−𝑝𝑛

 

 (2) 

where T’si,i and T’se,i are the surface temperature time 

derivatives [K s-1] at the i-th sampling moment (ap-

proximated using the incremental ratio referred to 

the sampling interval t), K1, K2, Pn and Qn are un-

known dynamic characteristics of the wall that de-

pend on the n-th time constant n (also unknown). 

Even though the number of time constants should be 

theoretically infinite, a limited number m (generally 

from 1 to 3) is adequate to correctly describe the sys-

tem behaviour. Finally, n is defined as: 
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𝛽𝑛 = 𝑒
−Δ𝑡

𝜏𝑛      (3) 

Once the m time constants are initialized, the (2m+3) 

unknowns are iteratively calculated optimizing the 

n, through the minimisation of the square deviation 

between the measured and the estimated (
i) heat 

flux densities: 

𝑆2 =   𝜑𝑖 − 𝜑𝑖
∗ 2    (4) 

The sums over the index j in Eq. 2 are the approxi-

mation of the integration process and are performed 

over a supplementary subset of p data, with p = M-

N and M the number of data triplets (i, Tsi,i, and Tse,i) 

that are actually used in the estimation of 
i, as 

shown in Fig. 1. 

Therefore, the user is expected to choose the number 

of time constants m (and their starting value for the 

iteration process) and M. While the standard pro-

vides some indications about the former, the latter 

is left to the user’s experience (the only constraint is 

M > 2m+3). No univocal criterion is provided to as-

sess the quality of the estimation and, ultimately, of 

the thermal conductance  achieved: the technical 

standard reports only an equation to calculate the 

confidence interval I for the estimated  (see ISO 

9869-1:2014), stating that whenever I is lower than 

5 % of the estimated conductance, the latter is gen-

erally close to the real value. 

As far as the DM is concerned, this work aims at: 

- assessing its effectiveness for different wall 

kinds, both in winter and summer conditions; 

- evaluating the sensitivity of the outcomes on 

the number and the initial values of the time 

constants considered; 

- evaluating the sensitivity of the method to the 

parameter M, possibly finding useful indica-

tions for the user. 

 

Fig. 1 – data utilization representation for the DM, with indication 

of p and M 

2.2 The Numerical Model 

In this work virtual experiments are performed 

using a one-dimensional Finite Difference model 

based on the one presented and validated in (Alongi 

et al., 2021). For a given k-th layer of the wall 

(k = 1÷K), the discretized version of the Fourier 

equation is: 

𝑇𝑖
𝑗+1

− 𝑇𝑖
𝑗

Δ𝑡
= 𝛼𝑘

𝑇𝑖+1
𝑗+1

− 2𝑇𝑖
𝑗+1

+ 𝑇𝑖−1
𝑗+1

Δ𝑥2
   (5) 

where k is the thermal diffusivity, Tji is the temper-

ature at the i-th node (i = 1÷NFD) and at the j-th 

timestamp (j = 1÷MFD), x and t are the space and 

time discretization respectively. The numerical 

model uses a central difference scheme for the spa-

tial derivative and a fully implicit representation of 

the time variation. 

Third type boundary conditions are imposed at both 

edges of the domain, along with an imposed heat 

flux at the outdoor surface to take into account solar 

radiation, while temperature and heat flux continu-

ity is imposed at the interface between adjacent lay-

ers. In all simulations performed, a structured grid 

is considered, with a constant step x = 0.001 m 

(which in (Alongi et al., 2021) is suggested as a good 

compromise between accuracy and computational 

cost), and the timestep t is set equal to 300 s. 

The main outcomes of the simulations used by both 

the AM and the DM are the surface temperature 

trends, along with the corresponding heat flux den-

sities. For the latter, the three-points formulation is 

chosen as in (Alongi et al., 2021): 

𝜑𝑒𝑥𝑡
𝑗

= −𝜆1

3𝑇3
𝑗
− 4𝑇2

𝑗
+ 𝑇1

𝑗

2Δ𝑥
   (6) 

𝜑𝑖𝑛𝑡
𝑗

= −𝜆𝐾
3𝑇𝑁𝐷𝐹

𝑗
− 4𝑇𝑁𝐷𝐹−1

𝑗
+ 𝑇𝑁𝐷𝐹−2

𝑗

2Δ𝑥
  (7) 

where ext and int are the heat flux densities at the 

outer and the inner edges of the domain, respec-

tively, both positive when directed inward. 

2.3 The Virtual Samples 

The effectiveness of the two methods is evaluated 

on three walls with different thermophysical prop-

erties, used as virtual samples: a light and well in-

sulated dry wall (W1); a heavy wall (W2); an exter-

nally insulated wall (W3). Layer sequences and ma-

terial thermal properties are reported in Table 1 

(density , thermal conductivity , specific heat c 

and thickness s), along with the following reference 

quantities, calculated as follows: 
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- thermal conductance 

Λ𝑟𝑒𝑓 =   𝑅𝑐𝑑 ,𝑖 +  𝑅𝑐𝑎𝑣 ,𝑗 
−1

  (8) 

- Specific heat capacity per unit area 

𝐶𝑟𝑒𝑓 =   𝜌𝑖 ∙ 𝑐𝑖 ∙ 𝑠𝑖    (9) 

- time constant 

𝜏𝑟𝑒𝑓 =   𝑅𝑐𝑑 ,𝑖 ∙ 𝐶𝑖    (10) 

where Ci [J∙m-2 K-2] and Rcd,i [m2 K∙W-1] are the heat 

capacity per unit surface and the conductive re-

sistance, respectively, of the i-th solid layer, Rcav,j is 

the convective-radiative resistance of the j-th gap. It 

can be noticed that for all the walls Cref is larger than 

20 kJ m-2 K-1. 

Table 1 – names and main properties of the virtual samples 

   c s 

 [kgm-3] [Wm-1K-1] [Jkg-1K-1] [m] 

W1 - light and insulated wall 

sandwich 230 0.532 1500 0.04 

rock wool 70 0.033 1030 0.2 

air gap - - - 0.055 

rock wool 40 0.035 1030 0.04 

ref = 0.134 Wm-2K-1 Cref = 30 kJm-2K-1 ref = 0.54 d 

W2 - heavy wall 

plaster 1800 0.9 1000 0.03 

brick wall 1800 0.787 1000 0.425 

plaster 1400 0.7 1000 0.02 

ref = 1.661 Wm-2K-1 Cref = 847 kJm-2K-1 ref = 5.00 d 

W3 - externally insulated wall 

plaster 1300 0.3 840 0.03 

rock wool 120 0.035 1030 0.06 

hollow bricks 1000 0.163 1000 0.3 

plaster 1400 0.7 1000 0.02 

ref = 0.271 Wm-2K-1 Cref = 368 kJm-2K-1 ref = 6.50 d 

 

Fig. 2 – Indoor and outdoor boundary conditions for the two 14-day 

periods considered 

As boundary conditions, two alternative indoor con-

stant values for operative temperatures are consid-

ered: 20 °C in winter (from October 15th to April 15th) 

and 26 °C in summer (the rest of the year). Daily var-

iations are neglected, limiting fluctuations to those 

caused by the outdoor conditions, which are based on 

the Typical Meteorological Year for Milan-Linate (It-

aly). More in detail, both external operative tempera-

ture and total solar radiation on a vertical surface fac-

ing North are used. Finally, even though the whole 

year is simulated, only the two most relevant 14-day 

periods are considered: from the 14th to the 28th of Jan-

uary for winter and from the 1st to the 15th of July for 

summer (Fig. 2). 

3. Results And Discussion 

The simulations provide the trends of the surface 

temperatures and the heat fluxes for each wall. For 

the sake of brevity, Fig. 3 shows only the results for 

W1 as an example, while Table 2 reports the main 

performance of each virtual sample (average, mini-

mum and maximum for every quantity). 

During the winter period, the three walls show sta-

ble thermal conditions, with indoor-outdoor tem-

perature differences constant in sign. Heat flux den-

sities, however, feature higher oscillations on the 

outer boundaries, with several sign inversions for 

all walls except W1. A more stable behavior can be 

observed on the indoor side (no sign inversions), 

with heat flux density always below 1 W m-2 for W1. 

Greater instability can be observed during the sum-

mer period, with multiple sign changes for both 

temperature difference and heat fluxes. These vir-

tual measurements are then used to estimate . 

3.1 The Average Method Results 

This method has been applied for each wall to the 

two complete 14-day periods, starting the average 

process at the beginning of each time window and 

considering the indoor and outdoor heat flux densi-

ties alternatively. Fig. 4 shows the conductance 

curves obtained in both periods for each wall inves-

tigated. The time needed to achieve a reliable esti-

mation is actually the minimum time period 

132



In Situ Measurement of Wall Thermal Properties 

 

Fig. 3 – Simulation results (indoor and outdoor temperature and heat flux density fluctuations) for the W1 virtual sample 

Table 2 – Average, minimum and maximum indoor and outdoor surface temperatures and heat flux densities for each virtual sample  

  W1 W2 W3 
  Tse Tsi ext int Tse Tsi ext int Tse Tsi ext int 
  [°C] [°C] [Wm-2] [Wm-2] [°C] [°C] [Wm-2] [Wm-2] [°C] [°C] [Wm-2] [Wm-2] 

Ja
n

. av. 0.23 19.67 -2.55 -0.48 0.58 16.48 -25.15 -27.14 -0.23 19.29 -5.04 -5.49 

min -8.15 19.54 -5.40 -0.66 -6.63 15.69 -79.90 -33.22 -8.79 19.16 -26.31 -6.45 

max 5.78 19.76 -0.45 -0.35 5.92 17.26 28.72 -21.10 5.48 19.42 24.54 -4.44 

Ju
ly

 av 24.12 25.97 -0.30 0.04 24.13 25.64 -2.29 2.77 24.06 25.92 -0.47 0.60 

min 12.23 25.78 -3.54 -0.18 14.31 25.01 -94.45 -2.26 12.05 25.83 -38.56 -0.24 

max 33.84 26.12 2.18 0.32 32.26 26.29 63.20 7.66 33.90 26.03 27.15 1.32 

 

required to fulfil the constraints provided by the 

ISO 9869-1:2014. The main results for each wall are 

reported in Table 3, where n.a. means that for a 

given condition it was not possible to satisfy the 

standard constraints within the 14-day period. It is 

possible to observe that acceptable outcomes (i.e., 

up to 5 % accuracy) can be achieved for every wall 

in the winter conditions minimum period required 

by the standard, provided that the proper heat flow 

density is chosen. In general, while both W2 and W3 

feature acceptable outcomes with both heat flux 

densities, with an improvement when the indoor 

one is considered, for W1 only ext provides accurate 

results, while int leads to an unacceptable value of 

. This is possibly due to the small values of the in-

door heat flux density, as a consequence of the high 

insulation level. Table 3 also shows that increasing 

the evaluation period up to 14 days does not lead to 

a significant improvement, as the corresponding es-

timated conductance 14 shows. 

As far as the summer conditions are concerned, the 

constraints of the standard are never met for W2 and 

W3, while 5 days are needed for W1. However, de-

spite satisfying the constraints given by the ISO 

9869-1:2014 for W1, estimations based on the indoor 

heat flux density lead to an unacceptable value of 

the thermal conductance (-82 %), while with ext,  

never stabilizes around an asymptotic value (Fig. 3). 

This oscillatory trend is also present in W2 and W3, 

wherever the heat flux is measured. These analyses 

show that the indications provided by the standard 

are only partially effective: first of all, a stable heat 

flux is not enough to achieve a reliable estimate of 

the thermal conductance, but it needs to be above a 

threshold (even the -6 to -4 W m-2 observed for W3 

seem to suffice); more reliable outcomes are 

achieved with highly insulated walls when ext is 

used. Moreover, the constraints in the standard only 

deal with the apparent stability of the thermal con-

ductance estimate and can be misleading in some 

cases, like what happens for W1 either considering 

i in the winter period or both heat flux densities in 

the summer period. Thus, the calculations required 

by the standard must be supported by a critical eval-

uation of the outcome and a visual inspection of the 

thermal conductance trend during the whole pe-

riod. 
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3.2 The Dynamic Method Results 

The DM has been tested on each wall considering se-

veral time windows within the two simulated peri-

ods to evaluate the shorter time needed to achieve a 

reliable estimation. A first sensitivity analysis 

demonstrated that the number of time constant has 

little effect on the outcomes. Thus, only one time con-

stant is considered (m = 1), to reduce computational 

costs. Fig. 5 shows the thermal conductance and the 

square deviation achieved with the shorter data set, 

among the several investigated, used for each wall 

and each climate, both as function of M. Moreover, 

conductance trends feature the confidence interval 

(coloured areas), calculated as indicated by the ISO 

9869-1:2014. 

Outcomes for W1 are similar to those achieved with 

the AM: despite the better stability, int does not 

provide acceptable results, while better agreement 

between estimated and reference  is obtained us-

ing ext. Moreover, winter conditions lead to more 

stable results, while summer ones show a great de-

pendence on M. In both seasons two days are 

enough to achieve acceptable results (Table 3). 

As far as W2 is concerned, better outcomes are 

achieved using the heat flux density at the indoor sur-

face both in January and in July, with a greater stabil-

ity observable in the winter period (Table 3), when 

two days of data are enough. Indeed, the summer pe-

riod needs a three-day data set and leads to a trend 

with a great dependence on the M parameter and, 

therefore, is more difficult to interpret. Finally, W3 

seems to be more difficult to investigate:

Table 3 – Main outcomes of the AM and the DM for the three virtual samples and the two periods investigated  
 

 
 

 W1 W2 W3 
 

 
 

 January July January July January July 
 

 
 

 int ext int ext int ext int ext int ext int ext 

A
M

 

 t [d] 3 3 5 5 3 5 n.a. n.a. 3 5 n.a. n.a. 

  [W/(m2K)] 0.024 0.139 0.024 0.145 1.609 1.826 n.a. n.a. 0.258 0.305 n.a. n.a. 

 err.  -81.9% 3.7% -82.0% 8.4% -3.1% 10.0% n.a. n.a. -4.5% 13.1% n.a. n.a. 

 14 [W/(m2K)] 0.025 0.131 0.023 0.163 1.707 1.582 1.833 1.520 0.282 0.258 0.321 0.250 

 err. [%] -81.7% -2.0% -82.5% 21.8% 2.8% -4.7% 10.4% -8.4% 4.3% -4.4% 18.9% -7.4% 

D
M

 

 t [d] 2 2 2 2 2 2 3 3 3 3 6 6 

 N [-] 575 575 575 575 575 575 863 863 863 863 1727 1727 

be
st

 c
as

e  [W/(m2K)] 0.029 0.134 0.027 0.133 1.663 1.656 1.518 2.057 0.259 0.271 0.227 0.350 

err. [%] -78.2% 0.0% -79.8% -0.5% 0.2% -0.3% -8.6% 23.9% -4.2% 0.5% -15.9% 29.6% 

 1 [d] 0.85 0.12 0.63 0.13 0.48 0.01 0.07 0.08 0.24 0.01 0.17 0.16 

M [-] 86 466 76 446 296 326 786 796 726 736 1606 1636 

S
2  

lo
c 

m
in

  [W/(m2K)] 0.025 0.136 0.025 0.133 1.620 1.746 1.499 2.234 0.254 0.285 0.227 0.455 

err. [%] -81.7% 1.3% -81.6% -0.5% -2.4% 5.2% -9.7% 34.6% -5.8% 5.5% -15.9% 68.6% 

M [-] 416 536 436 446 506 526 796 816 806 846 1606 1456 

 

Fig. 4 – Outcomes of the AM: progressive estimate of  for the three walls in January and July, considering ext and int 
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three days of data are needed in winter to achieve an 

acceptable result, for both indoor and outdoor heat 

flux densities, while in summer several time frames 

have been considered (1 to 14 days) without success 

(the six-day one is shown in Fig. 5). 

In general, the interpretation of the outcomes of 

each analysis is not straightforward: the sensitivity 

to M is great in several cases and the lack of clear 

indications by the ISO 9869-1:2014 may be an issue 

in a real implementation of this method, since the 

reference thermal conductance to validate the esti-

mations is usually unknown. Moreover, the indica-

tion on the value of the confidence interval 

mentioned previously does not provide any guid-

ance: the fulfilment of this criterion, shown in Fig. 5 

as horizontal coloured bars in the S2 graphs, occurs 

for many values of M, even when the discrepancy 

between reference and estimated thermal conduct-

ance is unacceptable. Also, the post-fitting value of 

the time constant does not provide any indication 

about the reliability of the results: 1 in the best con-

ductance estimates shown in Table 3 (grouped un-

der best case) differs significantly from the respective 

lumped capacity reference ref (Eq. 10), suggesting 

that it is not possible to assign this physical meaning 

to 1. 

 
Fig. 5 – Outcomes of the DM: estimate of  and S2 as function of M for the three walls in January and July, considering ext and int 
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To identify the most accurate estimate of , a possi-

ble indication might come from the S2 trend as func-

tion of M: good outcomes are indeed achieved for 

values of M greater than N/2 and corresponding to 

the last local minimum of S2 (highlighted by dashed 

circles in Fig. 5 and grouped in Table 3 as S2 loc min). 

This behaviour has been observed in several other 

cases, when different time frames have been consid-

ered. Therefore, it suggests that a technician should 

perform a sensitivity analysis on M and evaluate the 

outcomes using the S2 trend as described above. Yet, 

this observation only suggests a possible line of in-

vestigation: this approach will need further analyses 

to provide a mathematical explanation and verify its 

repeatability. 

4. Conclusions 

This work investigates the accuracy of the post pro-

cessing techniques provided by the ISO 9869-1:2014 

by means of numerical simulations on three virtual 

wall samples, and focuses on two 14-day periods in 

January and July. 

The analyses on the AM show that the best period 

to implement this technique is winter, in agreement 

with the standard. However, even though the latter 

suggests considering the heat flux density at the sur-

face where it is more stable, it has been proven that 

a proper amplitude of the signal is more important 

than stability when dealing with highly insulated 

walls. Moreover, the criteria included in the stand-

ard can be misleading at times, as observed for W1, 

either in summer or, if int is considered, in winter. 

Thus, a careful analysis of the conductance trend 

with time is needed to verify convergence to a stable 

and reasonable value. 

As far as the DM is concerned, it generally leads to 

acceptable outcomes with acquisition periods 

shorter than the AM in winter, and summer meas-

urements can be used too. W1 shows the same be-

havior described above, providing acceptable  

only when the outdoor heat flux is considered in 

both periods. Results for both W2 and W3 are less 

sensitive to the choice between int and ext in winter, 

while in summer only the indoor one is useful for 

W2 and no reasonable outcome is obtained for W3 

for every timespan considered. Dealing now with 

the parameters of the method, while the number 

and the initial values of the time constants do not 

affect the final outcomes, great sensitivity on M is 

observed, which makes the results difficult to inter-

pret when the method is applied, as expected, to a 

wall with unknown properties. 

However, there is a correspondence between an ac-

ceptable thermal conductance value and the local 

minimum of the S2 for M near to N. This finding will 

need further investigations in order for it to be con-

firmed and formally systematized. 
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Abstract 

Natural ventilation can be an effective means of providing 

healthy and comfortable indoor environments while min-

imizing energy consumption. However, the use of diverse 

types of windows and control strategies usually leads to 

different indoor local thermal conditions. Previous studies 

have focused on indicators of ventilation effectiveness, but 

too little is known about the spatial variations of thermal 

comfort generated by different window opening styles. 

CFD is a powerful numerical modeling technique to com-

pare the air distribution within a room, and therefore to 

evaluate the performances of different type of window in 

terms of delivered thermal comfort and indoor air quality 

(including local effects). Thus, the aim of this research is to 

investigate the effectiveness of diverse type of window, 

such as bottom-hung, horizontal pivot and top-hung fan-

light for single-sided wind-driven natural ventilation. In 

this study, two wind speeds and two wind-window angles 

were investigated, for two weather conditions typical for 

the region of South Tyrol, Italy. In this study, thermal com-

fort was evaluated based on standards EN ISO 7730 and 

ASHRAE Standard 55. Using transient RANS CFD simu-

lations, the performance of different window configura-

tions for the different boundary conditions were numeri-

cally evaluated. The boundary conditions, geometrical 

simplifications, grid-independence tests, discretization, 

and basic principles for a transient simulation were chosen 

based on previous studies and then tested to ensure the 

correct modelling of a wind-driven natural ventilation 

flow. The results show 25 %-200 % higher incoming air-

flow when the wind enters at an acute angle as compared 

with  perpendicular wind. Furthermore, the horizontal-

pivot window reports a 39 % higher incoming airflow 

when compared with bottom-hung window style, while 

the draught risk in winter conditions was similar for both.  

 

1. Introduction 

Across the world, buildings are a big consumer of 

energy. In the EU alone, buildings account for 40 % 

of our energy consumption and 36 % of greenhouse 

gas emissions (European Commission 2020). The en-

ergy in buildings is largely used for heating, venti-

lation, and air conditioning (HVAC) in order to 

achieve the necessary air changes and provide a 

good quality of indoor environment (Zhong et al., 

2022). To reduce dependence on fossil fuels, Natural 

Ventilation (NV) is being widely recognised as an 

effective means of delivering fresh air and comfort 

cooling in buildings, but the performance depends 

greatly on design (Nomura & Hiyama, 2017; Zhong 

et al., 2022). A well-designed NV system can ensure 

removal of indoor contaminants, provide thermal 

comfort and occupant control at a much lower cost 

compared with a mechanical ventilation system 

(Belleri et al., 2014; Gupta et al., 2021; Zhong et al., 

2022). Designing a NV strategy depends on several 

factors, such as opening styles, arrangement of the 

opening, indoor-outdoor condition, wind condition, 

among others (Wang et al., 2017; Zhong et al., 2022).  

A building’s architectural arrangement is a crucial 

factor in incorporating a suitable NV strategy in a 

room. In many cases, such as residential buildings, 

hostels, and dormitories, openings are possible only 

on one side of the room, thus falling under the sin-

gle-sided ventilation category (Gupta et al., 2021). 

Many studies in the past have focused on the per-

formance of ventilation for single-side natural ven-

tilation for different window configurations, but not 

so much on the thermal comfort aspects. 

This study focuses on providing a deeper under-

standing of efficiently using a CFD simulation tool 

to replicate wind-driven single-sided NV flow and 
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choosing different window opening styles based on 

parameters of ventilation effectiveness and thermal 

comfort, as per EN-ISO 7730, for draught risk calcu-

lations and parameters of thermal discomfort in 

winter conditions; and the American Society of 

Heating, Refrigerating and Air-Conditioning Engi-

neers (ASHRAE) Standard 55, for thermal comfort 

parameters in summer conditions. 

In the subsequent sections, the three different win-

dow opening types are discussed for wind-driven 

single-sided natural ventilation flow to evaluate pa-

rameters of ventilation effectiveness and thermal 

comfort for different boundary conditions and geo-

metrical simplifications for high quality CFD simu-

lations. 

2. Methodology 

A CFD study was conducted for different window 

configurations to evaluate the flow rates based on 

different internal-external pressure differences. In 

this section, the model configuration and geomet-

rical assumptions considered for the CFD analysis 

are presented, followed by the parameters consid-

ered for comparing the performance of different 

window types.  

2.1 Geometric Model and Discretization 

In natural ventilation flows, the airflow through an 

opening is affected by several factors, such as the 

opening configuration, indoor-outdoor temperature 

difference, heat sources, room geometry, wind 

speed, direction, among others.  

The geometry of one of the two test chambers of 

Eurac Research’s Façade System Interaction Lab is 

used for the internal domain (8 m x 4 m x 3 m). To 

replicate outdoor conditions, an external domain of 

the size 48 m x 36 m x 12 m is used. It should be 

noted that the computational domains (Fig. 1) for 

carrying out the CFD simulations were modeled 

based on the conclusions of Wang et al. (2018) and 

Gupta et al. (2021), to accurately replicate the phys-

ics of a single-sided wind driven flow, while keep-

ing the computational time within a reasonable 

range. The resulting blockage ratio of this domain 

size is 2.8 %, which is below the recommended 

limits of 3 % (Blocken, 2015). This ensures a large 

enough domain for correct development of the air-

flow (Liu & Niu, 2016). 

 

 

Fig. 1 – CFD model of the domains 

For better flexibility, domain discretization is car-

ried out using an unstructured meshing technique, 

and the mesh is finest at critical points, such as the 

opening, less coarse for the internal chamber and 

coarse for the external domain. The meshing tech-

nique, as well as the conclusions of the grid inde-

pendence study inside the chamber, follow the 

methodology of Gupta et al. (2021). The three differ-

ent window con-figurations considered in this 

study were chosen after a preliminary market anal-

ysis (Gupta et al., 2021). Fig. 2 shows the 3 window 

types and their opening areas. Type_1 (6° open) and 

Type_2 (20° open) cases have an overall area of 1190 

x 1450 mm, and Type_3 (20° open) top-hung fan-

light has a top area of 1190 x 450 mm, with a fixed 

bottom glazed area.  

2.2 Basic CFD Principles 

The CFD software used a parallel, implicitly cou-

pled multigrid solver. The simulation period was 

120 seconds, in transient condition, using steady-

state solution for initialisation. An adaptive time-

step was used, varying between 10 and 0.5 seconds, 

as a function of root-mean-square (RMS) courant 

number of 5, to keep under the residual target 

within 20 coefficient loops (Babich et al., 2017; 
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Gupta et al., 2021). A thermal energy transfer is con-

sidered, and, since the fluid is air, a Newtonian 

fluid, Boussinesq approximation was used to con-

sider the buoyancy effects caused due to variations 

in air density, and was applied by setting up the ref-

erence buoyancy temperature equal to the glass 

temperature (ANSYS Inc., 2013; Babich et al., 2017; 

Gupta et al., 2021; Wang et al., 2018). The conver-

gence criteria for the RMS residuals was 1e-05 and a 

conservation target was 0.01 (Babich et al., 2017; 

Gupta et al., 2021). The Reynolds-averaged Navier–

Stokes (RANS) model and SST (Shear Stress 

Transport) k-omega turbulence model were selected 

to effectively solve the airflow characteristics (AN-

SYS Inc. 2013; Gupta et al., 2021; Babich et al., 2017; 

Zhong et al., 2022). All the simulations were per-

formed with Ansys CFX 2021, and meshing with 

Ansys ICEM, on a work-station of 16 GB RAM and 

a 6-core Intel Xenon Gold 6154 CPU. 
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Fig. 2 – Window configurations (OA = opening area) 

2.3 Boundary Conditions 

Two weather conditions representing typical winter 

and summer conditions, with internal–external tem-

perature of 20 °C – 10 °C and 30 °C – 25 °C, were 

considered. Table 1 shows the boundary conditions 

and temperatures for each domain. 

The glass temperature was set to an approximate 

average of the two domains and is also used as the 

reference buoyancy temperature as well. The wind 

force is applied at the front face of the external 

domain as an inlet condition, and the wind speed is 

defined based on the power law, as per Eq. 1: 

u = uref ∙ α ∙ (y/yref)
γ   (1) 

where u is the wind speed at y height on the surface, 

and uref is the reference velocity of 1 m/s, at a refer-

ence height of yref (equal to the Lab height 5 m), as 

shown in Fig. 1 (side view), and parameters α=1, 

γ=0.143 refer to a terrain with few trees or small 

buildings (Wang et al., 2018; Yi et al., 2019). 

Table 1 – Boundary conditions and temperatures (air/surface) 

Location 
Boundary 

Condition 

Temperature 

Winter Summer 

(a) Chamber Air 20 °C 30 °C 

Wall surfaces No-slip  20 °C 30 °C 

Ceiling surface No-slip  20 °C 30 °C 

Floor surface No-slip  23 °C 30 °C 

Window Glass No-slip  14 °C 28 °C 

(b) External Domain Air  10 °C 25 °C 

Top surface Free slip  10 °C 25 °C 

Front surface Inlet  10 °C 25 °C 

Ground surface No-slip  10 °C 25 °C 

Side surfaces Free slip  10 °C 25 °C 

Back surface 0Pa opening 10 °C 25 °C 

Window Glass No-slip  14 °C 28 °C 

 

Two wind speeds (1 m/s and 2 m/s), and two wind 

angles (90°-wind coming perpendicular to the win-

dow from the front, and 45°) were chosen for this 

study, as representative conditions of the region of 

South Tyrol, Italy. For the wind angle of 45°, the in-

ner domain was rotated for the CFD simulations, as 

represented in Fig. 1 (3D view), while the external 

domain remains the same. 

2.4 Performance Parameters 

The main parameters of ventilation effectiveness 

and thermal comfort, to compare the performance 

of different windows, are based on a previous study 

on buoyancy-driven single sided NV flow (Gupta et 

al., 2021): 

1. Temperature profile – the temperature contour 

at the vertical plane in the middle of the room.  

2. Velocity field – the velocity fields at the same 

vertical plane in the middle of the room.  

3. Incoming airflow rate (Q) – the airflow rate en-

tering the room through the window. 
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4. Mean Age of Air (MAA) – average time the air 

entering a building through an opening takes to 

reach a specific point in the zone (Zhong et al., 

2022). It is calculated locally at every point in 

space, as a scalar quantity in the CFD solver 

(Gupta et al., 2021). 

5. Air changes per hour (ACH) – the total number 

of times the air inside a space is completely re-

placed in one hour, as per the Eq. 2: 

ACH = ( Q / V ) * 3600   (2) 

where Q is the incoming airflow rate (m3/s), and 

V is the total volume (m3). 

6. Effective penetration depth – the longitudinal 

distance traveled by the air entering from the 

inlet inside the room. This indicator represents 

the effective ventilating ability of NV and is an 

important parameter for single-side ventilated 

spaces (Zhou et al., 2021). For the context of this 

study, a maximum length of 8 m is considered. 

7. Discharge coefficient (Cd) – this is a function of 

volume flow rate and pressure difference for a 

fluid flowing through an opening. It is calcu-

lated by rearranging the orifice equation (Yi et 

al., 2019). 

Cd = Q / A ∙ √(ρ/2Δp)    (3) 

where Q is the airflow rate entering the opening 

(m3/s), A is the opening area (m2), ρ is the air 

density in the room (kg/m3) and Δp is the differ-

ence between the pressure at the opening area 

and in the room (Pa). 

8. Temperature stratification – the difference in 

temperature along different planes based on EN 

ISO 7730 and ASHRAE Standard 55, in order to 

estimate the local thermal discomfort: (a) verti-

cal air temperature difference between the head 

level (1.8 m from the floor for standing, and 1.1 

m from the floor for sitting position) and ankles 

(0.1 m from floor), and (b) temperature differ-

ence at distances 0.5 m, 1 m, 1.5 m and 2 m from 

the window. 

9. Draught risk (DR) – the discomfort caused in 

winter due to draught is calculated using Eq. 4 

(Section 6.2 EN ISO 7730-2005): 

DR=(34-ta)∙(va-0.05)0.62(0.37∙va∙Tu+3.14)      (4) 

where ta is the local air temperature (°C), va is 

the local mean air velocity (m/s), and Tu is the 

local turbulence intensity (%). 

10. Mean air velocity at different heights – the av-

erage air velocity at 1.8 m, 1.1 m, and 0.1 m dis-

tance above the floor. Based on EN ISO 7730, the 

effects on the perceived air temperature due to 

variations in air velocity is evaluated.  

11. Mean air velocity near surfaces – this helps to 

compare the convective heat transfer which is 

enhanced due to the fluid motion near the sur-

face. Predicting the air velocity near surfaces 

can be very complicated, but using CFD it can 

be computed. The air velocity is averaged at a 

plane 5 cm away from each surface. 

3. Results And Discussion 

Based on the performance parameters listed in Sec-

tion 2.4, the results are discussed in this section.  

1. Temperature distribution – in Fig. 3 the thermal 

profiles are presented at the vertical plane in the 

middle of the room for the wind at a 90° angle. 

The focus is laid on the inner chamber, without 

showing the entire external domain. The air en-

ters inside differently according to the different 

window opening styles and modifies the indoor 

environment differently. A greater drive of 

buoyancy is seen at 1 m/s speed, where the 

colder outdoor wind enters from the lower 

parts of the window, such as the winter case for 

Type_1 and Type_2. On the contrary, for 2 m/s 

wind, the colder wind from outside is dominant 

and enters through the upper portions. Type_2 

shows higher inflow and lower indoor temper-

atures. In winter conditions, the reduction in 

the mean indoor temperature for Type_1 at 2 

m/s is only 0.6 % higher than the reduction 

achieved at 1 m/s, whereas for Type_2 this dif-

ference is 6.3 %. While in summer, the reduction 

for Type_1 is only 1.1 %, and for Type_2 is 

12.2 %. Type_3 shows a much lower incoming 

airflow, higher indoor temperature, and a more 

homogeneous distribution due to low opening 

area. Up until the part to which the wind pene-

trates, the profiles are similar to the thermal 

profiles at the central plane of Wang et al. 

(2018). 
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2. Velocity fields – the velocity profile in the inner 

chamber, for wind at a 90° angle, are shown in 

Fig. 3. In the winter case, at lower speed, the 

buoyant forces are dominant, due to high tem-

perature differences. For Type_3, the buoyancy 

forces are always dominant due to the geomet-

rical configuration of the window, which does 

not allow the wind to directly enter inside, and 

the cold air can be seen entering the lower part 

and immediately falling. Similar fields for these 

types of windows can be noticed in the results 

obtained by Wang et al. (2018), but a direct com-

parison is not possible due to different opening 

sizes. 

3. Incoming airflow rate (Q) – as shown in Fig. 4 

(a), Q varies largely by the opening types, wind 

angle and wind speed, and not due to the in-

door-outdoor temperature conditions tested. Q 

for summer and winter conditions do not vary 

more than 20 %, except for Type_2 for 1 m/s 

wind at a 90° angle when Q in summer condi-

tions is 33 % less than in winter conditions. 

Based on wind speed, Q for 2 m/s wind is al-

ways higher than Q for 1 m/s wind, with the 

minimum difference of 44 % for Type_1 for 

wind at 45° in winter, up to a maximum of 

342 % higher rate for Type_2 for wind at 90° in 

summer. Based on the angle of wind, Q is al-

ways higher for wind at a 45° angle, with a dif-

ference of 25 % for Type_1 for 2 m/s wind in 

summer, up to 210 % for Type_3 for 2 m/s wind 

in winter and both speeds in summer. This is 

due to the geometrical advantage of wind com-

ing at an angle and entering indirectly. 

4. Mean Age of Air (MAA) – as shown in Fig. 4 (b), 

for the same wind speed and angle, MAA in 

summer is higher than in winter conditions, 

because the air changes are slower for lower 

temperature differences in the summer case, ex-

cept for Type_2 for 2 m/s wind at a 90° angle 

where MAA in summer is 17 % lower than in 

Fig. 1 – Temperature and Velocity profiles for wind at 90° angle.                         

Fig. 2 – Results for (a) incoming airflow and air changes per hour (ACH); (b) mean age of air and discharge coefficient. [W=winter, S=summer] 
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winter conditions. Based on the wind speed, 

MAA for 2 m/s is always lower than for 1 m/s 

wind, from 22 % lower for Type_1 for wind at 

90° in winter, as well as for Type_2 for wind at 

45° in winter, up to 67 % lower for Type_2 for 

wind at a 90° angle in summer, due to the cor-

responding lower Q. For the same wind speed 

and temperature, MAA for wind at 45° is lower 

than wind at a 90° angle, except for Type_2 for 

2 m/s wind in both weathers. 

5. Air changes per hour (ACH) – trends for ACH 

are observed similar to Q. On comparison with 

previous studies, ACH for Type_2 shows con-

sistent behavior on increasing wind speed, as 

well as the range of ACH being consistent for 

the two wind speeds (Wang et al., 2018). 

6. Effective penetration depth – as visible in the 

velocity profile at the vertical plane in the mid-

dle of the room, shown in Fig. 3, it can be ob-

served that the effective penetration depth in all 

cases varies for each window type, as the influ-

ence of the incoming air is different. 

7. Discharge coefficient (Cd) – shown in Fig. 4 (b), 

the Cd of the same type of window varies 

largely with temperature, wind speed and wind 

angle, as concluded by previous studies 

(Heiselberg et al., 2001; Karava et al., 2004; Yi et 

al., 2019). Based on the wind speed, Type_1 al-

ways shows a low Cd for 2 m/s speed, whereas 

the other Type_2 shows a high Cd at 2 m/s wind. 

This is due to the geometrical structure of the 

window opening. Based on the wind angle, Cd 

is always higher for wind at a 45° angle, with a 

minimum difference of 118 % for Type_2 for 1 

m/s wind in winter, up to 500 % higher for 

Type_2 for 2 m/s wind in summer. The variation 

of Cd with wind angle is consistent with the con-

clusions of Yi et al. (2019), and is due to de-

creased resistance, as also noticed with the in-

coming airflow rate. 

8. Temperature stratification – the temperature 

differences at different heights and distances 

from the window are represented in Fig. 6 (a). 

More stratification is noticed in winter, due to 

higher indoor-outdoor temperature difference. 

The maximum differences at the horizontal and 

vertical planes are seen for Type_2 in winter for 

2 m/s wind at a 90° angle, whereas in the 

summer cases, the overall differences are quite 

low. This shows a good level of air mixing in-

side the chamber. The temperature differences 

between head level (1.1 m) and ankles (0.1 m) 

are in accordance with Category A of ISO 7730, 

since it is always lower than 2 °C in all cases 

(Section A.3 EN ISO 7730-2005), and in accord-

ance with ASHRAE 55 (Section 5.3 ASHRAE 

Standard 55-2017). 

9. Draught risk (DR) – Fig. 5 shows the DR and 

mean indoor temperatures in winter. The maxi-

mum DR of 15.8 % is observed for Type_2 at 2 

m/s wind at a 45° angle. For the same wind an-

gle, DR is always observed as higher for wind 

speed 2 m/s, up to 29 % higher for Type_2 for 

wind at a 90° angle, due to higher mean air ve-

locity indoors. Based on wind angle, DR is al-

ways higher for wind at a 45° angle. The ther-

mal environment lies in Category B of the ISO 

7730, since DR lies between 10-20 % (Section A.1 

EN ISO 7730-2005).  

10. Mean air velocity at different heights – as repre-

sented in Fig. 6 (b), higher velocity of air is ob-

served at the lowest level of 0.1 m, because of 

colder air entering and flowing downwards. 

Based on the ISO 7730, for occupancy similar to 

office spaces, the maximum mean air velocity 

lies in Category B for both winter and summer 

cases (Section A.4 EN ISO 7730-2005).  

11. Mean air velocity near surfaces – as per Fig. 6 

(b), air velocity is higher near the floor surface 

and lowest near the ceiling. A maximum of 0.21 

m/s is observed near the sidewall for Type_1 for 

2 m/s wind at a 45° angle. Due to higher velocity 

at the floor, a heat source near the floor could be 

a good option for promoting convective heat 

transfer, as it is enhanced due to the fluid mo-

tion near the surface. 

 

 

Fig. 5 – Draught risk and mean indoor temperatures in winter for 

the different window types in different weather conditions 
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4. Conclusion 

The aim of this study was to investigate the 

effectiveness of different types of windows for 

single-sided wind-driven natural ventilation using 

CFD simulations. A methodology of geometrical 

modeling of a one-room zone, which is a common 

condition for student dormitories and many 

residential apartments with openings only on one 

side, was studied. The model considered was tested 

for three different window configurations, two 

weather conditions, two wind speeds and two 

different wind angles. The performance of the 

windows was tested for its ventilation performance, 

as well as thermal comfort.  

It was observed that the ventilation performance is 

sensitive to the ambient conditions, but for the 

different opening configuations this senstivity 

varies. At low wind speed (1 m/s), the buoyant 

forces dominate, whereas at higher wind speed (2 

m/s), the wind pressure becomes dominant and air 

enters from the upper portions of the windows. 

Based on wind speed, for 2 m/s wind, the incoming 

airflow and air changes per hour are always higher, 

whereas the mean age of air is always lower when 

compared with 1 m/s wind. Based on wind angle, 

for the wind at a 45° angle, the airflow and the air 

changes per hour are always higher, whereas the 

mean age of air is generally lower when compared 

with wind at 90° to the window. The mean age of air 

in summer is generally higher than in winter, 

because the air changes are slower for lower 

temperature differences in the summer case.  

The discharge coefficient is dependent on various 

factors, and the traditional concept of a unique  

 

constant discharge coefficient is not suitable, as the 

value obtained in the cases modeled was generally 

below the recommended value of 0.6, which can 

overestimate the natural ventilation performance. 

Type_2 (horizontal pivot) shows an increase in 

discharge coefficient for increasing wind speed, 

whereas Type_1 (bottom-hung) shows inverse 

behavior. Based on the wind angle, the discharge 

coefficient is always higher for wind at a 45° angle. 

For Type_2 (horizontal pivot) window, higher 

differences of temperature at different vertical and 

horizontal places were observed. Based on wind 

speed, the draught risk is higher for 2 m/s wind, 

and, based on wind angle, it is higher for wind at a 

45° angle. The air velocities are generally high at 

lower heights, which can promote convective heat 

transfer. 

Therefore, for different window configurations, the 

aspects of local weather conditions, such as wind 

speed, angle, indoor-outdoor temperature, should 

be carefully considered by the designers to better 

determine ventilation performance and the natural 

ventilation strategy for each context. 
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Abstract 

This paper aims at presenting a methodology for the man-

agement of multiple energy simulations of complex build-

ing assets. The educational buildings of the Milan munici-

pality have been chosen as case studies: several retrofit 

strategies are tested on hundreds of buildings, evaluating 

their feasibility and calculating the potential energy sav-

ings. The results, obtained with dynamic simulations us-

ing SketchUp and the “Intelligent Community Design 

(iCD)” plugin, are then compared with a static calculation 

implemented on a regional scale in Lombardy. Besides, a 

methodology for the collection of the input parameters is 

proposed, based on the combination of data coming from 

several sources. 

1. Introduction 

Due to the increasing risks derived from global 

warming, proved to be caused by human activities, 

a dramatic reduction of the greenhouse gas emis-

sions in the atmosphere will be crucial in the near 

future (Pörtner et al., 2022). The built environment 

plays a dominant role, since it is one of the largest 

sources of direct and indirect greenhouse gas emis-

sions (36 %, in Europe) and the share (40 %, ibid.) of 

energy consumption. In this framework, urban ar-

eas play a fundamental role and are deeply involved 

in meeting the main decarbonization objectives. Ed-

ucational buildings account for a small percentage 

of built stock (about 4 % of the European one, in 

terms of net floor area, and even less, about 3 %, in 

terms of energy consumption, due to their short 

time use, (Re Cecconi, 2020), but they represent a 

critical asset, in particular in Italy (we can refer to 

the periodic reports edited by Legambiente and the 

most recent one in particular, Legambiente 2021), 

because of their age, their maintenance needs and, 

in general, their social role. Unfortunately, a precise 

understanding of the energy and carbon footprint of 

the built asset is rare and often unreliable (this is 

particularly true for the Italian educational building 

asset; the Legambiente 2021 report, for example, 

mentions that the energy-rated buildings are less 

than ¼ of the total). Data – when easily available – 

report consumptions only as averages and even 

their physical description is often unreliable (but 

improving, see the MIUR OpenData). As a conse-

quence, energy retrofit strategies are usually re-

ferred to as one or more “typical” buildings or “ar-

chetypes”, representatives of the average energy 

need of the asset and the average retrofit potentials, 

without defining the real priorities of the asset. This 

approach is investigated by Mohammadiziazi et al. 

(2021), who estimated the energy performances of 

the commercial building stock in Pittsburgh by ana-

lyzing twenty building archetypes with a dynamic 

tool, i.e., EnergyPlus. The same methodology was 

applied by Caputo et al. (2013), who proposed the 

estimation of the energy consumption of residential 

and commercial buildings in Milan, analyzing 56 ar-

chetypes different in geometry, construction period, 

and function. Also, in this case, they use a dynamic 

tool, i.e., EnergyPlus, whose results were later vali-

dated and compared with the energy consumptions 

reported in the SIRENA (Sistema Informativo Re-

gionale Energia Ambiente) database. Another dy-

namic tool, i.e., DOE-2.2, was adopted by Krarti et 

al. (2020) to analyze 54 building archetypes and as-

sess the energy and non-energy benefits in investing 

in retrofitting existing residential building stock in 
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Saudi Arabia. Other authors prefer to assess the en-

ergy performances of building archetypes using 

steady-state methods, using Microsoft Excel (Tuom-

inen et al., 2014) or national energy certification soft-

ware (Dascalaki et al., 2016). Other methods used 

for the energy analysis of building archetypes are 

based on the EN ISO 13790 (Yang et al., 2020; Yang 

et al., 2022) or multiple regression analysis (Wong et 

al., 2019). Bottom-up approaches without building 

archetypes were studied by Costanzo et al. (2019) 

and Wang et al. (2018). Costanzo et al. (2019) devel-

oped a bottom-up engineering approach applied to 

the Yuzhong District of Chongqing municipality in 

China, based on EnergyPlus with the Urban Model-

ling Interface. Similarly, Wang et al. (2018) analyzed 

the energy demand and the retrofitting potential for 

three Swiss residential districts of Zurich and 

Zernez, adopting a bottom-up approach without 

building archetypes based on EnergyPlus. Other 

bottom-up approaches investigated are based on 

statistical methods, e.g., multiple linear regression 

techniques, as proposed by Mastrucci et al. (2014), 

Torabi Moghadam et al. (2018), and de Rubeis et al. 

(2021). These methods can predict the energy con-

sumption on a large scale with reduced computa-

tional time and without the need for complex input 

data as with  the physics-based models. The ad-

vantages of physical models and data-driven meth-

ods are combined and investigated by Li & Yao 

(2021) and Zygmunt & Gawin (2021), who proposed 

hybrid approaches based on building archetypes 

with machine learning and artificial neural network 

models, respectively. Other analysis methods are 

based on the energy performance certificates avail-

able, as demonstrated by Hjortling et al. (2017) and 

Gangolells et al. (2016), who respectively mapped 

the energy performances of existing Swedish and 

Spanish buildings. 

This paper presents a methodology for the assess-

ment of energy retrofit scenarios applied to Italian 

educational buildings. The energy performances of 

the school buildings belonging to the Milan munic-

ipality were assessed with both dynamic and 

steady-state tools, testing the effect of three retrofit 

strategies. The research allowed us to evaluate the 

energy consumption innovatively; it eliminates the 

concept of the archetype: the whole urban area of 

Milan was modeled, assessing the energy perfor-

mances of each school building. Furthermore, it 

gave us a clear idea about the available database 

open sources, cross-checking of the input data, 

mainly about the buildings’ geometry and enve-

lope/plant properties, thus increasing the model re-

liability and finding a compromise when data were 

missing. 

2. Methodology 

2.1 Data Sources and Reliability 

This paragraph describes the primary data sources 

of the modelled school buildings and their related 

uncertainties. The geometrical models are based on 

geographic information system (GIS) data, which 

were later compared with AutoCAD drawings; the 

buildings’ characteristics are obtained from several 

data sources, such as European projects, national 

open data, energy performances certificates, etc. 

GIS data: OpenStreetMap and Lombardy geographical 

data 

OpenStreetMap (OSM), a crowd-sourcing editable 

world map, is currently the biggest freely available 

geodata platform; it provides different kinds of 

open data, such as building footprints, function, 

name, height, etc. These maps are based on pol-

ylines created with GPS tracks, satellite photos, and 

various data provided by local governments or vol-

unteers. However, OSM contains two main levels of 

errors: a systematic one due to the uncertainty of the 

GIS data, and a casual error, i.e., an unpredictable 

error due to the inaccuracy of users themselves; be-

sides, for many buildings, we observed an addi-

tional lack of information, for example, related to 

the height of the buildings, which was not con-

sistent with the real values. To overcome these un-

certainties, the GIS database of the Lombardy region 

and the city of Milan was analyzed, visualizing their 

metadata (shapefile, JSON or CSV format, raster 

data) on the software QGIS. 

AutoCAD drawings 

The plans, sections, and elevations for about 20 

school buildings, provided as AutoCAD files by the 

Municipality of Milan, have been analyzed to vali-

date the geometrical information reported in the 

other data sources. 
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IEE TABULA project database 

The Intelligent Energy Europe Tabula project, pub-

lished in May 2012 and updated in July 2014, as-

sesses the energy performances of the existing Ital-

ian residential buildings, predicting the impact of 

retrofit measures on both building envelope and 

plants. This project is chosen as a reference since it 

contains useful information about the building en-

velope components: according to the period of con-

struction, it provides a general description of its typ-

ical construction elements with their related thermal 

performances. 

Ministero dell’istruzione, dell’università e della ricerca 

(MIUR) open data 

The Italian ministry of education, university, and re-

search provide open data about the whole Italian 

school asset. For each Italian school, represented by 

a unique building code, data about location, total ar-

eas, and volumes, number of floors, typology of in-

stalled plants, year of construction, etc. is provided.  

Energy Performance Certificates 

The Energy Performance Certificates (EPCs) of the 

Lombardy region provide more detailed infor-

mation about the school building asset: heated sur-

faces and volumes, typology of installed plants, 

electricity and gas consumptions, envelope thermal 

transmittances, primary energy consumptions, etc. 

However, these data are not available for all school 

buildings, since they refer only to the Italian schools 

having certified energy performances. Besides, an-

other limitation of these data is related to the certi-

fied building unit: in many cases, the energy certifi-

cate is provided only for a part of the entire school 

building, and therefore, in these cases, the data are 

not representative of the whole building. 

EnergyPlus Weather data 

The chosen weather data come from the World Me-

teorological Organization Region and Country and 

is referred to as a Typical Meteorological Year based 

on the Milano Malpensa climate. Due to the distance 

between the airport weather station and the city 

center, a source of uncertainty arises, since the 

weather file does not consider the urban heat island 

effect, which could determine an increased air tem-

perature for several parts of the city. 

 

 

2.2 Calculation Methods 

Two calculation methodologies were chosen: a dy-

namic one, based on the simulation tool “Intelligent 

Community Design (iCD)” and applied to 277 edu-

cational buildings in Milan, and a steady-state one, 

based on the UNI/TS 11300-1 and applied to 1036 

educational buildings of Lombardy. The first one is 

a plug-in to SketchUp, a 3D master planning mod-

eling tool able to perform energy analysis scalable 

from individual buildings up to entire cities. It 

could be used for both new interventions and retro-

fit projects, assessing: the heating and cooling en-

ergy consumption, the effects of retrofit strategies 

on the overall performances (i.e., addition of insula-

tion to the building envelope, replacement of the 

HVAC systems, etc.), energy produced with renew-

able sources, accessibility to transport and ameni-

ties, total building water consumption, etc. The 

building geometries can be drawn manually on 

SketchUp or imported from the OpenStreetMap da-

tabase; all the other characteristics of the buildings 

can be later assigned by choosing from lists of pre-

defined values. The applied steady-state method is 

a simplification of the procedure described in the 

UNI/TS11300-1 standard, and it aims at calculating 

the final and primary energies according to the fol-

lowing equations: 

QU = (QL - ηQG)/εP   (1) 

EPH = QU ∙ fpnren    (2) 

For the steady-state calculations, the following hy-

pothesis was assumed: an average air change per 

hour of 0.4 was considered for each school building, 

without any heat recovery; the transmission losses 

were calculated starting from the average envelope 

thermal transmittances, calculated as weighted val-

ues. Concerning the total gains, intended as the sum 

of internal and solar gains, reference was made to 

the UNI 10349 for the climatic data and the UNI/TS 

11300-1 for the applied average internal gains, equal 

to 4 W/m2; besides, a boiler efficiency of 0.83 was as-

sumed to consider the possible losses of the build-

ing’s systems. In the end, a primary energy conver-

sion of 1.05 was used to estimate the primary en-

ergy, choosing natural gas as the primary energy 

source. 
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2.3 The Building Geometrical Model 

Starting from the OpenStreetMap database, the vol-

umes of all the buildings in Milan were modeled. 

However, the chosen database contains uncertain-

ties and inaccuracies, mainly linked to the footprint 

area and height of the buildings: for this reason, the 

geometry of about 20 educational buildings was 

later checked and compared with detailed Auto-

CAD drawings; the rest of the school buildings were 

instead checked with the data, even if approximate, 

provided by Google Earth, since no architectural 

drawings were available for those buildings. The ge-

ometric GIS data of different layers are metadata 

containing technical information and are identified 

by alphanumeric codes. The school's name or its 

unique identification code is the link between the 

geometric and the envelope information. Three ac-

tions were performed to achieve the input data 

needed for the steady-state calculations, based on 

"Scuole Lombardia", "A020101" and “corpo edificato 

massima estensione” layers: 

1) Filtration in Mapshaper Console: the volumetric 

unit who have “servizio pubblico - istruzione - 

sede scuola” were considered. 

2) Data Process in Qgis: NN Join Plugin, based on 

the shorter distance, linked the school’s name 

with the geometry. 

3) Data transformation: the surface to volume ratio 

(S/V) was calculated for all the Lombardy 

schools based on the procedure proposed by Vi-

centini and Mutani (2012).  

Moreover, the calculated volumes of the buildings 

were used as reference to check the ones provided 

by MIUR open data. 

2.4 The Building Technological Model 

The Lombardy Region Database and MIUR provide 

very useful but generic information, giving a gen-

eral description of the building envelope (e.g., “dou-

ble glazing” or “single glazing” as information for 

the windows). On the contrary, the Certificazione 

Energetica degli Edifici (CENED) data provide 

more specific information that could be, however, as 

stated in the previous paragraph, related to a small 

portion of the school buildings modeled. For this 

reason, the envelope properties were estimated 

starting from the IEE TABULA project database, 

assigning the material properties according to the 

buildings’ year of construction. The chosen thermal 

properties are shown in Table 1. 

Table 1 – Envelope thermal transmittance [W/m2K] according to 

the construction year of the buildings (dynamic and steady-state 

models) 
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Roof 2.02 1.05 0.68 0.3 

Ext. wall 1.74 0.79 0.6 0.34 

Int. floor 2.28 0.93 0.65 0.36 

Windows 5.23 3.17 2.3 

Ground floor 0.79 0.79 0.79 0.79 

Int. wall 1.06 0.76 - 0.59 

However, not all the building characteristics were 

defined using the previously cited sources of data, 

due to their limitations in terms of information pro-

vided. For example, the window to wall ratios 

(WWR), i.e., the ratio between glazed and opaque 

envelopes was estimated using Google Earth, calcu-

lating these quantities for 49 school buildings. Con-

sequently, the calculated average WWR of 23 % was 

applied to all 277 school buildings. 

2.5 The Building Plant Model 

A “central heating radiators” system was applied to 

all the school buildings as HVAC system; no cooling 

system is considered. The technical data of the mod-

eled building plants of the dynamic analysis, taken 

from the iCD database, are summarized in Table 2. 

Table 2 – Building system characteristics (dynamic model) 

SCOP [kW/kW] 0.83 

Heating setpoint [°C] 20 

SEER [kW/kW] - 

Cooling setpoint [°C] - 

Auxiliary energy [W/m²] 0.95 

Ventilation heat recovery [%] - 

Air supply [l/(sꞏm2)] 0.27 

Infiltration rate [ach] 0.167 

Domestic Hot Water efficiency [%] 0.5 

Average Cold Water temperature [°C] 10 

Average Hot Water temperature [°C] 60 

2.6 The Building Usage Model 

iCD contains several predefined usage profiles, spe-

cific for each building typology and human activity. 

The internal gains are thus assigned to the model, 

selecting, among the available ones, the usage 
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profiles defined as “School or University”, which 

are summarized in Table 3 and plotted in Fig. 1 

along with the building system schedules.   

Table 3 – Applied internal gains (dynamic model) 

Daily average internal gains 

[W/m2] 
Average people density 

[m2/pers] 
People Lighting Appliances 

4 3.4 4 6.8 

 

 

Fig. 1 – Weekly schedules of internal gains and plants (dynamic 

model) 

3. Results and Discussion 

3.1 Energy Consumption 

The dynamic simulation for all 277 buildings was 

performed on iCD, analyzing the energy consump-

tion concerning the following: domestic hot water 

production, auxiliary energy, heating system, 

equipment, and lighting. These results are plotted in 

Fig. 2, which summarizes the energy consumption 

of the school asset as average values. The results 

show that the highest consumptions, i.e., 69 % of the 

total, are due to the heating system, probably due to 

the high heat losses through the envelope and the 

low efficiency of the installed systems. Therefore, 

the average total energy of 179.9 kWh/m2 is ob-

tained, of which 123.4 kWh/m2 are due to heating 

consumption. This value is consistent with the Ital-

ian average heating consumption, estimated equal 

to 115 kWh/m2 (Dias Pereira et al., 2014). Starting 

from the baseline results, three retrofit scenarios are 

tested: 

1) S1: Replacement of the external windows with 

double glazing with a thermal transmittance 

equal to 1.4 W/(m2 K) 

2) S2: Installation of 10 cm of thermal insulation on 

the external side of external walls and roof. Fi-

berglass with a thermal conductivity of 

0.034 W/(m K) is chosen for the external walls, 

while a glass wool panel with thermal conduc-

tivity of 0.037 W/(m K) is proposed for the roof.  

3) S3: Replacement of the existing boiler with a heat 

pump with a COP equal to 3.5 

The averages and frequencies of the total energy 

consumption are reported and compared in Fig. 2 

and Fig. 3. The replacement of the windows (S1) 

determines a reduction of the heat losses by 

transmission, thanks to the reduced thermal 

transmittance values; in this way, it is possible to 

reduce the average heating energy consumption, 

going from 123.4 kWh/m2 to 105.7 kWh/m2. This 

solution is optimal for buildings with several floors 

and a restricted footprint area because the most 

significant slice of dispersion area will be due to the 

external area of the wall also influenced by the 

WWR. The results of the S2 scenario demonstrate 

the importance of having a well-insulated envelope: 

we registered a further decrease in the average 

heating consumption, which arrives at 74.7 kWh/m2. 

Certainly, this solution is more effective than the S1 

scenario, due to the larger  area of the opaque 

envelopes. The best results are obtained with the S3 

scenario: the replacement of the heat generator 

determines a reduction of 87 % of the average 

heating consumption compared with  the baseline 

configuration, decreasing the heating need to 

16.5 kWh/m2.  

 

Fig. 2 – Comparison of the average energy consumption 

149



Claudia Bo, Enrico De Angelis, Andrea Augello 

 

Fig. 3 – Frequency distribution of the total energy consumption 

Furthermore, the heating consumption of the school 

buildings in Lombardy was calculated with a 

steady-state method: however, to compare these re-

sults with those coming from the dynamic model, 

the initial sample of 1036 schools was reduced to 144 

buildings, i.e., the number of buildings common for 

both steady-state and dynamic models. Comparing 

the frequencies of several ranges of heating con-

sumption (Fig. 4), we notice that the results of the 

dynamic calculation do not exceed 240 kWh/m2, 

while for the steady-state model we register energy 

consumption even higher than 340 kWh/m2. Be-

sides, using the dynamic tool, more than half of the 

school buildings in Milan are characterized by a 

heating consumption lower than 140 kWh/m2; on 

the contrary, with the steady-state tools, they reach 

240 kWh/m2. Therefore, significant differences be-

tween the results compared are presented, which 

seems higher for the steady-state method. This dif-

ference could be related to the methodology itself, 

highlighting the advantages of dynamic simulation 

tools, or to the input data and assumptions.  

 

 

Fig. 4 – Frequency distribution for the steady-state (SS) and dy-

namic (D) heating consumption 

 

3.2 Limitations and Open Questions 

The main limitation of the present methodology 

concerns the input data needed: several sources 

have been used to define the buildings’ geometries, 

envelope performances, usage profiles, etc., which 

might not be consistent with the actual buildings’ 

characteristics. Therefore, the results reported 

should be compared with measured energy con-

sumption, thus improving and validating the pro-

posed methodology. 

4. Conclusion 

This paper proposes a methodology for the assess-

ment of the energy performances of urban areas. 

The educational building asset of Milan was chosen 

as a case study, calculating its energy consumption 

with a dynamic tool and obtaining results close to 

the ones proposed by other authors (e.g., Dias Pe-

reira et al., 2014). Three retrofit strategies were pro-

posed and their effect was assessed: the best results 

were obtained by replacing the existing heat gener-

ators with heat pumps, decreasing the average heat-

ing consumption by about 87 % compared to the 

baseline one. Furthermore, the results obtained with 

the dynamic tool were compared with steady-state 

calculations analysing a sample of 144 educational 

buildings: we registered higher energy consump-

tion with the steady-state method, which could be 

related to the methodology itself or the different in-

put and sources of data. Hence, future investiga-

tions will improve and validate the proposed meth-

odology by comparing the obtained results with ac-

tual measured energy consumption. 
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Nomenclature 

Symbols 

ε  Efficiency (-)  

η  Utilization factor (-)  

EP  Primary energy (kWh)  

fp  Primary energy conversion factor (-)  

Q  Energy (kWh)  

Subscripts/Superscripts 

G  Gains  

H  Heating  

L  Losses  

nren  Non-renewable  

P  Plants  

U  Useful  
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Abstract 

The 2010/31/EU Directive established a comparative me-

thodology framework to determine minimum energy 

performance requirements based on a cost-optimal ap-

proach. This research investigates the cost-optimal out-

comes resulting from the application of the monthly qua-

si-steady state method (UNI/TS 11300-1) and the simpli-

fied hourly dynamic model (EN ISO 52016-1), both aimed 

at determining the thermal energy needs for space heat-

ing and cooling. The technical building systems have 

been modelled by means of a monthly steady-state meth-

od, in agreement with the UNI/TS 11300 series. The glob-

al cost has been calculated from a financial perspective 

according to EN 15459-1. The proposed methodology has 

been applied to two buildings that differ in their climatic 

zone, construction period, and intended use. For this 

purpose, a single-family house located in Palermo and an 

office building sited in Milan have been assessed. To in-

vestigate the deviations between the two energy models, 

the results in terms of packages of energy efficiency 

measures and global cost have been compared. 

1. Introduction 

1.1 The Comparative Methodology 

Framework and the EP Assessment 

The Commission Delegated Regulation No. 

244/2012 (European Commission, 2012a), which 

supplements European Directive 2010/31/EU (Eu-

ropean Commission, 2010a), specifies a compara-

tive methodology framework and prescribes Mem-

ber States to define minimum energy performance 

requirements for buildings to achieve “cost-

optimal levels”, i.e., the lowest global cost (GC) 

during the building lifecycle. Moreover, the Euro-

pean Directive requires the Member States to up-

date the applied methodology regularly. The 

Guidelines accompanying Commission Delegated 

Regulation No. 244/2012 (European Commission, 

2012b) established three different applicable calcu-

lation methods to determine the building energy 

needs: monthly quasi-steady state, simple hourly, 

or fully dynamic approach. In Italy, the deployed 

comparative methodology, described by Corrado 

et al. (2018), provides for performing the calcula-

tions through a monthly quasi-steady state meth-

od, according to the UNI/TS 11300 series (UNI, 

2010-2019). 

Recently, the mandate of the European Commis-

sion M480 (European Commission, 2010b), aimed 

at developing a new harmonized package of EPB 

directives, has conceived the EN ISO 52016-1 

standard (CEN, 2017b). Italy is finalizing its Na-

tional Annex (NA) of EN ISO 52016-1 (CTI, 2021), 

providing some main improvements that are relat-

ed to: a) a new discretization approach of  opaque 

building components (Mazzarella et al., 2020); b) a 

more accurate method to determine the solar heat 

gains and the longwave radiation heat exchange 

with the sky vault; c) the introduction of a 

weighting factor for the g-value calculation that 

accounts for incident angle dependency on  direct 

and diffuse solar irradiance.  

1.2 Aim of the Research 

This work is part of a study carried out in collabo-

ration with the Italian National Agency for New 

Technologies, Energy and Sustainable Economic 

153

mailto:giovanna.deluca@polito.it


Matteo Piro, Franz Bianco Mauthe Degerfeld, Giovanna De Luca, Ilaria Ballarini, Vincenzo Corrado 

Development (ENEA; Corrado et al., 2021); it in-

vestigates the employment of the simplified dy-

namic hourly model, introduced by EN  

ISO 52016-1, for determining the minimum energy 

performance requirements to achieve the cost-

optimal level. For this work, two representative 

case studies (a single-family house located in Pa-

lermo and an office building sited in Milan) have 

been selected between twenty-six buildings and 

have been simulated to upload the comparative 

methodology. These results have been compared, 

in terms of the optimal set of energy efficiency 

measures (EEMs) and global cost, with those de-

rived from the application of the monthly quasi-

steady state method, carried out in accordance 

with the UNI/TS 11300-1 (UNI, 2014) calculation 

procedures. 

2. Methodology 

The EPBD recast establishes the comparative 

methodology framework to set out the minimum 

energy performance requirements for new build-

ings and existing buildings undergoing a major 

renovation. This approach requires Member States 

to: 

a) identify an adequate number of real and/or 

‘virtual’ residential and non-residential refer-

ence buildings, representative of the national 

building stock, 

b) define energy efficiency measures for the re-

furbishment of the building envelope and the 

technical building systems for each reference 

building, also detecting technologies that ex-

ploit renewable energy sources, 

c) calculate the primary energy demand deriving 

from the application of different packages of 

energy efficiency measures for each identified 

reference building, 

d) calculate the global cost associated with the 

different building energy renovation scenarios, 

e) derive the cost-optimal level for each reference 

building that minimises the global cost value. 

2.1 Thermal Energy Needs Calculation 

Models 

The calculation tool used in Corrado et al. (2018) 

has been updated for the sake of the present study 

to determine the thermal energy needs for space 

heating and cooling according to the EN ISO 

52016-1 simplified hourly method (Corrado et al., 

2021). For consistency with the quasi-steady state 

UNI/TS 11300-1 calculation method, some of the 

improved calculation options introduced by the 

Italian NA have been implemented, namely the 

hourly variations of the sky temperature and of the 

total solar energy transmittance of the glazed com-

ponents. In the NA, the sky temperature is deter-

mined by means of the formulation presented in 

UNI/TS 11300-1, and it depends on the external 

vapor pressure. Moreover, the solar gains through 

windows are determined with a weighting factor 

for the g-value. The correction factor is formulated 

as a function of the solar angle, exposure, and glaz-

ing type. While in the quasi-steady method, the 

values are determined for each month through a 

tabular approach, in the Italian NA the properties 

are defined on an hourly basis.  

2.2 The Cost-Optimal Approach 

The cost-optimization procedure employed in this 

work is a single-objective optimization approach 

that applies discrete energy efficiency options 

(EEOs) one at a time to obtain a new partial opti-

mized building for each step of the calculation. The 

full procedure is described in Corrado et al. (2014) 

and is based on the methodology proposed by 

Christensen et al. (2006). In particular, the identifica-

tion of the cost-optimal level has been performed by 

applying at the same time more EEMs in an iterative 

procedure, to exploit the synergy effects of different 

measures. For each step of the calculation, the algo-

rithm identifies a new renovation scenario, associat-

ed with a combination of EEMs, and calculates both 

the primary energy demand and the global cost. If 

the subsequent package of energy efficiency 

measures results in a lower GC, then the procedure 

sets a new partial optimum. The optimization pro-

ceeds until the package of EEMs that determines the 

lowest global cost is found.  

Starting from a reference set of EEMs, the optimiza-
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tion procedure will test the different EEOs until the 

energy efficiency package of measures that guaran-

tees the minimum global cost is found. 

The energy efficiencies of the technical building sub-

systems have been evaluated considering the 

UNI/TS 11300 series monthly steady-state method. 

The investment costs of EEMs have been derived 

from DEI (2017). Then, the global cost has been cal-

culated according to EN 15459-1 (CEN, 2017a), con-

sidering a lifespan of 30 years and the financial per-

spective, i.e., analysing the mere evaluation of the 

private investment. In the assessment, a real interest 

rate of 4% has been assumed. Moreover, the cost-

optimality approach, being a comparative method-

ology for the determination of the GC, neglects the 

same cost categories repeated for several measures 

(safety costs, ancillary charges, etc.), and the cost 

items on building materials whose installation does 

not have an impact on the energy performance of 

the building. 

3. Application 

3.1 Case Studies 

In the present work, the reference buildings have 

been assumed to be located in two different Italian 

climatic zones (Palermo and Milan), and two con-

struction periods have been considered (an existing 

building, built in the period 1977-90, and a new 

building). Two different intended uses have been 

assumed: residential and non-residential.  

The single-family house sited in Palermo was select-

ed from the IEE-TABULA project (Typology Approach 

for Building Stock Energy Assessment; Loga et al., 

2012), while the office located in Milan was derived 

from the survey of Margiotta & Puglisi (2009). Both 

buildings present a reinforced concrete structure, 

with reinforced concrete and hollow brick slabs. 

Brick masonry cavity walls for the single-family 

house and hollow brick masonry walls for the office 

have been assumed, respectively. The upper slabs 

face the external environment, while the bottom 

floor is adjacent to an unconditioned zone (cellar). 

Table 1 reports the main geometrical characteristics. 

In its current state, the single-family house, located 

in Palermo, presents single-glazed windows with-

out external solar shading devices installed. The 

residential house is equipped with a heat generator 

for space heating and domestic hot water, and a 

multi-split system for space cooling (see Table 2). 

Table 1 − Geometrical characteristics of the case studies 

 Residential/Existing 

bldg/Palermo 

Office/New 

bldg/Milan 

Vg [m3] 725 6100 

Af [m2] 199 1519 

Aenv / Vg [m-1] 0,72 0,35 

Aw [m2] 25 434 

no. storeys 2 4 

 

3.2 Energy Efficiency Measures 

Sixteen categories of EEMs have been defined, con-

sidering up to five different energy efficiency op-

tions for each EEM, characterised by increasing 

levels of performance. The EEMs are classified into 

three different groups according to their applica-

tion field: a) the thermal insulation of the building 

fabric (i.e., opaque and transparent building enve-

lope components) and installation of solar shading 

devices; b) the replacement of technical building 

systems components (i.e., heating, cooling, and 

domestic hot water generators, ventilation, and 

lighting systems); c) the installation of renewable 

energy plants. The considered number of EEOs is 

variable depending on both the reference building 

and the specific EEM. In Table 2, the thermo-

physical parameters and costs associated with each 

EEO are reported per each EEM. 

3.3 Consistency Options 

As introduced, the cost-optimal packages of energy 

efficiency measures determined by means of the 

monthly and the simplified hourly dynamic meth-

ods respectively are compared in the present work. 

To make the results of the two calculation methods 

comparable, some consistency options have been 

considered: 

a) Typical Meteorological Years (TMY) elaborat-

ed by the Italian Thermo-technical Committee 

(CTI, 2015) have been adopted in both calcula-

tion methodologies,  

b) diversity factors for energy calculation on an 

hourly basis have been introduced to eval-
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Table 2 − EEOs per EEMs for residential and non-residential buildings 

EEMs 

Residential/Existing bldg/Palermo  Office/New bldg/Milan 

EEOs  EEOs 

1 (*) 2 3 4 5  1 2 3 4 5 

External wall thermal 

insulation 

Uwl 

[W m−2K−1] 
- 0,54 0,45 0,40 0,26 

 
1,50 0,36 0,30 0,26 0,17 

celi [€ m−2] - 79 83 85 96   - 58 62 66 80 

or Cavity wall thermal 

insulation 

Uwl 

[W m−2K−1] 
1,10 0,37 - - - 

 
     

celi [€ m−2] - 21 - - -        

Roof thermal insula-

tion 

Ufl,up 

[W m−2K−1] 
2,16 0,41 0,34 0,32 0,26 

 
1,50 0,30 0,25 0,22 0,18 

celi [€ m−2] - 45 50 52 59   - 40 45 48 55 

Floor thermal insula-

tion 

Ufl,lw 

[W m−2K−1] 
0,78 0,58 0,48 0,42 0,28 

 
1,50 0,36 0,30 0,26 0,17 

celi [€ m−2] - 9 9 9 12   - 12 14 16 26 

Windows 

Uw  

[W m−2K−1] 
4,90 3,80 3,20 3,00 1,60 

 
5,00 2,20 1,80 1,40 1,10 

celi [€ m−2] - 300 306 346 624   200 365 379 388 391 

Solar shading devices 

F or M (**) / 

sh [-] 
- 

F / 

0,20 

M / 

0,20 
- - 

 F / 

0,20 

M / 

0,20 
- - - 

celi [€ m−2] - 170 26 - -   170 26 - - - 

Chiller 
EER [-] 2,35 3,30 - - -  3,30 - - - - 

C [k€] - 3,77 - - -   71,90 - - - - 

plus Heat generator 

for space heating 

COP [-] - 3,70 4,10 - -       

c [€ kW−1] - 451 493 - -        

plus Heat generator 

for domestic hot water 

W,gn [-] - 0,93 1,00 - -       

c [€ kW−1] - 210 629 - -        

or Combined heat 

generator for space 

heating and domestic 

hot water 

H+W,gn [-] 0,73 0,93 1,00 - -  0,93 1,05 - - - 

c [€ kW−1] - 264 209 - -   179 124 - - - 

or Heat pump for 

space heating, domes-

tic hot water, and 

space cooling 

COP [-] and 

EER [-] 
- 

4,10 

3,50 
- - - 

 3,00 

2,80 

3,50 

3,20 
- - - 

c [€ kW−1] - 967 - - -   329 372 - - - 

Thermal solar system 
Acoll [m2] - 1 2 3 -  2 4 6 8 10 

ccoll [k€ m−2] - 1,40 1,40 1,40 -   1,40 1,40 1,20 1,00 0,80 

Photovoltaic system 
Wp [kW] - 1,36 1,70 2,04 -  8,80 11,00 13,20 - - 

c [k€ kW−1] - 1,50 1,50 1,50 -   1,25 1,25 1,25 - - 

Heat recovery ventila-

tion system 

ru [-]       0,60 0,70 0,90 - - 

C [k€]       3,79 9,76 17,67 - - 

Space heating control 

sub-system 

H,rg [-] 
0,78 

0,89 
0,94 0,98 0,99 - 

 
0,94 0,98 0,99 - - 

C [€] - 52 288 90 -  358 1.075 394 - - 

Lighting system 

Pn [W m−2] 

FO [-] 

FC (FD) [-] 

     

 6,00 

1,00 

1,00 

6,00 

0,80 

0,90 

- - - 

cf [€ m−2]       24 30 - - - 

(*) For the existing building the first column represents the current state 

(**) F = fixed louvres, M = mobile louvres  
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uate the temporal distribution of the internal 

heat gains, in accordance with EN 16798-1 

(CEN, 2019), 

c) in the simplified hourly model, the mass of the 

internal horizontal partitions has been associ-

ated with the internal node of the conduction 

model. Moreover, the specific heat capacity of 

air and furniture has been neglected. 

4. Results 

The results of the optimization procedure are pre-

sented in terms of the overall non-renewable ener-

gy performance (EPgl,nren) vs. the global cost in Fig. 

2 and Fig. 1 for the single-family house and the of-

fice building respectively. Both partial optimum 

and the cost-optimal points, calculated on a month-

ly and hourly basis, are shown. Moreover, Table 3 

specifies the cost optimal EEMs packages for each 

reference building and for the two calculation 

methods (monthly and hourly). 

The comparative analysis shows slight differences 

between the global costs and the cost-optimal 

package of energy efficiency measures. In light of 

the comparison between the two case studies and 

the two calculation methodologies, GC and EPgl,nren 

of the cost-optimal levels present negligible devia-

tions. The EPgl,nren deviation of the hourly cost-

optimal level with respect to the monthly one is 

equal to 11% and -3% for the single-family house 

and the office respectively. For both buildings, 

from the global cost view, the relative variation of 

the global cost is close to 1%. The cost-optimal 

combination of EEMs varies between the two cal-

culation models, as highlighted in Table 3 (col-

oured cells). For both buildings, a different level of 

thermal insulation of the bottom floor in the cost-

optimal EEMs is displayed when applying a differ-

ent calculation model. More evident variations oc-

cur for the single-family house, in which different 

levels of the EEOs for the solar shading devices 

and the photovoltaic system are reported. 

Primarily, deviations in the results can be ascribed 

to major differences in the calculation methods, 

such as the deployment of a different model for the 

heat conduction assessment in every building 

component and the approach to determine the heat 

transfer through unconditioned zones. From the 

optimal package of EEMs view, although the de-

termination of the thermal energy needs for space 

heating and cooling is strictly related to the build-

ing fabric energy performance, this does not neces-

sarily imply that the EEOs of the technical building 

system cannot vary between the two calculation 

methods. In fact, the energy cost, which is a term of 

the global cost calculation, is directly influenced by 

the building energy needs. Moreover, most of the 

sensitivity in the EEO variation is related to the 

measures with the minimal difference cost as a 

consequence of the energy efficiency increase. A 

significant example that describes this phenome-

non is represented by the floor thermal insulation 

(see Table 3). 

5. Conclusion 

The comparative methodology applied in 2018 to 

identify the cost-optimal minimum energy perfor-

mance requirements for the Italian building stock 

has been updated with the new simplified hourly 

model specified by EN ISO 52016-1 and by its Na-

tional Annex. In the present work, the outcomes of 

the comparative analysis for a single-family house 

located in Palermo and for an office building situ-

ated in Milan have been presented. For each build-

ing, the cost-optimal energy efficiency measures 

resulting from the calculation of the thermal ener-

gy needs for space heating and cooling both on a 

monthly basis (UNI/TS 11300-1) and on an hourly 

basis (EN ISO 52016-1) have been assessed and 

compared. The outcomes, which are presented in 

terms of the cost-optimal package of EEMs and 

global cost, do not lead to significant differences 

under application of a different calculation meth-

od. 

Future works will provide an update of the cost-

optimal methodology to assess the technical build-

ing system performance on an hourly basis. 
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Table 3 − Optimal EEM packages resulting from different calculation methods, for residential and non-residential buildings 

EEM 

Optimal EEO  Optimal EEO 

Residential/Existing bldg/Palermo  Office/New bldg/Milan 

Monthly 

method 

Hourly  

method 

 Monthly 

method 

Hourly 

method 

External wall thermal 

insulation or  

cavity wall thermal in-

sulation 

Uwl [W m−2K−1] 

- - 
 

0,36 0,36 

1,10 1,10 
 

  

Roof thermal insulation Ufl,up [W m−2K−1] 0,41 0,41  0,30 0,30 

Floor thermal insulation Ufl,lw [W m−2K−1] 0,28 0,78  0,30 0,36 

Windows Uw [W m−2K−1] 4,90 4,90  1,10 1,10 

Solar shading devices F or M (*) / sh [-] F / 0,20 M / 0,20  M / 0,20 M / 0,20 

Chiller EER [-] 2,35 2,35  - - 

plus Heat generator for 

space heating 
COP [-] - - 

 
  

plus Heat generator for 

domestic hot water 
W,gn [-] - - 

 
  

or Combined heat gen-

erator for space heating 

and domestic hot water 

H+W,gn [-] 1,00 1,00 

 

- - 

or Heat pump for space 

heating, domestic hot 

water, and space cooling 

COP [-] - -  3,50 3,50 

EER [-] - - 
 

3,20 3,20 

Thermal solar system Acoll [m2] absent absent  2,00 2,00 

Photovoltaic system Wp [kW] 1,36 2,04  13,20 13,20 

Heat recovery ventila-

tion system 
ru [-]   

 
0,60 0,60 

Space heating control  

sub-system 
H,rg [-] 0,99 0,99 

 
0,99 0,99 

Lighting system 

Pn [W m−2]    6,00 6,00 

FO [-]    0,80 0,80 

FC (FD) [-]    0,90 0,90 

(*) F = fixed louvres, M = mobile louvres 
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Fig. 1 − Cost-optimal level for the single-family house 
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Fig. 2 − Cost-optimal level for the office building 
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Nomenclature 

Symbols 

A area (m2) 

C cost (€) 

c specific cost (€ m−2) or (€ kW−1) 

COP coefficient of performance (-) 

EER energy efficiency ratio (-) 

EP energy performance indicator  

(kWh m—2) 

F factor (-) 

P lighting power density (W m−2) 

U thermal transmittance (W m−2K−1) 

V volume (m3) 

W peak power (kW) 

 efficiency (-) 

 coefficient of transmission (-) 

Subscripts/Superscripts 

C constant illuminance 

coll solar collector 

D daylight dependency 

eli building element 

env building envelope 

f net floor 

fl,lw lower floor 

fl,up upper floor 

g gross 

gl overall 

gn generation sub-system 

H space heating 

n number of luminaires in the zone 

nren non-renewable 

O occupancy dependency 

p peak 

rg control sub-system 

ru heat recovery unit 

sh shading 

W domestic hot water 

w window 

wl wall  
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Abstract 

The Covid-19 pandemic revolutionized the way of de-

signing buildings, which should be created to improve 

health conditions and limit the spread of contagion. 

Among these, schools certainly need special attention. To 

improve indoor conditions, the first step of this study 

was conducted by simulating three classrooms having 

different ventilation strategies, using a CFD analysis. 

Then the infection probability was calculated using the 

Gammaitoni-Nucci model to analyse the risk in the class-

rooms according to different ventilation and building 

characteristics. The study showed the need for providing 

adequate ventilation to ensure healthy conditions for the 

students. Furthermore, the infection probability was cal-

culated considering non-uniform environments, which 

can result from various air distributions in the classroom 

due to local non-uniformities. The configuration obtained 

from the CFD analysis was then compared to the stand-

ard condition. which considers the classrooms as uniform 

environments. This allows an understanding of the effec-

tive conditions to which students are exposed and to 

comprehend whether the classical models do not risk 

underestimating the infection probability. This study 

provides a new methodology for airborne transmission 

risk assessment in non-homogeneous environments and 

supports designers with a new tool to evaluate HVAC 

systems layout and classroom operation. 

1. Introduction 

The importance of providing Indoor Environmen-

tal Quality (IEQ) in buildings has been always a 

necessity for enhancing people’s health and well-

being (Lamberti, 2020), especially in educational 

buildings, where students can improve their learn-

ing abilities (Bluyssen, 2016; Lamberti et al., 2021). 

This issue became even more evident after the 

Covid-19 outbreak, when improving IEQ to guar-

antee occupants’ health became a priority, both 

during normal and critical operations (Awada et 

al., 2021). This new awareness led building practi-

tioners to focus on the aspect of Indoor Air Quality 

(IAQ) (Awada et al., 2022). Overall, there was a 

tendency to rethink building design strategies 

(Megahed & Ghoneim, 2021) to prepare buildings 

for post-pandemic architecture.  

Since airborne transmission was recognized as a 

possible route of infection (Morawska et al., 2020), 

researchers focused on the relationship between 

ventilation rate and infection risk. Indeed, ventila-

tion can be an important preventive measure to 

reduce infection probability, even if most existing 

ventilation standards are comfort-based and not 

sufficient to control the risk (Ding et al., 2022). For 

this reason, studies that relate the ventilation rate 

and infection probability have been carried out 

considering diverse building types (Dai & Zhao, 

2020). The most used models for assessing these 

relationships are the well-established Wells-Riley 

(Riley & Nardell, 1989) and the Gammaitoni-Nucci 

(Gammaitoni & Nucci, 1997) models. In this sce-

nario, educational buildings present particularly 

critical situations, as students spend a consistent 

amount of time indoors (Lamberti et al., 2020) and 

are in close contact with other occupants. Thus, the 

infection risk was often analyzed in these types of 

buildings (Pavilonis et al., 2021; Fantozzi et al., 

2022) to ensure healthy conditions for students. 

However, these models assume that the air in the 

indoor environment is uniformly distributed, 

which is not necessarily true. Indeed, there is the 

possibility of underestimating infection risk if, in 

some locations of the room, the ventilation rate is 

below the assumed uniform value. This fact may 
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have negative consequences on students’ health, 

especially if the infection probability is underesti-

mated in the positions occupied by their desks. 

Building simulation and CFD analysis, which have 

often been  used to evaluate various aspects of IEQ 

(Rugani et al., 2021) and validated on the real con-

ditions encountered in classrooms (Fantozzi et al., 

2021), are valid tools for analyzing the distribution 

patterns of the air in the rooms. In fact, CFD simu-

lations were recently used to minimize Covid-19 

spread (Ascione et al., 2021). 

The aim of this paper is, then, to analyze the air 

patterns through a CFD analysis using university 

classrooms with different room characteristics, 

occupancy, and operation mode as a case study. 

This analysis will provide important information 

regarding the estimation of infection risk consider-

ing the classrooms as non-uniform spaces and val-

idation of the models predicting infection risk. Fur-

thermore, an innovative methodology for enhanc-

ing classroom management and improving the 

health conditions of the students is proposed. 

2. Methodology 

2.1 The Case Study 

In this study, the classroom environments were 

studied as a non-homogeneous space, investigating 

the infection probability from an individual-

oriented perspective. Three different classrooms at 

the School of Engineering of the University of Pisa 

were simulated, which present three different 

HVAC configurations. The three classrooms are 

located in different buildings: the first is under 

construction and will be equipped with a VRF sys-

tem with a mechanical air exchange ventilation 

system (Class A), the second was built in 2006 and 

is air-conditioned by an air-to-air heat pump with 

ceiling fan coil distribution (Class B); the latter was 

built in 1930 and has a traditional hydronic radia-

tor system (Class C).  

Table 1 shows the characteristics of the three class-

rooms studied. Ideal manikins were placed in the 

stalls to study the infection risk that the users are 

actually exposed to. 

Several points mainly corresponding to students’ 

positions were identified. 

Table 1 – Characteristics of the classrooms 

Class Surface 

[m2] 

Volume 

[m3] 

Occupancy Ventilation 

rate  

[m3/h] 

Class A 130 390 129 3250 

Class B 131 468 130 1000 

Class C 70 182 49 370 

2.2 Simulation of the Classrooms and 

Infection Probability 

The three classrooms were analyzed by means of a 

3D CFD analysis, using Autocad CFD. CFD de-

composes the environment of a zone into a large 

number of control volumes and can provide a de-

tailed description of the airflow by solving the Na-

vier-Stroke’s equations. CFD was used with the 

Finite Volume Method (FMV) approach, as it can 

perform detailed computation on heat transfer and 

air-flow simulation. The standard k-ε turbulence 

model was used for air turbulence due to its accu-

racy in predicting indoor airflows (Hughes et al., 

2012). 

Classes A, B, and C were modeled and simulated 

in two different scenarios: one lesson on a summer 

day and on a winter day. The boundary conditions 

were set as the output of a Building Energy Simu-

lation (BES) campaign carried out using the well-

known EnergyPlus software with a Typical Mean 

Year weather file. The room investigated and all 

adjacent classrooms were modeled as different 

thermal zones. An airflow network was used to 

simulate internal air movements, aimed at as-

sessing the effective boundary conditions, i.e., 

mainly wall surface temperatures, for CFD analy-

sis. The aim was to obtain the local value of the 

Local Mean Age (LMA) and the air velocity at the 

previously identified points of the environment. 

The infection probability in the classroom was cal-

culated using the well-established Gammaitoni-

Nucci model (Gammaitoni & Nucci, 1997), which 

relates the ventilation rate to the infection probabil-

ity. First, P was calculated considering the air dis-

tribution in the classroom uniform using the values 

from Table 1, then the infection probability was 

evaluated for the different zones that were estab-

lished in the different classrooms, obtaining the Air 
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Fig. 1 – ACH obtained for each zone in the three classrooms for summer (yellow) and winter (light blue) conditions. The dashed line repre-

sents the ACH assumed for the entire classroom. 

 

Changes per Hour for each zone from the simulat-

ed local mean age. The ACH for each zone corre-

sponded to the position occupied by the students 

to assess their actual condition. The number of in-

fectors was considered equal to 2 % of the total 

number of occupants. 

3. Results 

3.1 Local Mean Age 

From the LMA, obtained from the CFD simulation, 

it was possible to derive the ventilation rate, so the 

Air Changes per Hour (ACH) were assumed for 

each zone, considering summer (yellow) and the 

winter (light blue) conditions (Fig. 1). The dashed 

line represents the ACH assumed for the simula-

tions, which was considered uniform in the entire 

classroom (ACHuniform), and is calculated from the 

ventilation rate given in Table 1. 

Fig. 1 shows that the most favorable conditions can 

be encountered in Class A, which presents the 

highest ACH, both considering the ACHuniform and 

the single zones. On the other hand, the most criti-

cal conditions are in Class C, which is the naturally 

ventilated classroom, and whose ventilation was 

poorer both during summer and winter conditions. 

From the simulation of summer and winter condi-

tions, it can be noticed that, for Class A, the winter 

scenario was generally less critical than the sum-

mer one, while, for Class B, the trend was the op-

posite. In general, mechanically ventilated class-

rooms present better indoor conditions, with high-

er values of ACH. It can be immediately noticed 

that the ACHuniform remains lower in each case than 

the ACH obtained in the different zones, which is a 

good indicator that assuming this parameter for 

the calculation of the infection probability does not 

lead to underestimation of the risk. The ventilation 

rate in the different zones of the classroom tends to 

be higher than the one assumed if the air distribu-

tion of the room is considered uniform. This ten-

dency is particularly evident in the mechanically 

ventilated classrooms (Class A and B), while it is 

less clear for the naturally ventilated ones (Class 

C). This fact shows that, in the naturally ventilated 

classroom, the air distribution tended to be more 

uniform and closer to the value assumed for 

ACHuniform, probably also due to the reduced volu-

metric dimensions of Class C. 

3.2 Calculation of the Infection 

Probability for the Different 

Classrooms  

The infection probability for five hours of exposure 

was then calculated using the Gammaitoni-Nucci 

model for Classes A, B, and C (Fig. 2). Five hours of 

exposure were considered, as they are the most 

critical representative period in which students 

may remain in a classroom. Two typical activities 

that can be performed in classrooms were reported: 

the infector breathing and the infector speaking 

while the occupants are resting. The winter scenar-

io was chosen for the analysis and Fig. 2 reports 

the infection probability calculated in the case that 

the air distribution in the classroom is considered 

uniform (continuous line), for the zone with the 

lowest ACH (“worst condition”, dashed line) and 

the zone with the highest ACH (“best condition”, 

dotted line). This allows a comparison of the re-

sults of the different conditions in classrooms, as 

all the other zones will be included between the 

best and the worst conditions for each class. 

It can be noticed that, for all the classrooms, the in-

163



Giulia Lamberti, Roberto Rugani, Fabio Fantozzi 

 

  

Fig. 2 – Infection probability for 5 hours of exposure in the three classrooms considered. Classes A, B, C are represented by the green, 

yellow, and red colors, respectively. The continuous line shows the uniform case, the dashed line the worst, and the dotted line the best 

condition 

 
fection probability for the worst and the best condi-

tions remained below the one calculated consider-

ing the ACHuniform. This means that using the typi-

cal conditions assumed in infection risk models, 

namely the hypothesis of well-mixed air distribu-

tion, there is no risk of underestimating infection 

probability. On the contrary, the ventilation re-

quired to reduce infection probability can lead to 

an increased demand for ventilation, which may 

affect energy costs. 

Fig. 2 shows that the most critical cases are repre-

sented by Classes B and C, due to the reduced venti-

lation. Furthermore, results show a high influence of 

the infector’s activity on the infection probability. 

Indeed, the infection probability remains below 1 % 

for all the classrooms if the infector is only breath-

ing, considering the five hours of exposure. On the 

contrary, if the infector is speaking, P exceeds 1 % 

after about 140 minutes in Class C and 200 minutes 

in Class B, considering the most critical zone 

(dashed line). On the contrary, Class A reports the 

most favorable conditions, where the critical infec-

tion probability of 1 % is never exceeded for all the 

scenarios and in five hours of exposure, showing the 

importance of providing adequate ventilation in 

educational buildings. Indeed, correct ventilation 

design can have a consistent influence on the main-

tenance of healthy indoor conditions. The infection 

probability calculated for the best condition (dotted 

line) shows that some positions are particularly fa-

vorable for maintaining the health of the occupants, 

which suggests that the students should favor cer-

tain locations in the class over more risky ones.  

Since the real challenge is to design buildings that 

are healthy and comfortable for everyone, in the 

design phase it is necessary to consider the most 

critical scenario, which is represented by the activi-

ty of speaking. In this case, for Classes B and C, the 

threshold infection probability is soon exceeded, 

and preventive measures, such as increasing the 

ventilation rate, reducing the number of occupants, 

or including breaks during the duration of the lec-

ture, are needed. 

3.2.1 Relation between the ACH and 

infection probability in different 

classrooms 

The relation between ventilation rate, expressed by 

the ACH, and infection probability was analyzed 

for different classrooms for the activity of speak-

ing, as shown in Fig. 3. The exposures of one and 

five hours were considered, as they represent the 

minimum and the maximum time that students 

usually spend in university classrooms. The activi-

ty of speaking was chosen, as it represents the most 

critical scenario that can be probably encountered 

in university classrooms.  

Regarding ventilation, Class A presents the most 

uniform conditions, as can be noticed by the range 

in which the ACH was varying. Classes B and C 

are less uniform, as they present Air Changes per 

Hour varying between about 5 h-1 and 25 h-1. Non-

uniformity in classroom ventilation can lead to dif-

ferent exposures to the infection risk, which means 

that some locations are less favorable than others. 

There is then the need for avoiding students being 

exposed to unhealthy conditions and, therefore, for 

providing indications on the correct management 

of university classrooms.  
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Fig. 3 – Relation between the infection probability for 1 and 5 

hours of exposure and the ACH in the three classrooms consid-

ered with an infector speaking.  

Concerning exposure time, for one hour of expo-

sure, infection probability remains below the thres-

hold value of 1 % for all the classrooms, while, for 

five hours, only Class A remains below this limit. 

This implies that, for long exposures, not all the 

locations should be occupied, but only the ones 

with acceptable risk values, or that breaks should 

be guaranteed to reduce infection probability.  

Also noteworthy is the fact that there are some 

differences in the relationship between the ACH 

and infection probability considering the character-

istics of different classrooms. Indeed, despite Class 

A and B presenting a higher occupation and there-

fore a higher number of possible infectors, the re-

duced room volume of Class C largely influences 

infection probability, as the curve of this class is 

much higher. The difference between the class-

rooms is particularly evident for long exposures, as 

can be noticed in Fig. 3. 

4. Discussion 

To assess the relationship between ventilation rate 

and infection probability, the models that are com-

monly used adopt the hypothesis that ventilation is 

uniformly distributed in all the locations in the 

room. However, from the previous results obtained 

from CFD simulations, it can be noticed that the 

local mean age of the air, and therefore the ventila-

tion rate, may vary greatly between different posi-

tions. In this paper, mechanically and naturally 

ventilated university classrooms were analyzed to 

understand how different ventilation strategies, 

building characteristics, and occupancy can influ-

ence indoor infection probability. The crucial point 

is that the risk must not be underestimated by con-

sidering the air in the space to be uniformly dis-

tributed.  

For this reason, the deviation between infection 

probability in the different zones (Pzone) and infec-

tion probability calculated considering ventilation 

uniform in all the classrooms (Puniform) was calculat-

ed. Table 2 reports the minimum and maximum 

deviation for the three classes for the activity of 

speaking. The choice of infection probability for 

speaking is related to the fact that it is the most 

critical and common condition that can be encoun-

tered in university classrooms.  

The deviation was calculated as the maximum dif-

ference between the effective infection probability 

in the zone and the one calculated considering the 

ventilation uniformly distributed in the environ-

ment. The negative sign in the deviation is associ-

ated with the fact that the Puniform was higher than 

the Pzone for all the zones of the classrooms, even in 

the case of the ventilation rate being the lowest, 

thus their difference is negative. This means that 

there is no risk of underestimating the infection 

probability by using uniform air distribution in the 

classroom, which is a fundamental issue if the 

health and the safety of the students are to be gua-

ranteed.  

Table 2 – Minimum and maximum deviation for the three classes 

for the activity of speaking 

Class Season Minimum de-

viation 

Maximum 

deviation 

Class 

A 

Summer -0.11 -0.53 

Winter -0.17 -0.58 

Class 

B 

Summer -1.79 -2.55 

Winter -1.35 -2.51 

Class 

C 

Summer -1.20 -2.00 

Winter -0.92 -2.10 

 

This result shows that, in certain cases, the effec-

tive infection probability Pzone was much lower 

than the Puniform, especially for Classes B and C. 

Therefore, even if some differences occur, these 

results demonstrate that assuming the air to be 
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Fig. 4 – Infection probability calculated for the different zones in Class A (above), B (central) and C (below) during summer (left) and 

winter (right) conditions. The gray area below the graph identifies the flux of fresh air provided by the ventilation system or the window 

 

uniformly distributed in the classroom is an ac-

ceptable hypothesis, which benefits student safety. 

However, from the previous results, it can be no-

ticed that, in several cases, infection probability 

exceeded the threshold value of 1 % for five hours 

of exposure. This implies more responsible man-

agement of the classrooms to ensure healthy condi-

tions for the students. For this reason, the class-

rooms used as a case study were divided into ho-

mogeneous-risk zones, as can be noticed from Fig. 

4. As expected, the lowest infection probability can 

be found in Class A, while the worst conditions for 

Class C also present the most homogenous ventila-

tion pattern. This subdivision provides homogene-

ous risk zones, which permit the identification of 

the conditions of higher risk for students. In this 

case, an exposure time of five hours was consid-

ered the most critical condition, but similar trends 
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are found for lower exposures. This division ena-

bles more efficient management of classrooms fa-

voring student health. For example, it is possible to 

recommend certain positions in the classroom de-

pending on the probability of infection, especially 

if room capacity is not at the maximum. 

The extreme cases are Class A, which remains to-

tally below the critical probability of 1 %, and Class 

C, with a probability above 1 % in practically every 

position. In the latter case, it is necessary to find 

solutions that do not involve the positioning of 

students, since there are no areas of lower risk. 

The case of Class B is interesting, since it presents a 

great variety of situations within it. The best area is 

in the middle, near the ventilation system, and at 

the back where there are windows (albeit closed). 

The side at the back of the classroom furthest from 

the windows is more critical, although this is not a 

problem, since this area is a corridor that is not 

usually occupied by students. 

In conclusion, this methodology allows for the effi-

cient management of university spaces, favoring 

the health of the occupants. 

5. Conclusion 

The importance of guaranteeing safe and healthy 

conditions in classrooms has become increasingly 

relevant, especially after the Covid-19 pandemic. 

However, the impact of adequate ventilation on 

students’ health and productivity has always been 

a crucial point for researchers and building design-

ers. Indeed, there is a necessity to provide suffi-

cient air changes to enhance indoor air quality.  

In this scenario, to assess the conditions of health 

indoors, infection probability has been often asso-

ciated with ventilation rate, using predictive mod-

els that assume that air distribution in the room is 

uniform. However, it can be noticed that, in several 

cases, classrooms do not present uniform condi-

tions due to the positioning of the ventilation sys-

tems or the window or door openings. It is neces-

sary to verify that these non-uniformities do not 

lead to an underestimation of the infection risk, 

compromising students’ health. With a CFD model, 

it was possible to simulate different scenarios us-

ing university classrooms that presented diverse 

building characteristics and operation modes as a 

case study. Results indicate that the less critical 

situation can be found in mechanically ventilated 

classrooms, which provide adequate ventilation for 

the duration of exposure. Furthermore, results 

show that these models can be applied, despite the 

different conditions that can be encountered in 

classrooms, as the assumption of uniform distribu-

tion of the air tends to be pro-safety with no risk of 

underestimating infection probability. 

Furthermore, division into equal-risk zones allows 

for intelligent management of the classroom, which 

permits students’ positioning according to the 

most favorable conditions indoors, improving their 

health. Moreover, the new methodology has an 

important practical application, since it is possible 

to optimize the HVAC system position in the de-

sign phase. 
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Abstract 

The design of nZEB buildings, as well as the implementa-

tion of retrofit interventions in existing structures, are es-

sential tools for reducing energy consumption in buildings 

and increasing decarbonization of the building sector. To 

describe the effectiveness of a retrofit intervention, in ad-

dition to the analysis of the benefits in terms of costs and 

energy savings, an environmental analysis should also be 

performed, introducing various indicators, such as energy 

and environmental payback times. In this article, we con-

sidered a residential building located in Montemarcello 

(Liguria, North-west of Italy) that had been subjected to a 

refurbishment and an expansion, with the aim of evaluat-

ing the energy and carbon savings achievable due to the 

interventions carried out. The life cycle analysis approach 

was applied to calculate the environmental payback times. 

The main purpose of this work is the application of an in-

tegrated approach to assess the economic, energetic and 

environmental convenience of retrofit interventions dur-

ing the entire life cycle of the building, underlining the im-

portance of considering LCA and environmental aspects 

to achieve decarbonisation of the construction sector. The 

results show that energy and environmental payback 

times are lower than the useful life of the building and of 

its components, and that LCA proves to be a strategic 

methodology for studying the problems deriving from 

global warming and energy supply in the building sector. 

1. Introduction 

It is well known that the construction sector is now-

adays one of the most energy-intensive, and that, in 

Europe, it is responsible for about 40 % of final en-

ergy consumption and 36 % of greenhouse gas emis-

sions, representing about one third of EU energy-

related emissions (European Commission, 2020). 

These emissions arise partly from the direct use of 

energy from fossil fuels in buildings and partly from 

the indirect emissions due to the generation of elec-

tricity used in buildings. 

Although the EU's total greenhouse gas emissions 

from buildings decreased significantly by 29 % over 

the period 2005-2019 (EEA, 2021), Member States' 

emissions should continue declining in the future in 

order to achieve the EU climate change policy goals. 

Indeed, to achieve the overall EU target of a 55 % 

reduction in emissions by 2030, the construction sec-

tor would need to reduce its emissions by 60 % 

(EEA, 2021). For this to happen, the current energy 

renewal rate of building stock must greatly increase. 

In this context, to reduce energy consumption and 

to increase the decarbonisation of the construction 

sector, the design of nearly Zero Energy Buildings - 

nZEB (European Parliament and Council, 2010), as 

well as the implementation of retrofit interventions 

on existing structures or the selection of materials 

and building elements with low environmental im-

pact are essential actions to be undertaken. Con-

cerning the embodied burdens, different literature 

works have already shown that certification with 

Environmental Product Declarations – EPD (CEN, 

2019) – can help in the determination of the environ-

mental performance of building materials, such as 

insulation (Grazieschi et al., 2021) and windows 

(Asdrubali et al., 2021).  

The implementation of retrofit interventions on ex-

isting structures is of additional importance.  

However, in order to identify the most efficient and 

sustainable retrofit intervention, in addition to an 

assessment in terms of economic benefits, environ-

mental and energy analyses must also be 
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considered, using appropriate indicators, such as 

environmental and energy payback times (Asdru-

bali et al., 2019; Asdrubali & Grazieschi, 2020). 

Most of the scientific literature reviewed (Ardente 

et al., 2011; Webb, 2017) focuses on the evaluation of 

retrofit interventions of existing buildings or on the 

energy and environmental performances of new 

constructions. This work presents, on the other 

hand, a combined intervention that is characterized 

by the retrofitting of an existing house that involves 

a new add-on part. These typologies of retrofit in-

terventions, sometimes referred as parasite architec-

ture (Rinaldi et al., 2021), nowadays represent one 

of the possible architectural solutions for increasing 

living spaces, indoor comfort conditions and, if nec-

essary, reducing energy consumption (Assima-

kopoulos et al., 2020).  

In particular, a residential building located in Mon-

temarcello (Liguria, North-west of Italy) subjected 

to a renovation and construction of an extension 

was considered, evaluating the energy and carbon 

savings due to the interventions and applying the 

life cycle analysis (LCA) to calculate the environ-

mental payback times. 

Therefore, this work presents the application of an 

integrated approach for estimating the environmen-

tal convenience of some structural and energy rede-

velopment interventions during the entire life cycle 

of the building. 

The paper is organized as follows: Section 2 de-

scribes the materials and methodologies used in this 

work for the life cycle, energy and economic analy-

sis of the pre- and post-energy requalification study 

building; in Section 3, the case study is presented; in 

Sections 4 and 5, the results of the study are reported 

and discussed, respectively, while in Section 6, con-

clusions are provided. 

2. Materials and Methods 

2.1 LCA and Dynamic Energy Simulation 

Life Cycle Analysis (LCA) is a methodology that 

aims at determining the overall environmental im-

pacts of a product or a service during the entirety  of 

its life stages. This analysis addresses a comprehen-

sive evaluation so that it is able to detect burden 

shifting or a trade-off between life cycle phases or 

between different categories of environmental im-

pact. 

The methodology is standardized at international 

level by ISO 14040 (ISO, 2006) and 14044 (ISO, 2006). 

These two standards give a general overview of the 

phases that every LCA study should follow, defin-

ing a framework that is not characterized by a rigid 

temporal order, but which permits a shift from one 

phase to another also in reverse order when there is 

the need for updating or revising the assumptions 

previously made. The LCA phases individuated by 

the ISO standards are: goal and scope definition, life 

cycle inventory (LCI), life cycle impact assessment 

(LCIA), results reporting and sensitivity analysis. 

The LCA application is very useful for identifying 

the most effective scenario in building retrofit inter-

ventions, also starting from the early design stage 

when there is the need to choose the solution that 

minimizes the cumulative environmental impacts 

during the whole life cycle of the construction.  

In this work, the aim of the study was to compare 

the environmental impacts of a building, chosen as 

a case study, which was subjected to an energy ret-

rofit intervention that also includes an extension of 

its useful volume, thus a new part. The life cycle en-

vironmental burdens of the ex-ante scenario and of 

the retrofitted solution were compared to confirm 

the environmental benefit deriving from the inter-

vention proposed.  

The functional unit that was chosen for the compar-

ison was equal to the gross internal area of the 

building. The boundaries of the analysis included 

the raw material supply (A1), the transportation to 

the fabrication site (A2), the manufacturing process 

(A3), the transportation to the construction site (A4), 

the replacement of materials and components after 

their useful service lives (B4), the operational en-

ergy uses (B6) and, finally, the end-of-life stages 

(C1-C4).  

The “cradle-to-grave” approach is so adopted for 

the analysis, excluding some stages that are consid-

ered negligible for the scopes of the evaluation (see 

Fig. 1 for more details).  
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Fig. 1 – Building life cycle stages and related system boundaries - 

modified from PCR (Wiklund, 2019)

The environmental impacts determined employing 

the SimaPro software (PRé Sustainability, 2022) 

were the primary energy non-renewable require-

ment (PENR), calculated from the Cumulative En-

ergy Demand (Frischknecht et al., 2015) single issue 

indicator, and the IPCC Global Warming Potential – 

GWP 100y (IPCC, 2007). Ecoinvent database (ecoin-

vent, 2021) was used as the background source of 

data.  

The operational energy requirements were evalu-

ated through a dynamic simulation of the building 

using the EnergyPlus code implemented in Design-

Builder environment (DesignBuilder Software Ltd., 

2022). 

The assumptions that were made for the develop-

ment of the LCA are detailed in the following bullet 

points:  

- The useful life of the building (after the inter-

vention) was considered equal to 50 and 100

years, as recommended by the Product Cate-

gory Rules (Wiklund, 2019) for the compilation

of buildings Environmental Product Declara-

tions and other LCA studies (Asdrubali et al.,

2019; Asdrubali and Grazieschi, 2020; Blengini

and Carlo, 2010). A 100-year lifespan is quite a

long time-frame but it permits consideration of

the long service life that interventions under-

taken with good construction quality generally

have.

- The analysis was performed for a rough build-

ing, thus external spaces, technical rooms, in-

ternal furniture, potable water grids, sewage

grids, electrical plants, and any swimming

pools were not considered in the evaluation,

which  was limited to the external envelope, to

the internal walls and to energy systems. The

consumption of water, DHW, electricity for

lighting and household appliances was also ex-

cluded.

- Only heating and cooling energy requirements

were accounted for in the analysis.

- A complete substitution of the components af-

ter their service life was foreseen without frac-

tioning their environmental impacts in case of

maintenance of the functionality after the end-

of-life of the building.

- Load-bearing structures were supposed to have

a service life of 100 years; secondary construc-

tions and insulating materials were supposed

to have a duration of 50 years, while for win-

dows it was 35 years; energy systems and

plants were modeled with a 20-year life span.

- The transportations means were supposed to be

16-ton trucks (diesel-fueled), while the trans-

portation distance was always considered

equal to 60 km.

- Construction and demolition waste material

was considered but excavated soils (about 600

m3) were not accounted for in the evaluation.

2.1 Energy and Carbon Payback Times 

The energy and carbon payback time are the two in-

dicators that were considered to describe the effec-

tiveness of the interventions proposed from an en-

ergetic and environmental point of view. These two 

indicators were calculated only for the retrofit inter-

vention of the existing building and for the com-

bined solution. which also includes the realization 

of the new extension: in fact, the evaluation for the 

new part was not possible because no ex-ante base-

line scenario could be individuated.  

The Energy Payback Time (EPBT) is the ratio be-

tween the difference of Embodied Energy (EE), after 

and before the retrofit, and the annual saved energy 

due to the retrofitting (see Eq. 1). 

𝐸𝑃𝐵𝑇  =
 𝐸𝐸𝐴1−𝐴4+𝐸𝐸𝐵1−𝐵4+𝐸𝐸𝐶1−𝐶4

 𝐸𝑠𝑎𝑣
   (1) 

The Carbon Payback Time (CPBT) is the ratio be-

tween the difference in Embodied Carbon, after and 

before the retrofit, and the annual carbon reduction 

due to the retrofitting (see Eq. 2). 

𝐶𝑃𝐵𝑇  =
𝐺𝑊𝑃𝐴1−𝐴4+𝐺𝑊𝑃𝐵1−𝐵4+𝐺𝑊𝑃𝐶1−𝐶4

𝐺𝑊𝑃𝑠𝑎𝑣
(2) 

The numerators of equations (1) and (2) represent 

the energy consumptions and the CO2 emissions 

due to the construction of the system (stages A1-A4, 
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B1-B4 and C1-C4) and Esav and GWPsav are the an-

nual reductions of PENR consumption and CO2 

emission due to the system operation, respectively. 

3. Case Study 

The residential complex under study is located in 

Montemarcello, in the Liguria region (Italy). The 

building is in a countryside area (226 m a.s.l.) and 

was built around the year 1930. 

According to Italian legislation, the climatic zone of 

the property is C (on a scale from A to F, where A 

corresponds to the hottest places and F to the cold-

est), with a value in degree days between 1400 and 

2100 (President of Italian Republic, 1993). 

The building was subject to redevelopment and ex-

pansion interventions with the aim of ensuring an 

adequate level of internal environmental well-being 

and the containment of the consumption of energy 

and environmental resources. Fig. 2 shows the 

structural demolition and reconstruction interven-

tions carried out on the property. 

 

 

Fig. 2 - Demolitions and reconstructions conducted on the study 

building for the refurbishment and expansion of the building 

The ante operam building, with an area of 211 m2, 

consisted mainly of a brick-cement structure with 

single-glazed wooden windows. The heated space 

was separated from the roof by an accessible, un-

ventilated and uninsulated attic, while the roof, also 

not insulated, was made of a brick-cement structure 

with tile cladding. The floor slab was raised above 

the ground level on a dry and damp air space. In-

stead, the infill walls are of the empty box type with 

a 10 cm thick air gap. Regarding the heating system, 

this consisted of 2 natural gas boilers with a nominal 

power of 24.4 kW and heat input between 12.5 and 

27.1 kW. The emission system consisted of a radiant 

floor with copper pipes embedded in a cement 

screed directly laid on the brick-cement floor, for an 

overall average thickness determined by means of a 

span, including the tiles, of 11 cm. Finally, the regu-

lation system included the room thermostat. 

The interventions carried out on the building con-

sisted of a major energy renovation, since the inter-

vention involved more than 50 % of the dispersant 

envelope (Italian Ministry of Economic Develop-

ment, 2015) and consisted of: the insulation of the 

floors, the insulation of the walls, the replacement 

of fixtures, the reduction of thermal bridges, the re-

placement of the thermal system, the integration of 

the summer cooling system, the dehumidification of 

the air during the winter and summer with heat re-

covery, and finally the remote management of the 

heating system. 

Fig. 3 illustrates some elevations of the building ante 

operam, inter operam and post operam. 

 

 

Fig. 3 - Prospects of the studio building ante operam (a), inter 

operam (b) and post operam (c) 

The redeveloped building has a total area of 255 m2, 

including an extension structure of 44 m2. In the 

energy efficiency project, much importance was 

given to the insulation of the building envelope. In 

particular, windows with a transmittance between 

1.1 and 1.5 W/(m2K) (< 2.0 W/(m2K) of limit value 

(Italian Ministry of Economic Development, 2015)) 

and  glazed components with a transmittance 

between 1.332 and 1.687 W/(m2K) were installed. 

Finally, opaque elements with overall values lower 

than 0.42 W/(m2K) were obtained, as prescribed by 

the legislation in force in Italy on the minimum 

requirements about energy efficiency in buildings 

(Italian Ministry of Economic Development, 2015). 

While the toilets are to be heated with towel-warmer 

radiators, the heating system of the redeveloped 

building is of the low-temperature type with radiant 

floor panels. This system is also capable of cooling 

in the summer.  

172



Integrated Approach to Assess the Energy and Environmental Payback Time of Buildings Refurbishment:  
A Case Study 

 

The older system was based on a traditional boiler 

fed by natural gas, with radiators as terminal units 

and split air-to-air heat pumps for summer cooling. 

Before the retrofit, the control system was 

characterized by an on-off termostat installed in the 

living room, while after the retrofit each room was 

also equipped with its own thermostat in order to 

manage and differentiate the temperature 

independently. 

The central heating and cooling system involves the 

use of a 500-liter boiler (technical water) and an 

integrated solar thermal circuit, designed to be 

combined with a single phase heat pump of 

10.6 kW.  

4. Results 

The results showed that the application of energy 

efficiency measures can bring significant savings in 

terms of operational non-renewable primary energy 

consumption and GHG emissions. In particular, the 

retrofitting of the existing building permitted a 

reduction of the non-renewable primary energy 

demand for heating and cooling of 62 % to be 

obtained, increasing the coverage of renewable 

energy (see Fig. 4). The overall intervention, on the 

other hand, produced a reduction of the non-

renewable energy demand equal to 60 % if 

compared with the ante operam situation.  

 

 

Fig. 4 – Overall annual energy consumptions per square meter 

for the different scenarios considered (operational energy) 

The effort in reducing the operational non-

renewable energy demand, however, caused an 

increase in the embodied impacts due to the 

introduction of new materials and energy systems. 

Tables 1, 2 and 3 show the PENR and GWP that 

characterize the extension, the retrofitted building 

and the overall combined intervention (composed 

of  the requalification of the existing part and the 

addition of the new volume).  

Table 1 – PENR and GWP of the new extension 

LCA stage 
PENR 

(kWh/m2y) 

GWP (kg 

CO2eq/m2y) 

A1-A3 21.3 5.78 

A4 1.3 0.28 

B1-B4 17.0 3.90 

B6 41.7 7.90 

C1-C4 1.9 1.70 

Table 2 – PENR and GWP of the existing part after the retrofit  

LCA stage 
PENR 

(kWh/m2y) 

GWP (kg 

CO2eq/m2y) 

A1-A3 12.0 2.73 

A4 0.3 0.07 

B1-B4 12.0 2.51 

B6 35.0 6.70 

C1-C4 0.4 0.42 

Table 3 – PENR and GWP of the overal intervention: retrofit of 

the existing building and new extension 

LCA stage 
PENR 

(kWh/m2y) 

GWP (kg 

CO2eq/m2y) 

A1-A3 13.6 3.26 

A4 0.5 0.11 

B1-B4 12.9 2.75 

B6 (post) 36.9 7.04 

C1-C4 0.7 0.64 

 

The increase in embedded impacts was relevant and 

cannot be discarded. Considering the existing 

construction, for example, the retrofit produces an 

increment of about 25 kWh/(m2y) in the embedded 

PENR that corresponds to 26 % of the initial 

operational non-renewable energy requirement. 

Looking at the results for the new extension 

(Table 1), the embodied components (stages A1-A4 

and B1-B4) account for 47 % of the total PENR and 

57 % of the life cycle GWP of the building. More-

over, if we consider a building lifespan equal to 50 

years, the percentage incidence of the embodied 

components reaches 57 % and 68 % of the life cycle 

PENR and GWP, respectively, becoming the most 

important sources of environmental impact. 
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Fig. 5 displays the overall non-renewable life cycle 

energy of the scenarios analysed versus its 

operational component. As can be noted, the incre-

ment of the embodied impacts is beneficial, since it 

is followed by a reduction of the overall life cycle 

non-renewable primary energy of the building. 

The calculation of the energy and environmental 

payback times (see Table 4) confirmed the environ-

mental advantages  of the intervention, showing 

values that are much lower than the useful life of the 

building (50 or 100 years are both considered) and 

of its components. 

 

 

Fig. 5 – Life Cicle-PENR versus operational PENR for the existing 
building and for the intervetions supposed 

Table 4 – Payback times of the overall intervetion 

 
Payback (months) 

100-year life span 

Payback (months) 

50-year life span 

 retrofit existing part 

PENR  5 6 

GWP 3 4 

 combined intervention 

PENR  6 8 

GWP 4 6 

5. Discussion 

The analysis showed that the most sustainable inter-

vention resulted in the energy requalification of the 

existing part. The addition of the extension results, 

on the other hand, is a much less competitive 

solution in the whole life cycle if compared with the 

retrofit of the old part: the interventions related to 

the extension, in fact, have a higher PENR in the en-

tire life cycle. This result depends on different 

aspects:  

1. The operational energy requirements of the old 

construction after the retrofit are lower than the 

ones of the new built volume. This is linked 

with the higher S/V ratio and with the higher 

window-to-wall ratio of the extension.  

2. The retrofit definitely involves a lower 

embodied energy and carbon because only the 

roof is completely re-built, while external walls 

and foundations are conserved.  

3. The retrofit implies a higher production of 

construction and demolition waste, but the 

management of this waste has relatively low 

environmental impact. In particular, the 

demolition waste generated was composed of 

46.8 tons of mineral materials, 226 kg of metal 

waste (ferrous material), 361 kg of glass waste 

and 720 kg of wood waste.  

The overall combined intervention is mainly 

affected by the retrofit of the existing part, albeit still 

slightly higher than the one concerning only the re-

development of the existing building. However, it is 

characterized by life cycle environmental perfor-

mances that are still very interesting, even if slightly 

higher than the ones of the most sustainable solu-

tion (namely retrofitting only the existing building): 

the calcuation of the payback times for the overall 

intervention shows that they are much lower than 

the service lives of the installed construction ma-

terials and components and it confirms the environ-

mental benefit and the compatibility of the solution.  

6. Conclusions 

The energy and structural refurbishment of existing 

buildings implies the selection of a series of strate-

gies and solutions. 

In order to identify the most sustainable ones from 

an environmental point of view, it is necessary to 

take into consideration an integrated approach that 

also considers the environmental impacts in terms 

of the energy and carbon that are incorporated in 

the building materials and components.  

In this study, a residential building subject to an en-

ergy retrofit, a structural intervention and an 
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extension was analyzed. The energy consumptions 

of the building were simulated in an EnergyPlus en-

vironment, while the overall LCA was performed 

employing an ecoinvent life cycle database. 

Therefore, using the PENR, GWP, EPBT and CPBT 

indicators, the results for the new construction, for 

the existing building after and before the retrofit 

and for the combined intervention were compared. 

The results are in accordance with other literature 

studies regarding single buildings with a residential 

function. In particular, as already shown by other 

works (Asdrubali & Grazieschi, 2020; Blengini & 

Carlo, 2010), the operational PENR can be signifi-

cantly reduced (from 94 to 35 kWh/(m2y) in our case 

study) if an adequate combination of passive and ac-

tive solutions is designed and implemented. Conse-

quently, in such low energy solutions, the embodied 

impacts can represent a very significant part of the 

total impact, even more than 50 %. 

The adoption of a life cycle approach therefore 

proved to be very useful for the evaluation of the 

overall environmental burdens. It permitted detec-

tion of the burden shifting between the operational 

and production stages that characterizes the energy 

retrofit interventions or the construction of new en-

ergy-efficient buildings. Moreover, the study made 

it possible to understand the heaviest interventions 

and the most impacting phases from an energetic 

and environmental point of view, while underlining 

that the energy and environmental payback times 

are much lower than the useful life of the building 

and its components. Also in this case, the outcomes 

obtained agree with the results of other literature 

works (Ardente et al., 2011; Asdrubali et al., 2019). 

The trade-off turns out to be only temporary, while 

environmental benefits are obtainable in the long 

term. 

The new add-on volume, which represents the most 

peculiar aspect of the retrofit intervention, increased 

the energy requirement and the environmental bur-

dens of the building, also delaying the payback 

times of the intervention. That is mainly linked to 

the fact that the two parts were not integrated, but 

conceived of as separate units. A higher integration 

between the two could have been more interesting 

from the environmental perspective, particularly if 

the add-on volume had contributed to the reduction 

of the energy requirement of the existing part. 
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Abstract 

The noise from wind turbines is generally assessed ac-

cording to ISO 9613 in order to preserve the internal 

noise levels of the nearest sensitive receptors. Following 

the standard requirements, the wind turbines are consid-

ered point sources with an attenuation decay equal to 6 

dB by doubling the distance. These indications should be 

taking into account also the air absorption at different 

octave bands and the gradient effects due to outdoor 

environmental conditions. This paper deals with the 

comparison of some acoustic measurements carried out 

in Campania (Italy) with the theoretic outcomes obtained 

in line with the standard ISO 9613. Different types of 

wind turbines have been assessed, based on a variety of 

power supply, distance between source and receiver and 

gradient of wind speed and direction. The surveys have 

been undertaken inside the nearest sensitive receptors 

with the conditions of open windows. The results high-

light a drift between results, where the calculated are 

found to be lower than the measured-on site, underesti-

mating the real environmental conditions. 

1. Introduction

Wind energy contributes significantly to reducing 

the use of fossil fuels in the production of electrici-

ty, having the benefit of little surface area of occu-

pation. The first wind towers built for the trans-

formation of wind energy into electricity occurred 

in the United States during 1950s and thereafter it 

spread rapidly during the 1970s, following the fos-

sil energy crises. Nowadays, wind energy is the 

most competitive renewable energy source to pro-

duce electricity, contributing to both limiting the 

use of fossil fuels and reducing the effects of at-

mospheric pollution. Therefore, it is considered a 

growing business market. The uprising growth at 

global scale can be translated in numbers as sum-

marised in Table 1. 

Table 1 – Global growth of wind power in the last decades 

Time Wind Tower Production (MW) 

1996 6100 

2001 24000 

2017 540000 

The areas with the most significant increase are 

Asia (China and India), Europe (especially France, 

Spain and Germany) and the United States. In Italy 

the first wind towers were built in 1990. Based on 

the geographical morphology, Italy has a signifi-

cant number of sites suitable for the productivity of 

wind power, especially in the south and on the 

islands, where strong winds are dominant. Many 

wind farms have been built nearby existing resi-

dential properties, rising nuisance concerns for the 

occupants living in the surrounding areas (Sardaro 

et al., 2019; Shaheen et al., 2016). Noise emission by 

the operation of wind turbines is potentially caus-

ing sleep disturbance and other disease, depending 

on time of exposure and level of noise. According 

to the World Health Organization (WHO), limits 

from nuisance have been established in relation to 

night-time period (Guillemette & Larsen, 2012). In 

particular, thresholds of 40 dB(A) for outdoor areas 

and 30 dB(A) within bedrooms are considered the 

recommended limits to avoid sleep disturbance 

which may be potentially causing distress and hav-

ing negative impact on health (Raman et al., 2016). 
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Specifically, the noise coming from wind turbines 

is due to both the effects of air interaction during 

the blades rotation and the systems inside the na-

celle (Wagner et al., 2012). As such, the compo-

nents of the generated noise are the following 

(Zajamsek et al., 2014): 

- Airborne emission due to the blades’ rotation, 

characterised by a broadband spectrum; and 

- Structural-borne emission produced by the 

electro-mechanical pieces, like the generator, 

turning over-gear, cooling systems and other 

components). 

Based on a comparison between the two, the levels 

of the second type of noise are lower than the first 

one (Bowdler et al., 2011; Burton et al., 2001). By 

calculating predictions according to ISO 9613 (ISO) 

the wind turbines are considered as point sources, 

and the major contribution of the total sound ener-

gy is considered to be issued by the gearbox. Gen-

erally, the higher the electric power production, the 

higher the sound pressure levels emitted by a wind 

tower. By detailing the noise at the gear box, a var-

iation of sound levels is generated whereas the 

blade crosses the pole during the rotation. This 

variation can be defined as an amplitude modula-

tion and is one of the most important factors of 

annoyance since the human hearing is more sensi-

tive to impulsive than steady (or tonal) noise (Doo-

lan et al., 2012; Rogers et al., 2006; Van den Berg, 

2004). When compared to other noise sources (e.g. 

aircraft, railways, etc.) the degree of annoyance of 

noise from wind turbines is consistent (Pedersen et 

al., 2004; Waye & Öhrström, 2002).  

This paper deals with the acoustic measurements 

of noise generated by wind turbines of different 

power supply undertaken inside sensitive residen-

tial properties; the measured results have been 

compared with the outcomes of the numerical pre-

dictions calculated in accordance with ISO 9613 

(ISO, 2006). The two main scenarios (with the noise 

source on and off) have been compared with each 

other and with the predictions carried out by mod-

el simulations (Krijgsveld et al., 2009; Ladenburg, 

2009; Lee et al., 2011; Shepherd et al., 2011; 

Voicescu et al., 2016). 

 

2. Sound Propagation Based On 
Simulated Predictions  

The assessment of the acoustic impact generated by 

the operation of wind turbines is one of the con-

cerns considered since the design phase. The pre-

dictions herein calculated have been assessed ac-

cording to ISO 9613-2 (ISO, 2006; Wszołek et al., 

2019), which considers the sound emission as a 

point source: a numerical model that can match the 

reality if the receiver is located at a large distance 

from the source. For the determination of envi-

ronmental noise levels, the standard ISO 9613-2 

provides a theoretical method to evaluate the 

sound attenuation based on free field conditions. 

The calculation of the equivalent continuous sound 

pressure level (LAeq) is summarized in equation (1). 

 

  (1) 

 where: 
- Lp: sound pressure level, dB(A), 

- LW: sound power level, dB(A), 

- Diθ: directivity factor, 

- Adiv: attenuation due geometric divergence, 

- Aatm: attenuation due to atmospheric absorp-

tion, 

- Agr: attenuation due to the ground effect, 

- Abar: attenuation due to any barrier, 

- Amisc: attenuation due to foliage, industrial 

sites, housing. 

By simplifying equation (1) and considering the 

geometric divergence only, the sound pressure 

level becomes as indicated in equation (2). 

 

Lp = Lw - Adiv        (2) 

where Adiv is calculated according to UNI ISO 9613-

2, which is given in equation (3). 

 

                                              (3) 

 

where d is the distance between the sound source 

and the receiver. In line with the ISO 9613 (ISO, 

2006), the sound pressure level at the nearest sensi-

tive locations shall include the attenuation effect of 

the open window, or the difference between the 

sound levels measured outdoor and inside the 

building.  
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3. Acoustic Measurements 

The acoustic measurements were carried out with a 

First-Class sound level meter LXT1 Larson Davis. 

The equipment was calibrated before and after the 

survey and no drift in calibration was noted. Sets 

of 5-minute were made at the 3-hour long term 

attended measurement locations, identified inside 

the nearest sensitive receptors. The measurements 

recorded overall A-weighted Leq and L95 sound 

pressure levels, with the time averaging constant 

set to ‘Fast’ (Ciaburro et al., 2021). The sound level 

meter was installed on a tripod at a height of 1.4 m 

from the finish floor and a minimum of 2 m from 

any vertical surface. The acoustic measurements 

were carried out under the condition of having 

open window. The noise levels have been recorded 

for wind turbines in operation and out of any ac-

tivity, in order to assess, under the same wind 

speed condition, the noise contribution from the 

wind farms in operation against the background 

noise levels without any activity running (Iannace, 

2016; Iannace et al., 2019a; Trematerra & Iannace, 

2017). 

3.1 First Case Study 

The first measurement campaign has been con-

ducted in autumn, with a relative humidity equal 

to 50 %, a temperature around 10 °C, and a wind 

speed averaging between 8 m/s and 10 m/s, from 

South-West direction (Iannace et al., 2019a; Iannace 

et al., 2019b). With wind towers provided with 3.0 

MW power supply. The rotation speed is about 12 

rpm. The microphone was installed in a room hav-

ing dimensions of 2 × 3 × 3 m (W, L, H). Given the 

different orientation, the wind turbines were oper-

ating singularly during the survey, such that each 

contribution has been calculated singularly 

(Iannace et al., 2020). The measured equivalent 

sound pressure levels at the receiving positions 

have been summarized in Table 2. 

 

 

 

 

 

 

Table 2 – Measured results related to the first case study 

Activity of 

Wind To-

wers 

Leq (dBA) L95 (dBA) Average wind 

speed (m/s) 

On 45 39 8 - 9 

Off 35 31 9 - 10 

On 52 48 10 - 11 

On 43 36 9 - 10 

 

Table 2 indicates that the noisiest condition occurs 

when the wind speed fluctuates around 10-11 m/s; 

in this case the equivalent sound pressure level is 

equal to Leq = 52 dB(A). With similar wind speed 

conditions (9-10 m/s), when the wind turbines are 

off, the background noise level drops to Leq = 35 

dB(A), up to 17 dB below. By comparing the sound 

pressure levels measured at the nearest sensitive 

receptor and the predictions as outlined by the 

standard requirements, it is possible to calculate 

the sound pressure level for each distance of the 

three towers from the receiver. Considering the 

distance of each wind tower equal to 450 m, 650 m, 

and 950 m, that a nominal power of each wind tur-

bine is 3.0 MW (equivalent to LW =104 dB(A)), the 

predicted sound pressure levels emitted by a wind 

turbine according to ISO 9613 are summarised in 

Table 3. A total predicted equivalent sound pres-

sure level at the receiver location would be equiva-

lent to Lp = 42 dB(A). Additionally, the effect of the 

open window shall be counted to be around 4-5 

dB. Therefore, the sound level inside the sensitive 

receptor is equal to Lp = 37-38 dB(A), meaning that 

the regulation underestimates the overall value if 

compared with the measured results.  

Table 3 – Predicted noise levels according to ISO 9613. First 

case study 

Distance of the 

Towers from Re-

ceiver 

Adiv values 

(dBA) 

Lp values 

(dBA) 

450 64 40 

650 67 37 

950 71 33 
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3.2 Second Case Study  

This second acoustic survey deals with wind tow-

ers provided with 60 kW power supply. The tower 

is located about 250 m from the nearest sensitive 

receptor, and it is composed of a 40 m high pole 

and three blades. The rotation speed is about 30 

rpm. The rotation is discontinuous because it de-

pends on instantaneous wind speed, that therefore 

generates an intermittent noise. The measured 

equivalent sound pressure levels at the receiving 

positions have been summarized in Table 4. 

Table 4 – Measured results related to the second case study 

Activity of 

Wind To-

wers 

Leq (dBA) L95 (dBA) Average wind 

speed (m/s) 

On 45 40 8 - 9 

Off 32 33 8 - 9 

On 48 46 11 - 12 

On 50 47 12 - 15 

On 41 38 7 - 8 

 

When the wind turbine is not in operation, the 

background noise level measured inside the sensi-

tive receptor is equal to Leq = 32 dB(A), while re-

sults of the wind farm in operation is between Leq = 

41 dB(A) and Leq =50 dB(A). Considering the theo-

retical methodology based on ISO 9613 standard, 

with a distance equal to 250 m, the sound attenua-

tion indicated in equation (4) is the following. 

 

         (4) 

 

The nominal power of the wind turbine is 60 kW 

(equivalent to LW = 100 dB(A)); as such, the pre-

dicted sound pressure levels emitted by a wind 

turbine considered a point source in accordance 

with ISO 9613 is given in equation (5). 

 

         (5) 

 

By applying a further attenuation for the open 

window equal to 4 dB, the predicted noise levels is 

Lp =37 dB(A). For this second case study, the meth-

odology outlined by the standard underestimates 

effective noise level and highlights a difference of 

up to 13 dB between the maximum measured re-

sults and the calculated value. 

3.3 Third Case Study  

The third acoustic survey has been performed in-

side a sensitive receptor that is 250 m distant from 

the wind towers. With wind towers provided with 

1.0 MW power supply. A South-West wind direc-

tion has been recorded to have a speed of approx-

imately 8-9 m/s. The rotation speed of these blades 

is equal to 15 rpm. The measured equivalent sound 

pressure levels at the receiving positions have been 

summarized in Table 5.  

Table 5 – Measured results related to the third case study 

Activity of 

Wind To-

wers 

Leq (dBA) L95 (dBA) Average wind 

speed (m/s) 

On 45 31 8 - 9 

Off 33 31 8 - 9 

 

Table 5 indicates that when the wind turbine is in 

operation the equivalent sound pressure levels 

measured inside the sensitive receptor is equal to 

LAeq = 45 dB(A), with a difference of 12 dB by con-

sidering the quiet condition (i.e., background noise 

level). Considering the theoretical methodology 

based on ISO 9613 standard, with a distance equal 

to 250 m, the sound attenuation is similar to what 

calculated in equation (4) to be equal to Adiv = 59 

dB(A). The nominal power of this wind turbine is 

1.0 MW, which is equivalent to LW = 104 dB(A). 

Based on these values, the predicted sound pres-

sure level emitted by a wind turbine considered a 

point source in accordance with ISO 9613 is given 

in equation (6). 

 

         (6) 

 

By applying a further attenuation for the open 

window equal to 4 dB, the predicted noise levels is 

Lp = 41 dB(A). Similarly, this third case study high-

lights an underestimation of the predicted calcula-
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tions of 4 dB compared to the measured value. 

3.4 Fourth Case Study 

The fourth acoustic survey has been performed 

inside the nearest sensitive receptor located 200 m 

from the wind farm. With wind towers provided 

with 1.0 MW power supply. The North wind direc-

tion has been recorded to have a speed equal to 15 

m/s. The rotation speed for this wind turbines is 

equal to 15 rpm. The acoustic measurements were 

performed by placing the microphone in a room 

facing the wind turbines, with the window open. 

The measured equivalent sound pressure levels at 

the receiving positions have been summarized in 

Table 6 (Berardi et al., 2020). 

Table 6 – Measured results related to the fourth case study 

Activity of 

Wind To-

wers 

Leq (dBA) L95 (dBA) Average wind 

speed (m/s) 

On 52 49 15 

Off 44 40 15 

 

Table 6 indicates that when the wind turbine is in 

operation the equivalent sound pressure levels 

measured inside the sensitive receptor is equal to 

LAeq = 52 dB(A), with a difference of 8 dB by con-

sidering the quiet condition (i.e., background noise 

level). Considering the theoretical methodology 

based on ISO 9613 standard, with a distance equal 

to 200 m, the sound attenuation expressed in equa-

tion (7) is given as follows. 

 

          (7) 

 

Having a nominal power of 1.0 MW, which is 

equivalent to LW = 104 dB(A) the predicted noise 

levels based on theoretical concepts is given in 

equation (8).  

 

                   (8) 

 

With the open window attenuation, the final pre-

dicted noise level emitted by the wind turbine is 

equal to Lp = 43 dB(A). On this basis, it has been 

demonstrated that a difference of 9 dB has been 

found between measured and estimated values. 

3.5 Fifth Case Study 

The fifth acoustic survey has been performed in-

side the nearest sensitive receptor located 450 m 

from the wind farm. With wind towers provided 

with 1.0 MW power supply. The North wind direc-

tion has been recorded to have a speed around 6-8 

m/s. The rotation speed of the blades is equal to 11 

rpm. The acoustic measurements were performed 

by placing the microphone in a room facing the 

wind turbines, with the window open. The meas-

ured equivalent sound pressure levels at the re-

ceiving positions have been summarized in Ta-

ble 7. 

Table 7 – Measured results related to the fourth case study 

Activity of 

Wind To-

wers 

Leq (dBA) L95 (dBA) Average wind 

speed (m/s) 

On 40 37 6 - 8 

Off 35 31 6 - 8 

 

Table 7 indicates that when the wind turbine is in 

operation the equivalent sound pressure levels 

measured inside the sensitive receptor is equal to 

LAeq = 40 dB(A), with a difference of 5 dB by con-

sidering the background noise level. Considering 

the theoretical methodology based on ISO 9613 

standard, with a distance equal to 450 m, the sound 

attenuation expressed in equation (9) is given as 

follows. 

 

          (9) 

 

Given the nominal power produced by the sound 

source equal to LW = 104 dB(A) the theoretical 

sound pressure level emitted by a wind turbine 

according to ISO 9613 is summarised in equation 

(10). 

 

           (10) 

 

With the additional open window attenuation, the 
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final predicted noise level emitted by the wind 

turbine is equal to Lp = 36 dB(A). On this basis, it 

has been demonstrated that a difference of 4 dB has 

been found between measured and estimated val-

ues. 

4. Discussion 

Different campaigns of measurements have been 

carried out inside sensitive receptors near to the 

wind farms. The nominal power of the wind tur-

bine varied from 60 kW, 1.0 MW to 3.0 MW. The 

surveys were carried out in rooms having similar 

volume size and with the window open, with  the 

microphone  directly facing the sound sources. 

This paper has demonstrated that the difference 

between measured results and predicted values 

calculated in accordance with ISO 9613 is con-

sistent, to be up to 13 dB. From the five case studies 

it has been shown how the predicted values are 

lower than the measured results therefore underes-

timating the effective impact that the wind farms 

have on the sensitive receptors. The effects of the 

disturbance due to the noise perceived inside the 

houses is a function of the difference in the noise 

level measured when the wind turbine is off or in 

operation. If from the analysis of the acoustic 

measurements between the sound source switched 

off or in operation, a difference is detected then we 

are in the presence of a disturbing noise, that is 

generates annoyance. It may happen that for wind 

speeds above 15 m/s the wind noise covers the 

noise emitted by the wind turbines, in this condi-

tion the noise emitted by the wind turbines is not 

perceived by the people living inside the houses, 

but this is a condition limit that happens a few 

times. 

5. Conclusions 

The theoretical assessment of the noise propaga-

tion from wind turbines in operation has been per-

formed in accordance with the ISO 9613 standard 

requirements. The predictions are based on the 

simulation of a wind turbine as a point source and 

on the open window attenuation. The variety of 

case studies, characterised by different distance 

between source and receiver, has demonstrated 

that the predictions underestimate the effective 

noise levels of the wind farms as they have been 

measured on site. One of the main factors that the 

regulation shall take into account is the wear of the 

rotating elements that is cause of an increase of 

noise levels compared to the initial assessment 

carried out in laboratory conditions, before the 

wind farms are installed. This outcome highlights 

the limits of the existing regulation (ISO 9613) that 

shall be implemented with further considerations 

in order to produce results to be close to the acous-

tic measurements. 
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Abstract 

In this paper, the efficient use of a building-plant system 

in terms of thermal comfort conditions for a real confer-

ence room was verified in the summer by its digital twin. 

A DesignBuilder model was calibrated by experimental 

data concerning the indoor air temperature, average ra-

diant temperature, relative humidity and CO2 concentra-

tion. Different situations for people's well-being were 

studied by varying emitter typology, control strategies, 

subjective parameters and internal loads. The EMS tool 

was used to simulate high-level control strategies. It was 

found that radiant ceilings in continuous operation could 

promote situations of undercooling, whereas a predicted 

plant operation is appropriate with intermittent function-

ing. People’s metabolism affects comfort conditions more 

than internal loads, determining an increase of about 3 

degrees in indoor air and mean radiant temperature. Inlet 

temperature variations in fan coils modify comfort condi-

tions marginally. However, these emitters interact worse 

with internal loads than radiant ceilings. Aside from the 

Fanger PMV, discomfort indices following EN 15251 

were also evaluated. However, in prevision of the im-

plementation of predictive control strategies, the degree 

hour approach is not recommended because it does not 

consider clothing resistance properly. 

1. Introduction

Recent studies confirm how the implications of 

thermal comfort in human activities are increasing-

ly relevant, from energy management to ensuring 

energy efficiency, up to contexts linked to envi-

ronmental impact and economy (Abdelrahman et 

al., 2022). People, indeed, spend up to 90 % of their 

lives in buildings, therefore proper management of 

indoor spaces is required, also to have a positive 

impact on people’s productivity (Asadi et al., 

2017). Recently, targeted investigations have 

shown that, beyond the subjective parameters in-

volved in ISO 7730, a sort of dependence on gen-

der, age, lighting, CO2 concentration and noise 

occurs (Crosby & Rysanek, 2021). How-ever, also 

the more updated thermal comfort models produce 

accuracy in results of less than 33 % when com-

pared with measured data (Li et al., 2018). In the 

light of this, the procedures based on the develop-

ment of a tuned digital twin of the building plant 

systems could improve the reliability of the result. 

Moreover, predictive control strategies can be de-

veloped to attain simultaneously well-being and 

energy savings when significant parameters 

change dynamically. Despite the elevated poten-

tial, also to favor the intuitive visualizations of the 

monitored data in appropriate dashboards, digital 

twins have rarely been studied for thermal comfort 

evaluation. A vector-based spatial model, called 

Build2Vec, for predicting spatial-temporal occu-

pants’ indoor environmental preferences was stud-

ied in (Abdelrahman et al., 2022), showing a 14 %–

28 % accuracy improvement. In (Zhang et al., 2022) 

a web-based digital twin platform combined with 

IoT allowed real-time control of the relative hu-

midity level of underground heritage sites to pro-

mote preservation to be achieved. A system archi-

tecture for the live PMV/PPD calculation based on 

ASHRAE 55 and enrichment of BIM-based repre-

sentations of building spaces in virtual reality envi-

ronments, with live IoT-enabled monitoring data, 

was proposed in (Shahinmoghadam et al., 2021). In 

this paper, referring to a real conference room lo-
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cated at the University of Calabria, experimental 

data of indoor air temperature, relative humidity, 

CO2 concentration and mean radiant temperature 

were used to calibrate the digital twin developed in 

the DesignBuilder environment (DesignBuilder 

Software Ltd, 2018), a user interface based on an 

EnergyPlus engine (Berkeley et al., 2019). In this 

study, the model was employed to determine the 

influence of different parameters on thermal com-

fort indices. This work is targeted for the succes-

sive implementation of predictive control strategies 

that assure appropriate thermal comfort conditions 

in transient regimes. So, the real-time monitoring 

associated with IoT will be able to intervene by 

apposite actuators in order to maintain comfort 

indices within a suitable range. 

2. Materials and Methods 

Indoor microclimatic measurements were carried 

out from 11 on 19 July 2019 to 11 on 22 July 2019 

using the BABUC control unit (LSI - Babuc System, 

2022). The aim was to obtain experimental data 

necessary for validating a dynamic model in 

DesignBuilder and then proceed to further para-

metric analyses. In Figure 1, the conference room 

monitored is shown in blue. The variables strictly 

related to people, such as metabolism and clothing 

thermal resistance, were changed related to the 

different seasons following UNI EN ISO 9920 (Ital-

ian Unification Institution, 2009). Environmental 

parameters refer to the UNI EN ISO 7726 (Italian 

Unification Institution, 2001). 

2.1 The Building-Plant System   

The experimental site is located at the University of 

Calabria (Southern Italy, 39°19'58"80N -

16°11'6"72 E) with typical Mediterranean climatic 

conditions, defined as subtype CSa following the 

Köppen climate classification (Peel et al., 2007). 

 

Fig. 1 – Ground floor plane and highlighted monitored area 

Table 1 – Layers of the vertical walls 

Table 2 – Layers of the ground floor 

Table 3 – Layers of the ceiling deck 

The structure is made of reinforced concrete with 

transparent surfaces located in the South and 

North. Stratigraphies of vertical and horizontal 

opaque walls are listed from Tab. 1 to Tab. 3 with 

thickness (T), Thermal conductivity (TC), Specific 

heat (SH) and density (D), all derived from materi-

al datasheets. 

Highly efficient technological solutions were im-

plemented inside the building, with a control sys-

tem capable of optimizing renewable energy re-

sources. Two air-water heat pumps in master/slave 

functioning with a rated thermal power of 5 kW 

and cooling capacity of 3.8 kW each, connected 

with a 4 kWp PV generator, provided heating and 

cooling by an 800-litre storage tank, configured as 

a sui-generis electrical storage system to manage 

PV surpluses. A cogenerative biomass boiler with a 

Stirling engine (14 kW of thermal power, 1 kW of 

electric load) was used as an integration system. 

Emitters consisted of radiant ceilings in mineral 

fibre, thermally decoupled from the structure, in-

stalled in a false ceiling, with an active radiant sur-

face of 124.8 m² distributed in eight independent 

sectors (see Fig. 1). The main novelty lay in the 

Layer 
T 

[m] 

TC 

[W m-1 K-1] 

SH 

[J kg-1 K-1] 

D 

[kg m-3] 

Plaster 0.02 0.900 800 1400 

Hollow 

brick 
0.30 0.157 1000 1250 

Plaster 0.02 0.900 800 1400 

Layer 
T 

[m] 

TC 

[W m-1 K-1] 

SH 

[J kg-1 K-1] 

D 

[kg m-3] 

Tiles 0.005 1 1000 2000 

Light concr. 0.050 2 800 900 

EPS 0.090 0.035 800 55 

Stru. element 0.140 2. 2 1000 2600 

Layer 
T 

[m] 

TC 

[W m-1 K-1] 

SH 

[J kg-1 K-1] 

D 

[kg m-3] 

Tiles 0.005 1 1000 2000 

Light concr. 0.050 2 800 900 

EPS 0.090 0.035 800 55 

Stru. element 0.140 2. 2 1000 2600 

Plaster 0.020 0.9 800 1400 
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management of the experimental set-up: while in-

tegrating different systems and devices, the system 

carries out checks on a single decision-making lev-

el to rationalize and manage resources in the best 

possible way by creating an electrical island grid-

independent. 

2.2 Measurement System 

The BABUC instrument line consists of an assem-

bly of instruments, sensors, accessories and soft-

ware programs for acquisition, display, storage 

and processing purposes. Different sensors adopt-

ing different physical principles can be connected 

simultaneously to BABUC, and those employed are 

listed in Tab. 4. All the probes were positioned in 

the centre of the conference room. 

2.3 Simulation Model 

DesignBuilder is based on an EnergyPlus calcula-

tion engine and allows for managing the degree of 

detail with which it intends to set envelope and 

technological aspects, internal loads, occupancy 

scenarios, clothing and others.  

Climatic data were provided by an *.epw file on an 

hourly basis using the real values acquired by the 

weather stations located at the University of Ca-

labria (external air temperature, relative humidity, 

atmospheric pressure, global horizontal irradia-

tion, beam and diffuse components). Schedules 

were set for light activity with a metabolism of 1.2 

met and a summer clothing factor of 0.5 clo. Air 

infiltration was set following EN 12831 and it was 

evaluated as a discriminating element for the cali-

bration of the model. On the other hand, natural 

ventilation was neglected. 

Table 4 – Probes employed for room monitoring 

Code Probe Measured parameter 

BSU102 Psychrometer 

Dry bulb temperature (°C) 

Wet Bulb Temperature (°C) 

Relative Humidity (%) 

Dew point temperature (°C) 

Enthalpy (J) 

BST131 
Globe Ther-

mometer 

Globe temperature (°C) 

Mean radiant temperature (°C) 

BSO103.1 CO2 sensor CO2 concentration (ppm) 

BSR001 Lux meter Illuminance (lux) 

 

Fig. 2 – Reference building model in DesignBuilder 

 

 

 

 

 

Fig. 3 – Scheme of operation of an EMS control 

The HVAC system assumed an ideal setting with 

unlimited power to attain a setpoint of 22 °C. An 

EMS (Energy Management System) was employed 

to carry out an advanced control of the CO2 con-

centration. This tool is one of the high-level control 

methods available in EnergyPlus. An EMS script 

can access a wide variety of “sensor” data to direct 

various types of control actions. The EMS uses the 

concept of sensors to obtain information from 

elsewhere to use in control calculations. Actuators 

determine changes in the model and these com-

mands will be used in future studies for the evolu-

tion of the model and for the control of air flows to 

control CO2 levels by adding control logic follow-

ing the scheme of Fig. 3 

3. Results 

3.1 Experimental Data and Validation 

The microclimatic surveys for the validation of the 

model were carried out considering the presence of 

nine people on 19 July from 14:00 to 18:30 and on 

20 July from 9:00 to 14:00, following the real occu-

pation profile. Calibration was carried out by con-

sidering closed windows and non-activated shad-

ing devices. In order to tune the results, in the 

model the specific heat and the density of the lay-

ers (from Tab. 1 to Tab. 3), the infiltration flow rate 

and the optical properties of the transparent sur-

faces were varied. After a fair number of attempts, 

the temperature profiles of the indoor air matched, 
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with a slight temporal shift between the experi-

mental and modeled trends (imperfect tuning of 

the building thermal mass), as depicted in Fig. 4. 

This aspect is more evident with the indoor mean 

radiant temperature (Fig. 6). Instruments do not 

record variations of the relative humidity in the 

presence of occupants, while the simulation returns 

a sudden increase (Fig. 5). It can be assumed that 

real ventilation produces a considerable lowering 

of humidity ratio in the indoor environment, with-

out affecting the indoor relative humidity. A good 

match can be observed also for the CO2 concentra-

tion (Fig. 7). Validation was analytically confirmed 

by statistical indices: mean square error (RMSE), 

mean bias error (MBE) and correlation factor “r”, 

listed in Tab. 5. It can be appreciated, as tempera-

ture and CO2 concentration are met quite well; rel-

ative humidity is slightly underestimated, as indi-

cated by the negative MBE value. 
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Fig. 4 – Experimental and modeled indoor air temperature  
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Fig. 5 – Experimental and modeled indoor relative humidity  

Table 5 – Some statistical indices for the validation procedure 

 RMSE r MBE 

Indoor air temperature 0.37 0.8 0.00004 

Relative humidity 6.61 0.41 -0.00068 

Mean radiant temperature 0.48 0.66 0.00014 

CO2 272.17 0.92 -0.00170 
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Fig. 6 – Experimental and modeled mean radiant temperature  
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Fig. 7 – Experimental and modeled indoor CO2 concentration  

3.2 Thermal Comfort Evaluation 

After validation, the model results were used to 

proceed with parametric studies for thermal com-

fort evaluation inside the conference room. Initial-

ly, the use of fan-coils and radiant ceilings (both 

installed in the conference room, with fan-coils 

provided mainly for dehumidification purposes) 

and the variation of the inlet temperature was con-

sidered by referring to the whole month of July 

and 9 to 18 users from Monday to Friday (with an 

hour and a half of lunch break from 13:00 to 14:30). 

Lightings (dimming LED system with 5 W of elec-

tric power each) were scheduled with the same 

profile relating to user presence. The cases listed in 

Tab. 6 were considered. 
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Table 6 – Cases considered for the thermal comfort evaluation  

 

Regarding the plant operation, two modes were 

envisaged: the first follows the occupation profile 

starting one hour earlier. The second mode pro-

vides continuous functioning for weekdays to 

overcome the issues related to the inertia of the 

radiant ceilings. The Fanger PMV, the Pierce PMV 

SET, the PMV ET and the operative temperature, as 

described in the EN 15251 standard, were deter-

mined. For the latter, assuming a category II, an 

operative temperature range is recommended in 

summer at 23 ÷ 26 °C. The Degree Hours criterion, 

which defines the time during which the operative 

temperature exceeds the comfort range by the 

weight factor wf, was also calculated. It can be no-

ticed that a continuous functioning regime of radi-

ant ceilings allows for the best result (-

5.03 °C/month), followed by the intermittent func-

tioning (+119.4 °C/month), whereas fan-coils al-

ways involve a worsening of the operative temper-

ature due to the prevalent convective exchange 

inside the indoor environment (422.11 and 

324.08 °C/month, respectively, for Cases 3 and 4). 

The daily average comfort indexes obtained by 

DesignBuilder confirmed Case 2 as the situation 

that allows for achieving values falling within the 

comfort range with the greatest frequency, while 

fan coils produce marked overheating conditions. 
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Fig. 8 – Operative temperature in July for the cases considered 

Case 2 often guarantees thermal neutrality, but 

sometimes also a slight undercooling, confirmed 

both by the wf index and by the Fanger PMV, 

whereas the other indices denote a position closer 

to a slightly warm condition. In Case 1, a slight 

overheating is detected, meaning that a proper 

activation in advance is needed to attain adequate 

comfort. Fan coils supplied at 7 °C guarantee better 

comfort conditions than Case 4. However, similar 

comfort indices were obtained, meaning that the 

inlet temperature is not suitable for regulating 

thermal comfort when these emitters are em-

ployed. 

3.3 Parametric Studies 

For cases 1, 2 and 4, the role of some parameters on 

the thermal comfort conditions was evaluated. 

Case 3 was not considered because it produced the 

worst scenario. The situation VAR1 involves an 

increase of internal loads by adding 10 computers 

supplying 100 Watts each of sensible load. VAR2, 

instead, considers an increase in 10 people sup-

pling 2 met, whereas in VAR3, a change in clothing 

insulation to 0.72 clo was implemented. Table 7 

highlights how the three situations affect the oper-

ative temperature values in Case 1. An evident 

similarity was detected between the base case and 

VAR 3, because the indoor air and the mean radi-

ant temperature are the same by changing the 

clothing thermal resistance. Conversely, a consid-

erable increase was observed in VAR 1 and VAR 2. 

In particular, 10 people suppling 2 met led to an 

indoor air temperature growth of 3.6 °C, and the 

average radiant temperature increased up to 3.4 °C. 

The weight factor wf increases in VAR 1 and VAR 

2, with the latter affecting results more than the 

addition of 10 computers (2 met per person for a 

body area of 1.8 m² corresponds approximately to 

200 W following Dubois). It can be appreciated that 

the mean and maximum temperatures slightly 

vary, the minimum temperature is almost constant, 

whereas the degree hour criterion shows consider-

able worsening with people’s metabolism increase. 

 

 

 

 
Emitter 

Cooling 

time 

Clothing/ 

Metabolism 

Case 1 Radiant ceiling 15 °C 7-18 Mo- Fr 0.5 clo/1.2 me 

Case 2 Radiant ceiling 15 °C 24h Mo- Fr 0.5 clo/1.2 me 

Case 3 Fan coil 15 °C 7-18 Mo- Fr 0.5 clo/1.2 me 

Case 4 Fan coil 7 °C 7-18 Mo- Fr 0.5 clo/1.2 me 
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Table 7 – Operative temperatures with variations in Case1 

Base Case VAR 1 VAR 2 VAR 3 

Mean = 25.4 °C 

Max = 29.8 °C 

Min = 22.8 °C 

wf = 119.4  

°C/month 

Mean = 26 °C 

Max = 30 °C 

Min = 23.4 °C 

wf = 179.43  

°C/month 

Mean = 26.9 °C 

Max = 30.7 °C 

Min = 23.6 °C 

wf = 347.57  

°C/month 

Mean = 25.5 °C 

Max = 29.8 °C 

Min = 22.7 °C 

wf = 119  

°C/month 
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Fig. 9 – Some comfort indices for July 2012, Case 1-base case 
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Fig. 10 – Some comfort indices for July 2012, Case 1-VAR1 

It can be appreciated that, in the base case, the 

mean daily Fanger PMV allows for remaining fre-

quently in the desirable range -0.5/+0.5, whereas 

both Pierce PMV ET and PMV SET produce a situa-

tion with slight overheating. In particular, the lat-

ter are majorly affected by people’s metabolism 

increase, therefore the use of these indices has to be 

evaluated carefully because it is more sensitive 

than Fanger PMV. In accordance with the wf index, 

the PMV also records the greatest discomfort in 

VAR 2. For VAR 3, on the other hand, the PMV 

indices highlight an exceeding of the comfort thres-

hold, nevertheless offering more consistency than 

the wf index. 
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Fig. 11 – Some comfort indices for July 2012, Case 1-VAR2 
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Fig. 12 – Some comfort indices for July 2012, Case 1-VAR3 

Case 2 produces similar results to those obtained 

for case 1. The addition of internal loads and cloth-

ing resistance growth determined a Fanger PMV 

less than 1 with VAR 1 and VAR 3. VAR 2 pro-

duced a slightly warm thermal zone with PMV up 

to 1.5. This result shows that a continuous opera-

tion of the radiant ceiling system can guarantee 

proper thermal comfort conditions when people’s 

activity level is high, so control systems must in-

tervene to limit cooling loads by acting, for in-

stance, on the shading device of the transparent 

surfaces. Furthermore, even in this case, in the sit-

uation of VAR 3, the wf value fails to return the 

discomfort increase. On the other hand, all the in-

dices confirm VAR 2 as the situation that causes 

the greatest discomfort. Nevertheless, the function-

ing of the radiant ceilings 24 hours per workday 

allows for more easily meeting the comfort range 

than an intermittent functioning, but with obvious 

energy repercussions.  

Table 8 – wf index determined with Case 2 in different situations 

Base Case VAR 1 VAR 2 VAR 3 

wf = -5.03 wf = 45.87 wf = 61.94 wf = -5.03 
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Passing to fan-coils (case 4), again operative tem-

peratures remain almost the same with VAR 3. 

Unlike the other two previous cases, VAR 2 pro-

duced a slight increase. Conversely, VAR 1 deter-

mined a significant increase (Figure 13 and Ta-

ble 9). Indeed, PCs were set mainly as a radiative 

load (which in the previous cases is instantaneous-

ly removed from radiant ceilings), whereas metab-

olism is prevalently a convective load. This means 

that fan-coils interact in a worse manner to contrast 

the endogenous loads. Similarly, regarding the wf 

index, the operative temperature increases more 

with the presence of PCs and not with people’s 

metabolism, and, again, the increase in clothing 

resistance does not affect its value.  

Table 9 – Operative temperatures with variations in Case 4 

Base Case VAR 1 VAR 2 VAR 3 

Mean = 27.2 °C 

Max = 31.3 °C 

Min = 24.3 °C 

wf = 324.08  

°C/month 

Mean = 28.8 °C 

Max = 31.8 °C 

Min = 24.7 °C 

wf = 418.45  

°C/month 

Mean =27.5 °C 

Max =31.5 °C 

Min = 24.4 °C 

wf = 331.05  

°C/month 

Mean = 27.2 °C 

Max =31.3 °C 

Min =24.3 °C 

wf = 324.08  

°C/month 

 

As for Case 1, in Figure 14 and Figure 15, the aver-

age daily values concerning the comfort indices are 

displayed for the base case and VAR 1. It can be 

noticed that the variant records significant discom-

fort compared with the base case. In accordance 

with the wf index, the PMV indices record the 

greatest discomfort in VAR 2, even if the PMV is 

more sensitive to the increase in met than the other 

indices. These results are in line with radiant ceil-

ings. However, it is highlighted that thermal com-

fort conditions are more difficult to control in pres-

ence of fan coils. 

4. Conclusions 

Thermal comfort conditions were analyzed by a 

digital twin for a conference room located in South 

Italy. This allows, in successive steps, for the im-

plementation of predictive control strategies to 

apply by IoT for preserving thermal comfort condi-

tions, without exceeding energy consumption, by 

acting on envelope and cooling plant. 
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Fig. 13 – Operative temperatures in Case 4 with variants 
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Fig. 14 – Some comfort indices for July 2012, Case 4-base case 
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Fig. 15 – Some comfort indices for July 2012, Case 4- VAR 1 

A DesignBuilder model was validated by statistical 

indices calculated starting from experimental data 

of the indoor microclimatic parameters. Analyses 

referred to the degree hours criterion (EN 15251) 

and the Fanger and Pierce comfort indices. 

The latter agree with the results of the degree 

hours criterion. However, when clothing resistance 

has to be considered is not indicated. Radiant ceil-

ings in a continuous regime offer more days in 

which the average comfort remains within the 

range of -0.5 and +0.5. Nevertheless, the risk of 

zone undercooling occurs. Intermittent functioning 

produces appreciable comfort conditions only 

when plant activation is planned in advance. In a 

parametric study, the Fanger PMV denoted negli-

gible variations, while, conversely, wider devianc-

es were observed for Pierce PMV ET and PMV SET, 
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which are more sensitive. In particular, with the 

modification of clothing resistance, the degree 

hours criterion fails and only Fanger and Pierce 

comfort indices provide accuracy. In these situa-

tions, the Fanger PMV varies from -0.5 to -0.05 

with intermittent functioning, and from -0.79 to -

0.29 in continuous operation. The same index var-

ies from -0.09 to 0.31, assuming fan coils supplied 

at 15 °C. The variation of the inlet temperature in 

fan coils does not modify the comfort indices no-

ticeably. The variation of internal loads and peo-

ple’s metabolism shows a considerable increase 

both in the wf coefficient and in the other comfort 

indices. The slight undercooling detected by the 

Fanger PMV in the continuous operation of radiant 

ceilings can be easily overcome by increasing in-

ternal gains. The increase in people’s metabolism 

produces overheating both with the Fanger PMV 

and the Pierce PMV. Therefore, the activation of 

solar shadings is recommended. Fan coils are more 

difficult to manage because they are ineffective 

against removing radiative loads instantaneously, 

so a predictive control is highly recommended for 

these emitters. 
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Abstract  

Wood has become an appealing solution in the building 

sector compared with  traditional materials such as stone, 

steel, concrete, and brick for several reasons: it is more 

sustainable, it provides good thermal properties, and 

allows for fast construction processes in dry-assembled 

applications. However, wooden buildings in the Mediter-

ranean area are still not very widespread , mainly due to 

social prejudices about their resistance to seismic events 

and doubts concerning durability and fire resistance. The 

paper focuses on the validation of an energy model of a 

sustainable wooden building that is the prototype of a 

research project aiming at producing advancement in the 

development of residential settlement models with solu-

tions to implement in new single or multi-story build-

ings. The single-family building is located in the province 

of Cosenza (South Italy). The building was equipped 

with a monitoring system for the acquisition of quantities 

of interest for thermal analysis and was subject to an 

experimental campaign conducted in the summer of 

2021. The building was then modeled in the TRNSYS 

environment accounting for the detailed modeling of 

solar radiation. Simulations were performed in free-

floating conditions, allowing the thermal model to be 

validated. Then, further energy simulation allowed an 

evaluation of the thermal performances of  building in 

different Italian localities, allowing the viability of wood-

ed solution in a Mediterranean climate to be demonstrat-

ed. 

1. Introduction  

Sustainability has become a major concern nowa-

days where worldwide policies aim at achieving 

the sustainable development of society, with min-

imal depletion of material and energy (Shushunova 

et al., 2020). The building sector is an important 

field where lots of efforts have been made to re-

duce the energy consumption associated with  an-

nual operation and enhance the sustainability of 

construction (Korol et al., 2018). Wood has been 

used in the past as the main construction element, 

especially in cold climates (Arumägi & Kalamees, 

2014), but then disregarded in favor of materials 

such as steel, concrete, and brick rendered more 

available by the strong industrialization of manu-

facturing. 

Recently, wood has been rediscovered thanks to its 

appealing characteristics (Slávik et al., 2019) since 

it is recyclable, reusable, and naturally renewable. 

Moreover, it has excellent strength-to-weight rati-

os, thermal insulating and acoustical properties 

(Caniato et al., 2022) that make it appropriate for 

different kinds of applications in buildings (As-

drubali et al., 2017). A comparison of the sustaina-

bility impacts of both wood- and concrete-based 

building materials (Žemaitis et al., 2021) shows 

that that glue-laminated timber and sawn timber 

value chains have more positive sustainability im-

pacts, especially when referred to environmental 

indicators. The study also highlighted the socio-

economic advantage of wood, which could increase 

the competitiveness of the regions and contributes 

to their sustainable development. 

Despite the growth and numerous advantages of 

timber construction, the global scale of multi-story 

timber construction is still relatively low (Leskovar 

& Premrov, 2021) compared to reinforced concrete 
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and steel construction. One of the reasons lies in 

the complexity of their design, whereby the archi-

tectural design, the selection of a suitable structural 

system, and the energy efficiency concept heavily 

depend on the specific features of the location, par-

ticularly climate conditions, wind exposure, and 

seismic hazard. An interesting construction solu-

tion combining a timber frame with a precise lay-

out of cross-laminated timber panels for a multi-

story building has been proposed (Bruno et al., 

2019). Such a building was capable of attaining 

both seismic safety and nZEB requirements. 

An experimental research study on a wooden 

frame house was conducted in France to better un-

derstand hygrothermal phenomena, and to allow 

the validation of numerical models for heat, air, 

and moisture transfers in wooden frame buildings 

(Piot et al., 2011). Another study in France focused 

on the desorption and adsorption behavior of exot-

ic wood, then modeled heat and mass transfer 

through a wooden wall (Simo-Tagne et al., 2021). 

This paper focuses on the energy performance of a 

single-story wooden building in the Mediterranean 

area. The prototype was built as part of a research 

project aiming at producing advancement in the 

development of residential settlement models. A 

monitoring campaign was conducted in the sum-

mer and the thermal model developed in TRNSYS 

environment was validated thanks to the experi-

mental data. Finally, a series of simulations 

showed the thermal behavior and winter and 

summer energy consumption of the proposed 

building in different Italian localities. 

2. Methodology 

2.1 The Building Prototype 

The demonstrator is a single-family building, clas-

sified as a single-story /insulated house, located in 

Zumpano, a town in the province of Cosenza 

(South Italy), in the climatic zone D with 1647 de-

gree-days. The building is the output of a regional 

research project and has a gross surface area of 96 

m2 including the patios on the main front and back, 

and an inter-floor height of 2.70 m. The building 

presents a platform frame constructive system. 

The project aims at proposing innovative modular 

solutions for buildings that can be easily assembled 

and disassembled providing flexibility in the crea-

tion of new spaces, and with the use of sustainable 

materials for their construction. 

 

 

Fig. 1 – Prototype building of the project Sweethome 

The massive employment of wood confers charac-

teristics of celerity of construction and ultimately 

pushes toward the development of a local produc-

tion chain of wooden elements, given the abun-

dance of woods in the Calabria. The thermal prop-

erties of the layers of the vertical opaque elements 

are reported in Table 1. 

Table 1 – Thermal properties and layers of the opaque vertical 

envelope 

Material 
S  

[cm] 

λ 

 [W m-1 K-1] 

ρ 
[kg m-3] 

cp  

[kJ kg-1 K-1] 

Rock Wool 5 0.035 78 1.03 

OSB panel 1.5 0.130 650 1.7 

Wood beams 

+Mineral wool 
12 0.192* 105 1.3 

OSB panel 1.5 0.130 650 1.7 

Air 5 0.28 1.23 1 

OSB panel 1.5 0.130 650 1.7 

Plasterboard 

panel 
1.2 0.210 816 1 

* equivalent thermal conductivity 

 

The resultant thermal transmittance is 0.23 W/(m2 

K), due to the high presence of thermal insulation. 

The wall facing North presents an additional layer 

of fir wood, mainly for aesthetic appearance. The 

ground floor has 6 cm of EPS insulation, reaching 

an overall U-value of 0.24 W m-2 K-1. The roof cover 

has the same value. 
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Different types of windows were employed in the 

prototype. In the main room, the East façade has a 

double-glazed window with lamellar chestnut 

frames and a U-value of 1.73 W m-2 K-1, whereas the 

North and South façades have a glazed window 

with PVC frame with a U-value of 1.47 W m-2 K-1 

and 1.68 W m-2 K-1, respectively. 

2.2 The Experimental Campaign  

In order to assess the thermal performance of the 

proposed solution, a monitoring campaign was 

performed in the summer of the year 2021. Several 

thermo-hygrometric quantities have been moni-

tored with the help of a conspicuous number of 

sensors and probes. In particular, only the central 

room of the building was monitored, since it has 

the largest area, and is the most  representative 

space of the house. 

Data logger M-log from LSI LASTEM was placed 

in the middle of the room to measure: 

- Air temperature 

- Relative humidity 

- Air velocity 

- Wet-bulb temperature 

- Mean radiant temperature 

The psychrometer measures the dry bulb tempera-

ture with a Pt100 class 1/3 and an accuracy of 

0.10 °C at 0 °C. The relative humidity is measured 

with an accuracy of 2 %. 

Furthermore, a series of Resistance Thermal Detec-

tors were placed in correspondence with each 

opaque and glazed surface to measure the internal 

surface temperature of each wall and window. In 

particular, 4-wire Pt100 sensors class 1/3 with an 

accuracy of 0.10 °C at 0 °C were employed. Such 

data were acquired by a datalogger Hioki LR8400-

20. 

 

 

Fig. 2 – Sensors and instruments installed in the central room of 

the building prototype 

A further thermohygrometer DELTAOHM 

HD2101.2 was placed outdoors behind the main 

entrance, covered by the external patio to avoid  

direct exposition to solar radiation, to measure 

external temperature and relative humidity. The 

probe used is the HP474AC R with an accuracy of 

±1.5 % (0…90 % RH) for relative humidity and ± 

0.3 °C for temperature. The datalogger has an in-

ternal memory allowing the storage of data that 

can be successively downloaded to a pc. 

2.3 The Simulation Model 

The simulation model of the building prototype 

was developed in a TRNSYS 18 environment. This  

well-known software allows for dynamic energy 

simulation of buildings and energy systems in gen-

eral. The 3D model of the building was realized in 

Sketchup with the TRNSYS 3D plug-in allowing for 

a detailed geometry representation. To increase the 

accuracy of the model and account for the effect of 

shadings and overhangs, the detailed model for 

beam radiation and diffuse radiation was set for 

calculation in TRNBUILD. Likewise, a detailed 

approach was chosen for the longwave radiation 

exchange. Internal and external heat transfer coef-

ficients were set to 11 kJ h-1 m-2 K-1 and 64 kJ h-1 m-2 

K-1 respectively. The solar absorption coefficient 

was set to 0.14 for external white surfaces and 0.75 

for the north one with a wooden finish. For win-

dows, the g value was assumed to be 0.62 for the 

window on the north façade and 0.66 for all other 

windows. 

Since during the monitoring campaign there were 
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no internal loads in the building, the thermal gains 

were set to 0. 

Furthermore, because of the careful construction of 

the building with a high degree of air tightness, it 

was possible to exclude infiltration through the 

envelope.  

Type 9 was used to provide hourly data on solar 

radiation, dry bulb temperature, and relative hu-

midity. Type 16g was then used to evaluate irradia-

tion on different tilted surfaces; Type 69b and 33e 

were used to evaluate the sky temperature and 

finally Type 77 provided the ground temperature 

at different depths.  

3. Results and Discussion 

The validation of the model was performed with 

data acquired from 01/06/2021 to 16/06/2021 when 

the building was operating in a free-floating re-

gime. The main quantity considered for validation 

was the internal air temperature of the zone. The 

values of simulated and measured temperature are 

reported in Fig. 3. 
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Fig. 3 – Trends of simulated and experimental internal air tem-

perature in the free-floating regime for the period 01/06/2021 – 

16/06/2021 

The model showed an excellent capability for  pre-

dicting the internal air temperature variations. 

Some differences can be observed in the central 

days of Fig. 3, which are mainly attributed to un-

certainty in the values of solar radiation employed 

for simulation and because of some deviances in 

the prediction of the temperature of some internal 

surfaces. Overall, the performance was fairly satis-

factory, with an average difference between pre-

dicted and measured temperatures of -0.74 °C. The 

results are further confirmed by Fig. 4, which re-

ports the simulated versus the measured tempera-

ture. As  can be observed, the data are well aligned 

along the bisector and a global correlation coeffi-

cient R2 of 0.9683 can be obtained. 
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Fig. 4 – Simulated versus experimental internal air temperature in 

the period 01/06/2021 – 16/06/2021 

3.1 Thermal Performance of the  

Prototype Building 

In order to obtain more detailed information on the 

energy performance of the prototype building in 

different climatic conditions, a series of subsequent 

simulations have been performed. To describe 

more realistically the operation of the building, 

internal gain according to the Italian reference UNI 

EN TS 11300 was defined and set in the building 

model. In particular, for the main room of the 

building, a daily profile as in Fig. 5 was defined, 

with  a maximum load of 20 W m-2. 

 

 

Fig. 5 – Internal gain profile for the main room of the building 

Simulations were then performed in different 

Italian cities, each one representative of a different 

climatic zone. The heating setpoint temperature 

was set to 20 °C, whereas the cooling one was set to 

26 °C.  

In the warm locality of Palermo, with an average 

yearly temperature of 18.60 °C and  global solar 

horizontal radiation of 1662 kWh m-2, the results 

are reported in Fig. 6. 
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Fig. 6 – Heating and cooling load for the locality of Palermo 

The annual energy consumption amounts to 668 

kWh for heating and 514 kWh for cooling. 

In the milder location of Rome with an average 

yearly temperature of 15.5 °C and a global solar 

horizontal radiation of 1559 kWh m-2, the results 

are reported in Fig. 7. 
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Fig. 7 – Heating and cooling load for the locality of Rome 

The annual energy consumption amounts to 

1430 kWh for heating and 270 kWh for cooling. 

In the colder locality of Bolzano with an average 

yearly temperature of 12.1 °C and a global solar 

horizontal radiation of 1250 kWh m-2, the results 

are reported in Fig. 8. 
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Fig. 8 – Heating and cooling load for the locality of Bolzano 

The annual energy consumption amounts to 

2563 kWh for heating and 178 kWh for cooling. 

4. Conclusion 

Recently, the use of wood in building construction 

has increased noticeably since it is recognized that 

wood is an environmentally friendly material and 

can contribute to the achievement of sustainable 

development goals. However, the rate of these con-

struction solutions is still low compared to rein-

forced concrete and steel constructions, mainly 

because the selection of a suitable structural system 

and the energy efficiency strongly depend on the 

specific location and in particular climate condi-

tions and seismic hazards. The paper presents the 

validation of the energy model of a single-storey 

wooden building in the Mediterranean area. The 

building was equipped with a complete monitor-

ing and data acquisition system, and an experi-

mental campaign was conducted in the summer of 

2021. The energy model of the building was devel-

oped in TRNSYS environment and was validated 

thanks to the experimental data acquired. With 

reference to the internal air temperature of the 

main room of the building, a correlation index R2 

of 0.9683 was obtained for a simulation period of 

17 consecutive days. 

Then the model was employed to evaluate the en-

ergy consumption of the building in winter and 

summer conditions in different climatic localities in 

Italy.  

The results showed the limited energy needs of the 

building. Heating requirements ranged from 

668 kWh in Palermo to 2563 kWh in Bolzano. In the 

same two cities, the cooling requirements amount-

ed to 514 kWh and 178 kWh 
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Abstract 

The development of the electric power grid addresses   

the needs deriving from the growing use of renewable 

sources and from the dispatching flexibility required by 

mobility electrification. New infrastructures to control 

the grid parameters and configuration are also being 

installed in the urban environment, and the relative 

equipment must generally be enclosed in technical rooms 

to prevent unauthorised access. Such enclosures must 

fulfil two conflicting requirements: on the one hand, they 

must be closed enough to reduce the potentially disturb-

ing noise emitted by the inner equipment, and, on the 

other hand, they must feature openings for natural venti-

lation, as high-voltage elements may get damaged due to 

overheating. Therefore, cooling and sound insulation 

aspects must be properly integrated during the design 

phase, keeping an eye on other potential issues, such as 

condensation. This paper presents a possible strategy of 

dual acoustic and thermal simulation applied to the de-

sign of a new high-voltage control system that allows the 

expensive technical equipment to be safeguarded while 

reducing the risk of noise annoyance. 

1. Introduction 

As detailed in the Electricity Ten Year Statement 

(Leslie, 2021), with the growing requirement of 

having smart electric distribution grids capable of 

adapting to the different needs of the users, trans-

mission system operators (TSO) are developing 

new solutions with the aim of achieving a remotely 

operated fast re-configuration of the power grid 

(Chen et al., 2016). The expansion of green power 

and the refurbishment of old plants able to with-

stand the shortage of natural gas have shown the 

importance of voltage regulation and reactive 

power compensation (Leborgne & Stypulkowski, 

2017). This situation overlaps with the increasing 

demand for electricity due to the development of 

electric vehicles and the ever-growing expansion of 

air conditioning systems. The need for having a 

flexible distribution network is even more im-

portant in the light of the recent developments re-

lated to the international situation. 

In many cases, the devices used to re-configure or 

control the power grid are better integrated into 

the distribution system if they are placed close to 

the users, and then in the proximity of residential 

areas (Cohen et al., 2014). Since these devices are 

based on mechanisms that, under certain circum-

stances, can produce noise (Piana et al., 2018), it is 

important to control the sound emitted by the in-

stallations. For TSO it is not possible to decrease 

the noise emissions through a better design of the 

source itself. The next step is to work on the struc-

tures through the implementation of sound insulat-

ing shelters containing the noise sources and the 

related control systems. One drawback of this type 

of solution is that, in order to avoid damage due to 

overheating, the thermal power generated by the 

current flowing through the conductors must be 

properly dissipated. A sensible solution to avoid 

adding further noise sources is the use of natural 

ventilation (Izadyar et al., 2020). If the shelter is 

properly designed, the ventilation openings will be 

responsible for the main noise contributions in the 

surroundings.  

These must be large enough to allow a certain air 

mass flow and, at the same time, small enough to 
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prevent noise  spreading in the neighborhood. For 

this reason, an accurate thermal and acoustic de-

sign of the shelter is necessary. The goal of the pre-

sent article is to give the reader an idea of the pro-

cedure that can be adopted to design the openings 

necessary to guarantee a sufficient degree of cool-

ing to the high-voltage-control equipment con-

tained in the enclosure, assuring, at the same time, 

that the noise produced by the devices is compati-

ble with the limits applied to very quiet areas. The 

amount of heat dissipated by the openings can be 

improved by using conductive materials (Neri & 

Pilotelli, 2019; Neri et al., 2020). 

The study will be carried out through two different 

types of simulation software: the first one to pre-

dict the indoor thermal conditions and the second 

one to assess the acoustic impact of the installation.  

The structure of the article is as follows. Section 2 

briefly gives the geometric, thermal, and acoustic 

parameters needed for the simulations. Section 3 

describes the thermal model implemented in Ener-

gyPlus. In Section, 4 the outcomes of the thermal 

simulations in terms of opening dimensions will be 

used to assess the sound pressure level distribution 

around the shelter using Ramsete. Finally, Section 

5 will draw the conclusions. 

2. Materials and Methods 

The shelter considered in the present study con-

sists of a single volume having dimensions 7 x 7 x 

6 m3. The size has been specifically chosen by the 

TSO research and development team so that it can 

contain all the devices needed to implement the 

remotely controlled system and all the related aux-

iliary components, maintaining at the same time a 

suitable occupation of public land. Due to safety 

reasons, the main volume must be kept apart from 

undesired accesses of people and animals. For this 

reason, the walls and the roof must be made of 

solid materials. Moreover, the structures must be 

strong enough to withstand natural events (wind, 

rain, and snow). For aesthetic reasons, the main 

volume will be enclosed in a buffer of panels acting 

as a second skin with camouflage purposes. If 

properly selected, such panels can also behave as a 

sound barrier. The distance of the second skin from 

the main volume is about 500 mm. After a discus-

sion with the technical team responsible for the 

structural design, it was decided that the panels 

selected for the main structure can be standard 

sound-insulating sandwich panels made of two 

external 1 mm thick steel laminates and a 300 mm 

gap filled with 70 kg/m3 stone wool. The aesthetic 

panels can be selected from a wide range of solu-

tions. For the purposes of the present study, their 

mass per unit area is of importance since they must 

behave as sound barriers. For this reason, it was 

decided that the mass per unit area of such panels 

must be higher than 30 kg/m2. 

The sound source placed inside the shelter is rep-

resented by a set of mechanical switches generating 

impulsive noise (Fig. 1). 

 

 

Fig. 1 – Recording of the pressure signal measured at 2 m distance from the switch 
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The average sound pressure level measured at 2 m 

distance from one of these switches is reported in 

Fig. 2. The overall sound energy level due to the 

single event, according to the international stand-

ard ISO 3744 (ISO, 2010), is equal to 114 dB(A) re 

1pW. It is interesting to note that most of the sound 

pressure level encompasses between 250 Hz and 20 

kHz. This means that, since the sound insulation in 

the low frequency range is usually dominated by 

the mass-per-unit area, the required value of this 

parameter for the panels surrounding the noise 

sources does not need to be extremely high. 

Concerning the thermal simulations, the main pa-

rameter to be considered is the thermal power, 

which needs to be dissipated inside the volume. 

The current generates heat due to the joule effect. 

This contribution can be computed once the electric 

current running through the switching apparatus, 

the length of the conductors and their resistance 

known. From a first evaluation of the current (900 

A) and of the resistance and length of the conduc-

tors, a total thermal power of 4 kW caused by the 

joule effect can be estimated. In addition, the con-

trol and anti-dew systems placed inside the shelter 

add a further 2 kW to the thermal load, bringing 

the total amount of thermal power to be dissipated 

at 6 kW. To prevent damage to the electrical sys-

tems, the average temperature inside the volume 

must be kept below 40 °C. 

 

 

Fig. 2 – Average sound pressure level measured at 2 m distance 

from the switch 

Since the decision was made to use a natural venti-

lation system, the amount of heat dissipated de-

pends on the dimensions of the openings and on 

the external air temperature.  

It is known that a fluid possesses a density which 

decreases with its temperature. If a fluid is less 

dense than the surrounding one, it tends to shift 

upwards, generating a convective motion. The two 

openings of the shelter must be located in such a 

way that the cold air flowing through the inlet is 

heated when passing through the volume. The 

density reduction due to heating generates a 

convective motion towards the higher part of the 

shelter, where the air can exit the volume through 

the outlet. Hence, it is necessary to place the outlet 

in a position which simplifies the discharge of the 

warm air. In the simulations, the inlet and the 

outlet does not have initial mean flow assigned 

and the pressure is assumed to be atmospheric. 

Concerning the walls, they are assumed to be rigid 

but not adiabatic. From this point of view, it is 

important to find suitable materials possessing 

both thermal and acoustic properties, as stated by 

(D’Amore et al., 2020) and (Caniato et al., 2017). 

The region where the shelter is located is very 

important. For the purposes of the present study, 

the thermal simulations were made considering the 

shelter located in Brescia, northern Italy. The 

meteorological data of this location, such as the 

wind speed, the wind direction and the solar gain 

were given as an input to EnergyPlus. 

3. Thermal Simulations 

The thermal simulations were carried out using 

EnergyPlus. A first drawing of the shelter was 

made in Sketchup. After the work of Correia et al. 

(2020), and a section of the openings equal to 3 x 

1 m2 to guarantee at least 20 air volume changes 

each hour was chosen. To exploit the chimney ef-

fect due to the different density of the air inside the 

shelter volume, the two openings (inlet and outlet) 

have a height difference of 4 m. For the purpose of 

properly considering the thermal transmittance of 

the walls, these were virtually assembled in Ener-

gyPlus according to the description given in Sec-

tion 2 and using the characteristics of the materials 

shown in Table 1. 

The total transmittance for the entire envelope of 

the main volume is 0.377 W/(m2 K). 
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Table 1 – Materials used for the walls of the shelter 

Material Thickness 

[mm] 

Density 

[kg/m3] 

Thermal con-

ductivity 

[W/(m K)] 

Steel plate 1 8000 52 

Mineral wool 98 70 0.04 

Steel plate 1 7800 52 

 

The thermal load acting on the shelter can be di-

vided into two contributions: the internal thermal 

load (6 kW distributed on the floor of the main 

volume) and the solar gain. A reasonably accurate 

way of simulating the heat source within the vol-

ume is to let the heat enter the volume through its 

floor. This can be considered a reasonable assump-

tion because the components which dissipate heat 

are located close to the bottom of the shelter. The 

heat source can be assumed to be a uniformly dis-

tributed 122.5 W/m2 heat flux, for a total amount to 

6 kW. 

The solar gain is automatically taken into account 

by EnergyPlus once the location of the construction 

is selected as an input. 

In the case at hand, the shelter is considered as 

being situated in Brescia. In this way, EnergyPlus 

can also consider the average external air tempera-

ture, the solar gain and wind speed/direction. 

These parameters represent the boundary condi-

tions of the simulation. The dataset used encom-

passes a one-year span, so that the outputs can 

cover both winter and summer times. 

EnergyPlus can give a large number of parameters 

as outputs. For the present work, the most interest-

ing ones are the average temperature inside the 

volume, the temperature of the walls and the mass 

flow rate of the air through the openings. Fig. 3 

shows a plot of the mean radiant temperature 

(black line), the mean air temperature inside the 

volume (blue line) and the outdoor air temperature 

(cyan line). In Fig. 4, the mass flow rate of the air 

running through the openings is given. Fig. 3 and 

Fig. 4 are yearly-based plots. They can give a rea-

sonable projection of what happens during one 

“average” year as a function of the meteorological 

conditions and of the solar gain. It is interesting to 

note that such simulations give temperatures that 

are always between -8 °C and 40 °C. This last value 

represents the limit fixed for the overheating pro-

tection of the devices. The natural ventilation of the 

volume is then able to assure that the temperature 

is kept below the limit with a certain safety margin, 

which can be assumed as 4 °C. 

 

 

Fig. 3 – Average temperature of the air inside the technical vol-

ume of the shelter 

 

Fig. 4 – Mass flow rate of the air through the openings 

Of course, the simulation run assuming a certain 

location, thus the results cannot be extended to any 

other possible construction site. The situation can 

be very different in other contexts like, for exam-

ple, southern Italy. In this case, a new thermal sim-

ulation can be easily made using the specific mete-

orological dataset of the location chosen as final 

installation site. In case the proposed dimension of 

the opening is not sufficient, it can be easily in-

creased, or, in extreme cases, a ventilation system 

can be added to ensure proper cooling. In the latter 

case, the noise contribution of the fan must be con-

sidered as an additional contribution to the acous-

tic simulations. 
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4. Acoustic Simulations 

Once the thermal simulation gives feasible results, 

suggesting a reasonable dimension for the open-

ings, it is possible to run the acoustic simulation to 

check the sound pressure level distribution around 

the shelter. The use of acoustic simulation on thin 

structures was already proved to be effective (Ca-

niato et al., 2020). The simulations were carried out 

using Ramsete, a software specifically developed 

for the simulation of the acoustic quality of rooms 

(Tronchin, 2013), which is also capable of perform-

ing the calculation of the noise spreading outdoors 

(Farina, 2000). One of the characteristics of this 

software is that it can take sound absorption, 

sound insulation and the diffraction of the struc-

tures into account. This means that the second skin 

represented by the lightweight panels can be 

properly represented both in terms of its sound 

reduction index and diffraction effect. In this sense, 

the position of the openings is extremely important 

since the effectiveness of a sound barrier depends 

on the additional path of the sound wave com-

pared to the direct path. The inlet is placed close to 

the ground and has an area of 3 x 1 m2. The outlet 

placed on the opposite vertical face of the shelter 

has the same area, and its lower side is at 4 m from 

the ground. The walls of the shelter have the sound 

absorption coefficient and the sound reduction 

index reported in Fig. 5. 

 

 

Fig. 5 – Sound absorption coefficient α and sound reduction index 

R – shelter walls 

The choice of the material for the aesthetic light-

weight panels surrounding the shelter was made 

by architects. The material chosen for these panels 

is Perspex. The sound-absorption coefficient and 

the sound-reduction index of the Perspex panels is 

shown in Fig. 6. 

 

 

Fig. 6 – Sound absorption coefficient α and sound reduction index 

R – aesthetic walls (Perspex glass) 

Fig. 7 shows a 3D sketch of the acoustic model im-

ported in Ramsete. The model can give the sound 

pressure level distribution of the sound emitted by 

the installation as an output. This means that the 

sound pressure level computed by Ramsete repre-

sents only the contribution of the source placed in 

the shelter, without the contribution of the back-

ground noise. According to Italian legislation (Ital-

ian Parliament, 1995), the allowed “Emission Lev-

el” in built-up areas depends on the destination of 

the area itself and on the time of day. Considering 

the daytime (6-22) and the nighttime (22-6), the 

emission level limits are summarized in Table 2. 

Looking at Table 2 and given the intention of in-

stalling the shelter in residential areas, it is sensible 

to design the shelter so that the limits for Class II 

during the nighttime (40 dB(A)) are fulfilled. Since 

the final installation site is not known in advance, 

satisfying the limits for Class I (35 dB(A)) is still a 

goal that, if possible, represents an optimal 

achievement for the project. 

 

 

Fig. 7 – Sketch of the acoustic model 

Fig. 8 and Fig. 9 show the sound pressure level 

computed by Ramsete on a horizontal grid of re-

ceivers placed at 2 m one from the other, at a 

height of 1.5 m from the ground and on the vertical 

mid-section of the shelter, up to a height of 16 m. 

The sound pressure level inside the shelter is very 

high and reaches values close to 97 dB(A).
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Fig. 8 – Sound pressure level distribution around the shelter – site map 

 

Fig. 9 – Sound pressure level distribution around the shelter – vertical section 

Table 2 – Emission level limits 

Area destination 
Daytime  

[dB(A)] 

Nighttime 

[dB(A)] 

I - Sensitive 45 35 

II - Residential  50 40 

III - Mixed  55 45 

IV - Intense activity  60 50 

V - Industrial  65 55 

VI – Excl. industrial  65 65 

It is important to note that, for keeping sound 

pressure level as low as possible, the inner side of 

the shelter walls must feature a certain sound ab-

sorption. From Fig. 9 it can be noted also that the 

sound pressure level in the gap between the shelter 

and the aesthetic panels depends on the position 

considered. If a point in front of the opening placed 

closer to the ground is selected, then the sound 

pressure level is near 76 dB(A), while on the side 

where the opening is at 4 m from the ground the 

sound pressure level is around 72 dB(A). The other 

two sides of the shelter are characterized by sound 

pressure levels around 60 dB(A). The result is that, 
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beyond the aesthetic panel, the sound pressure le-

vel is more than acceptable. 

Looking at the zones characterized by the higher 

sound pressure levels, the values at different dis-

tances are reported in Table 3. 

The sound pressure level values reported in Ta-

ble 3 show that the sound emission of the shelter is 

compatible with the limits of Class I starting from 

10 m from the wall featuring the air outlet, which is 

the one giving the highest sound pressure level 

values. Since it can be expected that no buildings 

can be erected at a distance lower than 30 m from 

the shelter, the result achieved allows full compat-

ibility of the installation with the built environ-

ment also in the case of the class featuring the low-

est emission limits. 

Table 3 – Sound pressure levels at different distances from the 

walls [dB(A)] 

Distance [m] Inlet side Outlet side 

5  30 37 

10 19 26 

20  10 15 

5. Conclusions 

A flexible distribution grid, capable of being con-

figured in real time depending on the needs of the 

customers, is becoming an important point for 

transmission system operators. This capability has 

strong advantages when discontinuous green pow-

er technologies or loads are integrated in the 

transmission line. TERNA Rete Italia is working to 

develop a set of remotely operated systems allow-

ing a fast reconfiguration of the distribution grid.  

Since the devices used for the reconfiguration can 

emit noise and the system is more effective if placed 

in close vicinity of the users, the acoustic compatibil-

ity of this solution with the residential areas is cru-

cial. Nonetheless, assuring acoustic compatibility 

requires the noisy devices to be enclosed in a shelter 

having sufficient sound insulation and, at the same 

time, the capability of allowing a certain cooling of 

the high voltage systems contained in it. 

The present paper presented the thermal and acous-

tic simulations used to verify the compatibility of 

the system with the noise limits proposed by Italian 

legislation for a residential area. The study started 

with the dimensioning of the openings required for 

cooling the shelter volume. To avoid additional 

sound sources, reliance on only natural ventilation 

was chosen. The simulations were carried out using 

EnergyPlus and considering the solar gain as well as 

the temperature distribution outdoors across the 

entire year. As a result, the dimensions and the posi-

tion of the openings required for a proper cooling 

were set. The next step was to check the noise emis-

sion of the entire installation. The sound power level 

of the devices to be placed in the shelter was derived 

from experimental measurements. Using Ramsete 

software and properly selecting the materials for the 

walls and the roof of the shelter, it was possible to 

run the simulations necessary to predict the noise 

emissions. A big advantage derived from the choice 

of the architects to improve the visual impact of the 

installation by placing four “aesthetic walls” around 

the shelter. Such structures, from an acoustic point 

of view, act as noise barriers, shielding the sound 

spreading from the ventilation openings.  

Merging the results of the thermal simulations 

with the results of the acoustic simulations, it was 

possible to predict the full compatibility of the in-

stallation with the limits of Italian legislation for 

residential areas. Moreover, the sound emissions 

are so low that compatibility is assured also for 

sensitive areas featuring the lowest emission limits 

allowed by Italian legislation.  
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Abstract  

Moisture in air is essential for human life. It drives all 

physiological processes and determines occupant well-

ness. As a crucial parameter of Indoor Environmental 

Quality (IEQ), it is regulated by building typology and its 

constituent materials. Besides affecting heating and cool-

ing energy requirements, indoor moisture also determines 

occupants' comfort and health. 

Occupant comfort, commonly referred to as thermal com-

fort, is paramount for building and indoor environment 

design. Currently available building simulation tools ma-

jorly incorporate temperature-related comfort models like 

PMV, PPD, and adaptive thermal models. In conjunction 

with temperature, indoor moisture levels impact occu-

pants' skin-related and respiratory comfort, resulting in 

health issues such as skin irritation, allergies, respiratory 

infections, asthma, etc. Humidity has not been adequately 

dealt with in comfort studies. This study proposes a novel 

computational approach derived from an existing model 

to explain and assess humidity-related comfort in build-

ings. The study also involves real-time monitoring of in-

door-outdoor temperature and humidity and occupant 

comfort-votes.  

The hygroscopic properties of building materials impact 

the regulation of indoor moisture, thereby impacting oc-

cupant comfort and health. This article examines humid-

ity-related comfort aspects between conventional and ver-

nacular building typologies. Results from the simulation 

have been used to explain the comfort votes obtained from 

an on-field survey of occupants. Skin temperature and 

wettedness derived through energy balance between the 

human skin and the indoor air parameters can be used as 

an indicator to assess skin-related comfort in indoor envi-

ronments.       

Comfort is an essential indicator of wellness in an indoor 

environment. Clarity on approaches to evaluate different 

aspects of comfort attributed to building materials is 

crucial for built environment design for occupant well-

ness. Incorporating humidity-associated comfort parame-

ters in building simulation tools could be beneficial in se-

lecting materials for building design to cater to varying 

functionalities and health co-morbidities.   

1. Introduction  

Moisture is omnipresent and fundamental to life. 

The human body comprises 70 % water. Water bal-

ance between the surrounding air and the human 

body is essential for life. Human beings spend 90 % 

of their time indoors. Indoor surfaces (building en-

velope) determine the Indoor Air Quality (IAQ), im-

pacting occupant comfort and health (al Horr et al., 

2016; Petty, 2017). Indoor air is the connecting link 

between the building typology (and materials used) 

and the occupant. Moisture in the air is a critical de-

terminant of IAQ. Indoor air moisture (as affected 

by building typology due to heat and moisture 

transport mechanisms) determines the occupant's 

thermo-physiological balance, thereby determining 

comfort. Unregulated (high/low) moisture is gener-

ally considered detrimental to health. 

Majorly, simulation-based indoor comfort analysis 

accounts for thermal comfort using indices like PDD 

(Predicted Percentage of Dissatisfied) and PMV 

(Predicted Mean Vote). Thermal comfort is deter-

mined majorly by environmental (air temperature, 

relative humidity, wind velocity, and radiation) and 

personal (metabolism and clothing) factors. Heat-

Stress indices like WBGT (Wet-Bulb Globe Temper-

ature) Index, Oxford index, and Effective Tempera-

ture are used for varied applications other than in-

door comfort like sports, clothing design etc. 
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Numerous empirical studies have also indicated the 

impact of (de Dear et al., 1991; de Dear et al., 2015; 

Jokl, 2002; Kong et al., 2019; Parsons, 2003; van Hoof 

et al., 2010) indoor humidity on thermal comfort. 

While humidity is also accepted as a significant de-

terminant of skin-related and respiratory comfort 

(Wolkoff & Kjærgaard, 2007); it has not been dealt 

with explicitly. Tools for evaluating skin-related or 

respiratory comfort due to changing indoor air pa-

rameters are not incorporated in commonly used 

building simulation softwares.  

Vernacular (earth-based materials) and conven-

tional (standardized bricks and RCC) buildings in 

Jamgoria village, Jharkhand (India), situated in 

composite climate zone, were monitored (Pri-

yadashani et al., 2021a) for indoor air parameters. 

This study revealed a significant moderation of in-

door RH exhibited by vernacular building typology. 

The variations in humidity seen in different build-

ing typologies provided clear grounds for under-

standing the humidity-related comfort parameters 

of occupants with varying indoor environments. 

Thus, further extension of this study (Priyadarshani 

et al., 2021b) was carried out to record the response 

of occupants to skin and respiratory comfort 

throughout the year in both the building typologies. 

Skin acts as the interface with the indoor air mois-

ture and can be witnessed as wettedness/dryness. 

The aims of this work are: 

1. To compute diurnal/seasonal variations of skin 

temperature (Tsk) and wettedness (w) in vernac-

ular and conventional dwellings using an en-

ergy balance-based simulation approach. 

2. To explain the changing skin-related comfort 

votes (oily/very-dry skin) of occupants in ver-

nacular and conventional dwellings using com-

puted Tsk and w.  

2. Applied Approach and Methods 

2.1 Energy Balance of the Human Body 

(Core-Skin-Indoor Air) 

Simulation-based analysis was done to derive the 

skin wettedness and temperature corresponding to 

diurnally/seasonally varying indoor temperature 

and RH in conventional and vernacular building 

typologies. The Gagge 2-node model, validated for 

occupants in indoor environments (Atmaca & Yigit, 

2006), was used to represent the energy balance be-

tween the human body and indoor air. Factors con-

cerning ethnicity and regional stereotypes were not 

examined. The model considers 16 cylindrical seg-

ments (see Fig. 1) representing different human 

body parts, each comprising two nodes (core and 

skin). 

 

Fig. 1 – Description of segments of the human body in Gagge-2 

Core, 16 segment model 

Indoor temperature and RH data obtained from 

real-time monitoring of vernacular and conven-

tional building typologies were used as input pa-

rameters for the model. The energy balance between 

the core and the skin for each segment was ex-

pressed as: 

 

𝑆𝑐𝑟(𝑖) = 𝑀 − 𝑊[𝐶𝑟𝑒𝑠(𝑖) + 𝐸𝑟𝑒𝑠(𝑖)] − 𝑄𝑐𝑟,𝑠𝑘(𝑖) (1)     

𝑆𝑠𝑘(𝑖) = 𝑄𝑐𝑟,𝑠𝑘(𝑖) − [𝐶(𝑖) + 𝑅(𝑖) + 𝐸𝑠𝑘(𝑖)] (2) 

Here, 𝐶𝑟𝑒𝑠(𝑖) + 𝐸𝑟𝑒𝑠(𝑖) correspond to the respira-

tion at the core of the chest segment.  

The rate of change of internal energy in the core and 

the skin layers is given by: 

 

𝑆𝐶𝑟(𝑖) =
[1 − 𝛼(𝑖)]𝑚(𝑖)𝑐𝑝,𝑏 [

𝑑𝑡𝑐𝑟(𝑖)
𝑑𝜃

]

𝐴(𝑖)
   (3) 

 

𝑆𝑠𝑘(𝑖) =
𝛼(𝑖)𝑚(𝑖)𝑐𝑝,𝑏 [

𝑑𝑡𝑠𝑘(𝑖)
𝑑𝜃

]

𝐴(𝑖)
  (4) 

208



Investigating the Role of Humidity on Indoor Wellness in Vernacular and Conventional Building Typologies 
 

Heat losses from each segment, and exchange from 

the core to the skin (and vice versa) within the seg-

ment are given by: 

 

𝐶(𝑖) + 𝑅(𝑖) =
[𝑡𝑠𝑘(𝑖) − 𝑡𝑜]

𝑅𝑡(𝑖)
  (5) 

                               

𝐶𝑟𝑒𝑠(𝑖) + 𝑅𝑟𝑒𝑠(𝑖) = [(0.0014)𝑀(34 − 𝑡𝑜)] +

[(0.0173)𝑀(5.87 − 𝑝𝑤𝑣,𝑎)] (6)
 

 

𝐸𝑠𝑘(𝑖) = 𝑤(𝑖)
[𝑝𝑠𝑘,𝑠(𝑖) − 𝑝𝑤𝑣,𝑎]

𝑅𝑒,𝑡(𝑖)
(7) 

𝑄𝑐𝑟,𝑠𝑘(𝑖) = [𝐾 + 𝑐𝑝,𝑏𝑙𝑚𝑏𝑙(𝑖)][𝑡𝑐𝑟(𝑖) − 𝑡𝑠𝑘(𝑖)] (8) 

For the analysis, air temperature [to] was assumed 

to be the same as operative temperature. RH rec-

orded on-field was used to calculate the partial pres-

sure of ambient air [pwv,a]. The total thermal re-

sistance [Rt] and evaporative resistance [Re,t] were 

computed for single-layer, 1.2 mm-thick cotton 

weave cloth for each body segment using Equations 

9 and 10, respectively. Head, left foot, right foot, left 

hand, and right-hand segments were considered un-

clothed.  

𝑅𝑡(𝑖) = 𝑅𝑎(𝑖) + [𝑅𝑓(𝑖) + 𝑅𝑎𝑙(𝑖)] (9)     

𝑅𝑒,𝑡(𝑖) = 𝑅𝑒,𝑎(𝑖) + [𝑅𝑒,𝑓(𝑖) + 𝑅𝑒,𝑎𝑙(𝑖)] (10) 

Segment-wise convective heat transfer coefficients 

were obtained from (de Dear et al., 1997). Metabolic 

heat loss [M] and heat loss due to external work [W] 

was taken as 60 and 30 W/m2, respectively.   

2.2 Aggregated Comfort Survey 

A questionnaire-based field survey was conducted 

using an aggregated comfort survey approach 

(Shastry et al., 2016). 62 occupants living in conven-

tional (Total=32, M=18 and F=14) and vernacular 

(Total=30, M=13 and F=17) building typologies, aged 

between 20-56 years, were interviewed. The survey 

was conducted when the subjects were indoors and 

not involved in any exhaustive physical activity. 

Their comfort votes (thermal, respiratory, and skin-

related) and health symptoms were recorded for 

each month of the year. Indoor Air Quality (IAQ) is 

determined by the constituents of the indoor air 

(water vapor, carbon dioxide, volatile organic 

compounds etc.); however, in this study, only in-

door air humidity-related skin stickiness/dryness 

was examined. Also, their clothing, activity (stand-

ing, walking, sleeping, lying down), environmental 

temperature, and RH during the interview were rec-

orded. 

3. Results and Discussions 

The comfort votes of the occupants (Thermal, Skin-

related, and Respiratory) for all the months are 

shown in Fig. 2. There is a close relation between 

thermal comfort and the skin-related (IAQ) comfort 

votes of occupants, suggesting that the occupants 

felt that their skin was stickier/oilier during warmer 

months. During the colder months, occupants expe-

rienced dry skin. However, the response varied 

within the building typologies. The response of oc-

cupants in vernacular dwellings is more consistent 

than that of the occupants of conventional build-

ings. Comfort votes of occupants represents their 

expectations from the built environment, reflecting 

adaptive strategies. Skin-related comfort/discom-

fort is often manifested as a change in thermal com-

fort vote, making it challenging to discern.  

Occupants report neutral respiratory comfort 

mostly, other than the cold winter months when the 

Humidity Ratio (HR) of the air goes low. Low HR 

values can cause serious difficulty in respiration 

due to inefficient nasal mucociliary clearance, espe-

cially in the elderly. As regulated by the building 

material and anthropogenic factors, the humidity of 

the indoor air is responsible for maintaining the ho-

meostasis of the human airways (Hugentobler, 

2021). Even though the average daily humidity ratio 

was higher than that suggested by ASHRAE for 

comfort, i.e., 0.012 kg-wv/kg-da in both the building 

typologies, a deficit was observed from the satu-

rated (trachea) airway HR of 0.041kg-wv/kg-da (at 

saturated core temperature 36.7 °C), more so in the 

winter months. The humidity ratio in the conven-

tional building remains lower than in the vernacular 

building throughout the year. Also, as illustrated in 

Fig. 3 and Fig. 4, the diurnal variation of the mois-

ture deficit remains very high in the conventional 

room, especially when the HR of outdoor air is low 

in the winters (see Fig. 4). 
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Fig. 2 – Aggregated Comfort Votes of occupants  

The equilibrium (heat and mass) between the skin 

and the indoor air is associated with heat loss or 

gain by the human body, leading to thermal comfort 

perception. The local changes in the skin's tempera-

ture due to the heat loss/gain to attain equilibrium 

leads to skin-related discomfort. 

In this article, skin temperature and wettedness, 

computed using the Gagge-2 core model, were used 

to understand the interaction of skin with indoor 

air. The system of differential equations for energy 

balance was solved using an iterative approach un-

til the difference between two consecutive skin tem-

perature values was less than 10-8 Celsius. Conver-

gence of the model was ensured in the entire range 

of temperature and humidity conditions recorded 

during the field study.  

The trends of Mean Skin Temperature (MTsk), 

Evaporative heat loss (Esk), and skin wettedness (w) 

of occupants in different buildings (and outdoors) 

for four typical seasons, Spring (March), Summer 

(May), Monsoon (September), and Winter (Novem-

ber) are shown in Figs. 5, 6 and 7, respectively. Dur-

ing September, the average MTsk variation is close 

to the neutral MTsk; occupants report feeling hot 

and humid. The corresponding Esk is lower, with 

higher values of w. This implies that the evaporative 

losses are restricted in the humid months from the 

skin causing sweat accumulation on the skin sur-

face, resulting in the occupants feeling sticky.  

In November, when the occupants feel cold and dry, 

the variation in average MTsk is the highest, imply-

ing more deviation from the neutral MTsk. However, 
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even though the MTsk is lower than the neutral, and 

the human body needs to gain heat, Esk is higher, 

and the skin is still losing energy. This negative re-

sponse of the skin is due to active perspiration from 

the skin (high HR) into the outdoor air (low HR) to 

attain mass equilibrium, further cooling the skin. 

This loss of moisture leads to skin dryness.   

In May, even though the MTsk, Esk, and w remain the 

highest, the skin-related (IAQ) comfort vote remains 

close to neutral. High Esk and moderate w have a 

cooling effect on the skin, promoting the lowering 

of skin temperature to the neutral MTsk.  

The building clusters in the survey locality are de-

signed to accommodate open, closed, and semi-

open spaces (courtyard/verandah). Transitions from 

outdoor/semi-outdoor to indoors are inevitable for 

daily activities. Thermoregulation on the skin's sur-

face is perturbed in this transition.  

Human skin tries to maintain a balance through ac-

tive perspiration, leading to a spontaneous skin 

temperature change. These variations in the skin 

temperature and wettedness due to environmental 

air parameters can cause dryness.  

In Fig. 8 and Fig. 9, the computed skin temperatures 

of each body segment in the courtyard (outdoors), 

vernacular room, and conventional room at differ-

ent times of the day are illustrated. The indoor envi-

ronmental parameters in the vernacular buildings 

are very close to the outdoor environment on the 

low humidity cold days, implying lowered discom-

fort. It may be noted that some segments reach MTsk 

as high as  40° C, which may not occur in reality. The 

calculated MTsk indicates an equilibrium tempera-

ture between the skin and the indoor air. However, 

the skin responds instantaneously with indoor air 

temperature/RH perturbation, not necessarily after 

the equilibrium is reached.  

Nonetheless, the temperatures illustrated are valid 

for understanding the stress that human skin may 

undergo. Also, the thermal stress on the skin in the 

courtyard, conventional and vernacular rooms is 

contrasted.  

The change in temperature and RH outdoors diur-

nally also changes skin parameters. Vernacular in-

door environments are regulated, moderating the 

thermal exchanges between the human body and 

the indoor air throughout the day.  

Other reported health outcomes like colds, coughs, 

headaches, etc., need further scrutiny for their asso-

ciation with Indoor Environmental Quality (IEQ). 

Also, the present humidity-related comfort stand-

ards need to be validated for their applicability 

given the varying building typologies, acclimatiza-

tion, personal habits, and occupants' preferences. 

 

 

Fig. 3 – HR deficit on highest outdoor humidity day (23 Sept 2020) 

 

Fig. 4 – HR deficit on lowest outdoor humidity day (4 Nov 2020) 
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Fig. 5 – Seasonal variations of Mean Skin Temperature in Court-

yard, Vernacular and Conventional Rooms 

 

Fig. 6 – Seasonal variations of Evaporative heat loss in Courtyard, 

Vernacular and Conventional Rooms 
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Fig. 7 – Seasonal variations of skin wettedness in courtyard, ver-

nacular and conventional rooms 

 

Fig. 8 – Variation of skin temperatures diurnally in the courtyard, 

vernacular dwelling, and conventional dwelling on lowest outdoor 

humidity day (4 Nov 2020) 

 

Fig. 9 – Variation of skin temperatures diurnally in the courtyard, 

vernacular dwelling, and conventional dwelling on highest outdoor 

humidity day (23 Sept 2020) 
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4. Conclusion 

This study attempts to explain the impact of varying 

indoor RH in vernacular and conventional building 

typologies on humidity-related comfort and health 

outcomes. It involves real-time monitoring and a 

computational approach. Skin temperature and 

wettedness were computed corresponding to real-

time indoor conditions in vernacular and conven-

tional buildings based on the energy balance be-

tween the skin and indoor air. Humidity is an essen-

tial determinant of thermal, respiratory, and skin-

related comfort, determining everyday habits like 

clothing, use of cosmetics etc., water intake etc.  

thereby impacting health. Although the current 

building simulation tools incorporate examination 

of thermal comfort associated with humidity, skin 

and respiratory comfort are not explicitly examined. 

Integration of this approach in building simulation 

tools could improve understanding into occupants' 

skin and respiratory comfort. The results show that 

building typology (materials) is vital in enhancing 

humidity-related IEQ parameters. Vernacular 

dwelling was more conducive to occupants' comfort 

and health in this study. Vernacular dwellings are 

earth-based and carry a lower carbon/ecological 

footprint. There is immense scope for occupant 

wellness in their adoption in modern buildings.   
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Nomenclature 

Symbols 

A Surface Area (m2) 

cp,b  Constant pressure specific heat of 

tissue (kJ/(kg K)) 

cp,bl Constant pressure specific heat of 

blood (kJ/(kg K)) 

C Convective heat transfer (W/m2) 

Cres Sensible heat loss due to respiration 

(W/m2) 

Eres Evaporative heat loss due to respira-

tion (W/m2) 

Esk Evaporative heat loss from the skin 

(W/m2) 

HR Humidity Ratio (kg-wv/kg-da) 

i  Body segment (dimensionless) 

K Effective conductance between core 

and skin (W/(m2K)) 

m  Mass (kg) 

mbl Blood flow (core-skin) (kg/(m2s)) 

M  Metabolic heat production (W/m2) 

psk,s  Partial pressure of saturated water 

vapor at skin temperature (kPa) 

pwv,a Partial pressure of water vapor in 

the air (kPa) 

Qcr,sk Heat flow from core to skin (W/m2) 

R Radiative heat transfer (W/m2) 

Ra  Thermal resistance of outer air layer 

(m2°C/W) 

Ral Thermal resistance of intermediate 

air layer (m2°C/W) 

Re,a 

 

Evaporative resistance of outer air 

layer (m2kPa/W) 

Re,al Evaporative resistance of intermedi-

ate air layer (m2kPa/W) 

Re,f Evaporative resistance of fabric 

layer (m2kPa/W) 

Re,t Total evaporative resistance 

(m2kPa/W) 

Rt Total thermal resistance (m2°C/W)  

Scr Heat storage in the core (W/m2) 

Ssk Heat storage in the skin (W/m2) 

to  Air temperature (°C) 

tcr Core temperature (°C) 

tcr,n Neutral core temperature (°C) 

tsk Skin temperature (°C) 

tsk,n Neutral skin temperature (°C) 

w Skin wettedness ratio (dimension-

less) 

W  Heat due to external work (W/m2) 

α Body mass fraction at the skin (di-

mensionless) 

θ Time (s) 
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Abstract  

End-of-Life, or discarded, Solar Photovoltaic panels are 

rising in huge numbers every year throughout the world. 

This is of grave concern as the environmentally safe han-

dling of EoL-PV is not yet established fully. We propose a 

novel approach to upcycle End-of-Life (EoL)-PV as a 

building material that can extend the life of PV by another 

2~3 decades. PV panels are a multi-layered laminate of dif-

ferent materials. In the course of environmental exposure 

and use, degradation induces variation in the optical prop-

erties of EoL-PV. Variations in thermal properties have not 

been explicitly examined, which has a bearing on the ther-

mal performance of a building when integrated as a build-

ing material. This work studies the influence of the ther-

mal conductivity and solar transmittance of PV panels on 

the surface temperatures using a steady-state energy bal-

ance model. Also, through the whole building simulation, 

the implications on the mean radiant temperature and the 

heating/cooling load of the building by using EoL PV com-

pared to a new PV are understood. Other factors, like the 

area of PV to wall ratio, seasonal changes, and climate 

zone are found to play  a role in the relative changes in the 

MRT and Heating/Cooling Load attributed to EoL-PV in-

tegration in buildings.   

1. Introduction  

Solar Photovoltaic (PV) installations are growing ex-

ponentially worldwide, leaving behind a massive 

pile of PV waste after its decommissioning. By 2050, 

cumulative PV waste would be 60~78 million tons 

(IEA-PVPS and IRENA, 2016). Currently, most PV 

panels end up in shredders and/or landfills, contam-

inating and disrupting our ecosystem. We propose 

a novel approach to upcycle  End-of-Life (EoL)-PV 

as a building material that can extend the life of PV 

by another 2~3 decades. On another note, the num-

ber of people living in slums or informal settlements 

is over 1 billion, with 80 % in Eastern and South-

Eastern Asia, sub-Saharan Africa and Central and 

Southern Asia. About 3 billion people will require 

adequate and affordable housing by 2030 (United 

Nations, 2021).  

EoL-PV panels are a low-cost alternate durable op-

tion as a building material, and this approach pro-

motes planetary wellness  by offsetting the use of 

conventional materials and preventing toxic ele-

ments in PV entering the ecosystem. On using PV 

panels as a building façade, the occupants are ex-

posed to the backsheet of the PV panel. Backsheet 

chalking (presence of white coloured powder on the 

backsheet) is commonly observed in field degraded 

PV. In a few cases, it has been investigated and dis-

covered to be TiO2 (Gebhardt et al., 2018), and usage 

of such PV panels in buildings exposes the occu-

pants to such powders. Also, the release of fluorine 

from the backsheet has been examined at high tem-

peratures (> 300 °C) (Danz et al., 2019). The release 

of fluorine at  room temperature or the nature of the 

impact of chalking on occupants has not been un-

derstood. Studies involving any emissions from PV 

backsheet (due to cracking, chalking, burns, etc.) 

and its negative impact on occupants is essential.     

PV panels are laminate of different materials. A typ-

ical PV panel configuration is Glass / EVA / Cell / 

EVA / Backsheet and layers of anti-reflective coating 

subject to the manufacturer. A commonly observed 

degradation mode in PV is EVA (ethylene vinyl ac-

etate) discoloration, which occurs due to acetic acid 

formation (Pern & Czanderna, 1992). Also, the ad-

hesion strength of the EVA (primarily used as an ad-

hesive layer in panels) is compromised in aged PV 

(Desai et al., 2022), which could lead to delamina-

tion of PV panels. A change in vinyl acetate (VA) 
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content has been reported in the aged PV panel (De-

sai et al., 2022). VA content change can imply a 

change in the thermal conductivity of the EVA (Jia 

and Zhang, 2022) layer in the PV panel. Also, due to 

discoloration of the EVA layer, optical transmit-

tance is reported to have dropped (Desai et al., 2020; 

Jeong et al., 2013). Due to the inherent nature of PV 

panels being composed of multiple layers of differ-

ent materials, unlike a homogenous panel, physical 

and chemical changes in any layer impact the opti-

cal and thermal properties of the bulk material. Our 

preliminary investigations include understanding 

the influence of physical degradation on optical and 

thermal transmittance of EoL-PV (aged) and its in-

fluence on the building's thermal performance and 

indoor thermal comfort. A steady-state energy bal-

ance model is used to understand the effect of 

changes in optical and thermal properties on PV 

surface temperatures. When PV panels are inte-

grated as a building elements, multiple other factors 

influence the thermal performance of the building. 

Hence, a whole building simulation is performed 

using Design Builder software with EoL-PV inte-

grated with the building.  

2. Methodology

2.1 Energy Balance Model 

An optical model considering the interaction of light 

through multiple layers of PV is used to calculate 

the spectral transmittance, reflectance and absorp-

tance of the PV panel at each layer (Lu & Yao, 2007). 

The heat transfer modes among the layers consid-

ered are shown in Fig. 1. The transmittance, reflec-

tance, and absorptivity of n (number of layers) lay-

ers of the PV panel are calculated using the multi-

layered optical model developed (Lu & Yao, 2007). 

Fig. 1 - Heat transfer modes at different layers of a typical PV module 

A steady-state energy balance model for PV panel is 

used, which considers the heat transfer through 

multiple layers of PV panel (Glass, EVA, ARC, Si-

cell, EVA, Tedlar).  The angle between the sun and 

the normal to PV panel is calculated using the fol-

lowing equations 

𝑎 = (𝑠𝑖𝑛 ∅ . 𝑠𝑖𝑛 𝛿 . 𝑐𝑜𝑠 𝛽) − (𝑐𝑜𝑠 ∅ . 𝑠𝑖𝑛 𝛿 . 𝑐𝑜𝑠 𝛾𝑚 . 𝑠𝑖𝑛 𝛽) (1) 

𝑏 =  (sin ∅ . 𝑐𝑜𝑠 𝛿 . 𝑐𝑜𝑠 𝛾𝑚 . 𝑠𝑖𝑛 𝛽) + (𝑐𝑜𝑠 ∅ . 𝑐𝑜𝑠 𝛿 . 𝑐𝑜𝑠 𝛽) (2) 

𝑐 = (𝑐𝑜𝑠 𝛿 . 𝑠𝑖𝑛 𝛾𝑚 . 𝑠𝑖𝑛 𝛽) (3) 

𝜃 = 𝑐𝑜𝑠(𝑎 + 𝑏 𝑐𝑜𝑠 𝜔 + 𝑐 𝑠𝑖𝑛 𝜔) (4) 

Electricity generated depends on the net radiation 

transmitted through the first three layers and the ef-

ficiency of the solar cell (Zarei & Abdolzadeh, 2016). 

The rate of energy absorption by a Solar cell de-

pends on the absorptivity of the cell layer. 

𝒒𝟒 = ∫ 𝐴𝑐𝑒𝑙𝑙(𝜆). 𝑔(𝜆) 𝑑𝜆
∞

0

 (5) 

𝒒𝟏 =   𝜂𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦  ∫ 𝜏𝑢(𝜆). 𝑔(𝜆) 𝑑𝜆
∞

0

 (6) 

Bi-directional (towards the upper and lower layers) 

conduction from the cell depends on the tempera-

ture differences and the thermal conductivity of the 

corresponding layers (Zarei & Abdolzadeh, 2016). 

𝒒𝟐,𝟑 =
𝑇𝑐𝑒𝑙𝑙 − 𝑇𝑢,𝑏

𝑅𝑢,𝑏

(7) 

Convective heat transfer occurs at the top layers-air 

interface, and the bottom layers-air interface is a 

function of the temperature difference and heat 

transfer co-efficient. The heat transfer coefficient ap-

proximations are adapted from (Zarei & Abdolza-

deh, 2016). 

𝒒𝟓,𝟔 = ℎ𝑢,𝑏 . (𝑇𝑢,𝑏 − 𝑇𝑎𝑖𝑟−𝑓𝑖𝑙𝑚 𝑢,𝑏) (8) 
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Radiative heat transfer between the top layers-sky, 

top layers-ground and bottom layers-sky, bottom 

layers- ground is a function of view factor and tem-

perature difference (Zarei & Abdolzadeh, 2016). 

 

𝒒𝟕 =  𝜀𝑢𝜎𝐹𝑢,𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑  (𝑇𝑢
4  −  𝑇𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑

4) (9) 

 

𝒒𝟖 =  𝜀𝑏𝜎𝐹𝑏,𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑  (𝑇𝑏
4  −  𝑇𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑

4) (10) 

  

𝒒𝟗,𝟏𝟎 =   ∫ 𝐴𝑢,𝑏(𝜆, 𝜃). 𝑔(𝜆) 𝑑𝜆
∞

0

 (11) 

 

The above system of equations was solved for top, 

bottom, and cell temperatures through an iterative 

approach. The thickness of Glass, EVA, Cell and 

Backsheet is in the range of 3~4 mm, 0.4~0.5 mm, 

0.2~0.4 mm, and 0.1~0.35 mm, respectively. 

The thermal conductivity of Glass, EVA, Cell and 

Backsheet are in the range of 0.98 – 1.8 W/(m K), 

0.23~0.35 W/(m K), 148~150 W/(m K), and 

0.2~0.36 W/(m K), respectively (Chamkha & Selime-

fendigil, 2018; Hammami et al., 2017; Lee et al., 2008; 

Popovici et al., 2016; Sahli et al., 2018; Syafiqah et al., 

2019). The thickness and thermal conductivity used 

as a base case in the steady-state model: glass (3 mm, 

0.98 W/(m K)), EVA (0.5 mm, 0.35 W/(m K)), cell 

(0.4 mm, 148 W/(m K)), back sheet (0.1 mm, 

0.2 W/(m K)).  

To understand the influence of the thermal conduc-

tivity of each layer on the surface temperatures, 

thermal conductivity values were varied 

from -100 % ~ +200 % of the base-case values.  

2.2 Design Builder Model 

A whole building simulation has been performed 

for the modified BESTEST case 600FF (Design-

Builder v6.1 with EnergyPlus v 8.9, 2021) model (a 

block of 6 m X 8 m and height of 2.7 m) (Fig. 2). PV 

panels have been integrated in the buildings as 

Glazing integrated Photovoltaics. PV panels are ap-

plied to substitute for the walls and roof and not 

over the existing wall or roof. The properties of the 

PV (250 Wp typical crystalline Silicon PV panel): (a) 

front and back emissivity is 0.8, infrared transmit-

tance is 0.2, inside and outside reflectance (solar and 

visible) is 0.1, and the thermal conductivity, solar 

transmittance is varied in the range tabulate in Ta-

ble 1. The PV panels are not connected to any power 

sources in the simulation and are only considered a 

building material. Simulations are performed for 

varying PV area in the wall (varied as window-to-

wall ratio in the Design Builder) for two cases, 25 % 

and 75 %. Multiple scenarios of PV integration in all 

four walls and roof are considered. The wall (with-

out PV) is the ‘BESTEST Lightweight Wall’, which 

has a concrete cast (dense) with a thickness of 0.1m 

(see Fig. 2). The floor construction is ‘BESTEST 

Ground Floor’, which has a thickness of 0.225 m and 

a U value of 0.039 W/(m2 K). The roof (without PV) 

is ‘BESTEST Roof’ with a U value of 0.319 W/(m2 K) 

and thickness of 0.1 m. The simulation is performed 

with an occupancy density of 0.04 people/m2 and no 

furniture/furnishings in the building. The BESTEST 

building being simulated is a block with a heating 

and cooling setpoint temperatures of 20 °C and 

26 °C, respectively. India has varied climate zones, 

and simulations are performed for five representa-

tive cities corresponding to five climate zones (Ta-

ble 2).  

 

 

Fig. 2 – Design Builder model (600FF) modified by integrating PV 

in all the walls and roof 

The thermal conductivity of the EVA layer varies 

due to the variation in the % VA content. An empir-

ical relation has been proposed (Jia et al., 2022) to 

describe the relationship between thermal conduc-

tivity and % VA content. 

With ageing, a maximum change in VA content in 

EVA was seen, with an increase from 18.1 % to 

21.9 % (Desai et al., 2022). This is estimated to cause 

a drop in thermal conductivity of EVA and the bulk 

of PV panels. But this does not explain any changes 

in the bulk thermal conductivity. There are possibil-

ities of reduction in the thickness (Hu et al., 2016; 

Jahn, 2018) of the back sheet due to weathering, and 
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this can cause the bulk thermal conductivity to rise. 

Hence, there is a possibility that the bulk thermal 

conductivity may get altered depending on the com-

bination and severity of multiple degradation 

modes. To accurately quantify the change in  thick-

ness, thermal conductivity of the individual layers 

and bulk properties associated with aged PV panels 

(EoL-PV) requires sophisticated measurements. To 

broadly understand the impact of such a change at 

the building level, we have varied the bulk thermal 

conductivity (equivalent thermal conductivity of a 

PV panel including all the layers) and solar trans-

mittance of the PV panels in 5 steps each. A total of 

25 scenario combinations of PV panel have been 

considered for whole building simulations (Table 1). 

Table 1 – Range of Thermal conductivity and Solar Transmittance 

values. Corresponding SHGC and U-value of all the possible 

combinations 

Parameter Range Steps 

Thermal Conductivity 0.1 ~ 2.8 W/(m K) 0.7 W/(m K) 

Solar Transmittance 0.1 % ~ 16 % 4 % 

SHGC (calculated) 0.271 ~ 0.408 - 

U- Value (calculated)
4.763 ~ 5.782 

W/(m2 K) 
- 

Table 2 – The representative cities selected for each climate 

zone in India 

Climate 

Zone 

City Lat/Long 

(oNorth / 
oEast) 

Mean Daily 

Temp (°C) 

(min ~ max) 

Temperate Bangalore 12.97 / 77.58 15.0 ~ 33.9 

Composite Lucknow 26.75 / 80.88 7.3 ~ 40.3 

Warm-

Humid 
Kolkata 22.65 / 88.45 13.7 ~ 35.7 

Hot-Dry Ahmedabad 23.07 / 72.63 13.1 ~ 41.4 

Cold Shillong 25.58 / 91.89 4.4 ~ 24.0 

To allow for a comparative assessment between an 

EoL PV panel and a new panel, the new panel has 

been considered to have a thermal conductivity of 

0.7 W/(m K) and 8 % solar transmission. Mean 

Radiant Temperature (used as a heat index to indi-

cate thermal comfort) and Heating/Cooling loads 

resulting from 25 combinations of PV panels have 

been analyzed. Simulations are performed to under-

stand the influence of PV covered area to wall area 

ratio, the direction of the envelope on which the PV 

panels are integrated and Climate zone. 

3. Results and Discussion

When the thermal conductivity of the glass layer is 

varied from -100 % to 200 % of its reference value 

(0.9 W/(m K)), the top layer’s thermal resistance in-

creases exponentially with the decrease in the ther-

mal conductivity of glass. The increase in the ther-

mal resistance in the top layer causes a drop in the 

rate of conduction heat transfer between cell and top 

layer. This causes a reduction in the top layer en-

ergy, as the radiation absorption by the top layer is 

unaffected by the change in the thermal conductiv-

ity of the glass. The decrease in the top layer energy 

is associated with the reduction in the top layer tem-

perature. As the energy balance between energy 

into the cell and out of the cell has to be maintained 

at  the steady-state, the conduction heat transfer be-

tween cell-bottom layer increases. This causes the 

bottom layer energy to increase and results in the 

rise in temperature of the bottom layer (Fig. 3). Each 

layer’s thermal conductivity variation impacts the 

PV panel's bulk thermal conductivity (equivalent 

thermal conductivity). The PV panel's bulk thermal 

conductivity (equivalent thermal conductivity) was 

varied to understand the bottom surface tempera-

ture variation, as this is the surface that will interact 

with the indoor air when integrated in the building. 

A surface temperature calculation is made for the 

scenario where the PV panel is horizontal, and solar 

radiation of 900 W/m2 is incident on the PV panel 

(Fig. 4). Further, in the whole building simulation, 

the degradation of PV was parameterized as a vari-

ation in solar transmittance (tau) and thermal con-

ductivity (k) (equivalent thermal conductivity) of 

PV. The different scenarios of PV are compared with 

the base case of PV, and only relative changes in 

MRT and Heating Cooling load with respect to the 

base case is reported throughout. 
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Fig. 3 – Bottom surface temperature variation with variation in the 

thermal conductivity of each layer of PV module 

 

Fig. 4 – PV bottom surface temperature variation with the bulk ther-

mal conductivity of PV panel (equivalent thermal conductivity of PV 

panel) 

PV was integrated in the roof, and a typical summer 

week simulation revealed that, as the solar transmit-

tance drops, there is about 2 % and 15 % drop in the 

relative change in Mean Radiant Temperature 

(MRT) and Heating Cooling load, respectively 

(Fig. 5). We understand from the literature that 

there are higher chances of solar transmittance drop 

due to EVA degradation, glass degradation, etc. The 

maximum and minimum relative changes in MRT 

and Heating Cooling load occur at maximum and 

minimum solar transmittance conditions. A typical 

summer week and winter week are compared for 

the maximum and minimum relative changes. Fig. 6 

shows that the ranges of relative changes are broad-

ened during winter, indicating that the external 

temperature has a role in indoor and MRT changes. 

 

Fig. 5 – Relative change (%) in the Mean Radiant Temperature and 

Heating+Cooling Load for a typical summer week in Bangalore 

 

Fig. 6 – Weekly maximum and minimum relative change in MRT 

and Heating+Cooling Load when PV is integrated in North wall, 

South wall, East wall, West wall and Roof 

The relative changes in MRT and Heating Cooling 

load variation with thermal conductivity of PV are 

investigated with a simulation of PV in the roof for 

a summer month (Fig. 7). The trend is similar to the 

trend observed using the steady-state energy bal-

ance model at the PV panel level (Fig. 4). The area 

ratio of PV to the wall also magnifies the range of 

minimum and maximum relative changes in the 

MRT and Heating Cooling load (Fig. 8). 
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Fig. 7 – Influence of Solar Transmittance and Thermal Conductivity 

on the Relative change in MRT and Heating+Cooling Load 

Fig. 8 – Influence of ratio of PV area-to-wall area on minimum and 

maximum relative changes in annual mean MRT and heating/cool-

ing load 

Annual mean MRT and Heating Cooling loads are 

calculated based on simulations run for all the days 

of the year. Such a simulation was performed to 

compare the relative changes in different climate 

zones and the location of application of PV in a 

building. 

Fig. 9 – Minimum and Maximum relative changes in annual mean 

MRT for different cities and PV application location in building 

Fig. 9 and Fig. 10 tabulate the relative changes in the 

annual mean MRT and Heating Cooling load for dif-

ferent cities and the location in the building where 

PV is applied. The application of EoL PV on the roof 

seems to be more beneficiary in terms of reduction 

in MRT and Heating Cooling load. This could be 

possible due to the larger area exposed to the sun 

for longer hours than the walls.  

4. Conclusion

This work has discussed a novel approach to up-

cycle EoL PV panels into building applications. The 

bottom surface temperature of PV rises when the 

thermal conductivity of the PV panel reduces. Spe-

cifically, glass layer’s thermal conductivity varia-

tion has a dominant impact on temperature varia-

tion due to its thickness. Furthermore, whole build-

ing simulations also confirm the exponential tem-

perature variation of mean radiant temperature 

with thermal conductivity. Our simulation indicates 

a drop of about 2 % in MRT and close to 13 % in 

Heating Cooling load due to the loss in solar trans-

mittance and thermal conductivity of PV. The re-

duction of solar transmittance due to EVA degrada-

tion is widely reported in the literature, making it 

favorable for EoL PV in building applications. The 

application of EoL PV on the roof seems to be more 

beneficiary in terms of reduction in MRT and Heat-

ing Cooling load. 
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Fig. 10 – Minimum and Maximum relative changes in annual mean 

Heating Cooling load for different cities and PV application location 

in building 

The benefit is achieved in the case of lower solar 

transmittance conditions, which also implies lesser 

daylight entry into the building. The implication of 

this on the marginal rise in electricity consumption 

for artificial lighting is the scope of further study. 

There is no significant difference in the magnitude 

of relative changes in MRT or Heating Cooling loads 

at different climate zones. At this point, it can be ar-

gued that application of EoL PV has the potential to 

be used as a building material in general and pro-

vide better thermal performance at the same time. A 

more detailed understanding of the variations of op-

tical and thermal properties due to different degra-

dation modes permits us to speculate on the possi-

ble implication of EoL-PV applications in buildings 

more accurately. 

Nomenclature 

Symbols 

𝐴𝑐𝑒𝑙𝑙,𝑢,𝑏 Absorptivity (cell, upper or bot-

tom layers)  

𝐹𝑏,𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑  View Factor (bottom layer - sky or 

bottom layer - ground) 

𝐹𝑢,𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑 View Factor (upper layer - sky or 

upper layer - ground) 

ℎ𝑢,𝑏  Convectional heat transfer coeffi-

cient (W/m2K) (upper or bottom 

layers) 

𝑅𝑢,𝑏  Resistance in conduction (K/W) 

(upper or bottom layer) 

𝑇𝑎𝑖𝑟−𝑓𝑖𝑙𝑚 𝑢,𝑏 Temperature (oC) (air film upper 

or bottom layers) 

𝑇𝑐𝑒𝑙𝑙,𝑢,𝑏 Temperature (oC) (cell, upper or 

bottom layer) 

𝑇𝑠𝑘𝑦,𝑔𝑟𝑜𝑢𝑛𝑑 Temperature (oC) (sky or ground) 

𝜂𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 PV conversion efficiency 

𝜏𝑢,𝑏 Transmittivity (upper or bottom 

layers) 

∅  Latitude  

𝑔 Solar radiation (W/m2) incident on 

PV panel 

tau Solar Transmittance 

𝛽 Tilt angle (degrees from horizon-

tal) 

𝛿 Declination angle (degrees) 

𝜃 Inclination angle (degrees) be-

tween sun and normal to PV panel 

𝜔 Hour angle (degrees) 
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Abstract  

The increasing energy demand of our buildings is putting 

stress on the building systems and energy grids in terms 

of need for efficiency improvements. The maximization 

of the overall performance requires a multidisciplinary 

approach towards seeking innovative solutions to help 

reduce the building loads. In terms of efficient energy 

planning, the building design phase has often been often 

disregarded or looked at from a single point of view. In 

this case, research places its attention either on the per-

formance of the opaque or transparent envelope to define 

optimization criteria. A comprehensive analysis of the 

impact of different passive solutions on the energy de-

mand of buildings with different uses is the core of the 

present paper. The main goal is to define design guide-

lines for the integration of simple to complex passive 

configurations into the building design to help reduce the 

heating demand by better exploiting solar radiation. The 

paper gathers data from 384 simulations, on different test 

buildings, with the permutation of various design pa-

rameters, including window-to-wall ratio, wall heat 

transfer coefficient and heat capacity. Simulations were 

run in two different locations, typical of southern and 

northern Italian climate conditions, for both residential 

and office use. After the best solutions according to the 

heating or total energy performance over a nominal year 

were highlighted, the guidelines were applied to a case 

study. The aim is to determine a methodology to proper-

ly integrate passive solutions on the basis of energy per-

formance. This performance, indeed, constitutes a trade-

off of the potential of passive systems to understand 

when it can be profitable to integrate these. The building 

analyzed, a cohousing project still in the design phase, 

showed that 10 to 16 % of the total energy demand can be 

saved. The energy saving is reached by simply integrat-

ing and declining the passive configuration suggested 

with marginal modifications to the initial design.   

 

1. Introduction  

The impact of the residential sector share on global 

energy consumption is known to be relevant. 

Therefore, practice has increasingly paid attention 

to energy conservation and efficiency strategies, 

use of efficient building plants and, recently, inte-

gration of renewable energy systems (RES). Among 

the latter, photovoltaic and solar thermal technolo-

gies have spread all over the market as the most 

user-friendly RES to integrate into buildings 

(O’Shaughnessy et al., 2018), but proper sizing and 

management of these systems is crucial to avoid 

wasting the energy produced (Cillari et al., 2021a 

and 2021b). From the perspective of nearly-zero-

energy buildings (Albayyaa et al., 2019), the ra-

tional use of available sources must be further in-

creased. Solar energy being one of the most suita-

ble for exploitation in the building sector, the de-

sign of the building envelope must take into ac-

count the impact of an integrated passive solar 

system (Bajcinovci & Jerliu, 2016). to maximize the 

potential benefits,. Even if passively exploiting 

green and renewable energy, such as solar radia-

tion, can be regarded to as a relevant advantage in 

the application of these solutions, their integration, 

especially in modern buildings, has been limited to 

a few, broad  projects, due to the prediction of the 

final performance being hard to estimate. The pre-

diction of passive solar potential on a suburban 

scale may help the performance of neighborhood 

design and find the optimal starting configuration 

(Nault et al., 2017). The energy behavior of the pas-

sive solar design, however, is influenced by many 

different factors, either intrinsic or extrinsic to the 

design, from latitude and orientation to specific 

solution details, such as cavity depth (Cillari et al., 
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2021a and 2021b). Various optimization techniques 

and objective functions can be used to improve the 

behavior of solar passive design due to its multi-

disciplinary nature, as it can positively affect heat-

ing, cooling, lighting and ventilation demand (Ste-

vanović, 2013).  

Based on the operational characteristic of each so-

lution, such as adaptability, overheating sensitivity 

and estimated cost, a schematic view of different 

suggested solutions has been already proposed 

(Cillari et al., 2020). The present work deals with 

the modeling of the integration of different passive 

solar solutions and evaluation of the related energy 

results achievable. The purpose is to define a 

methodological approach for the integration of 

such solutions based on the trade-off regarding 

their energy performance. To deal with different 

affecting parameters, a permutation of the most 

impactful factors was implemented, as described in 

Methodology, Section 2. Section 3 presents the re-

sults and discussion of both general investigation 

and case study. Finally, conclusions are drawn in 

Section 4.  

2. Methodology

Passive strategies are usually divided, according to 

the relative position of the solar collector, the 

thermal mass and the indoor environment, into 

direct gain systems, indirect systems, and isolated 

gain systems (Givoni, 1991). In the first category, 

we have wide windows systems, shading systems 

and solar paintings, while indirect gain systems 

include the most complex configurations, such as 

roof pond, massive and Trombe walls. The last 

class consists of sunspaces and Barra-Costantini 

systems. In order to develop a comprehensive 

analysis of passive solar design, four different solu-

tions were analysed, namely direct gain systems, 

Trombe walls, direct sunspaces and nanopainting, 

which can affect cooling savings. The present in-

vestigation is based on a sensitivity analysis of 

these passive configurations through an extensive 

dynamic energy simulation with the software En-

ergyPlusTM. Simulations are based on two different 

climate conditions and building destinations: resi-

dential and office buildings in location 1, Palermo, 

and location 2, Bolzano. The two climatic contexts 

are defined by an average annual solar irradiation 

of 1673 kWh/m2 and 1218 kWh/m2 respectively, 

with an average air temperature of 18.8 °C and 

13.7 °C. Maximum, minimum and average monthly 

temperature and average monthly global horizon-

tal solar radiation are shown for the two locations 

in Fig. 1. The three orientations were investigated. 

Lightweight and heavyweight structures were con-

sidered for the simulation, with average heat ca-

pacity per unit area values using 30-cm-thick con-

crete and wooden structures as a reference.  

Fig. 1 – Temperature and radiation for location 1 and 2 

The direct gain systems simulation consists of the 

increase of the reference window-to-wall ratio 

(WWR), according to Table 1, as with glass U-

values. The Trombe wall was simulated as a de-

tached thermal zone, with different constructions 

for the heat capacity and the WWR of the outer 

glass collector values of Table 1. Within the air cav-

ity of the zone, for the modeling of the Trombe 

Wall, the ISO 15099 correlation, as validated by 

(Ellis, 2003), was adopted. For the summer period, 

the following equation was used to model the 

thermal chimney behavior of the opened air cavity: 

Q = CdAo√[2*(Tfo-Tr)/(Tr)*gL]/(1+Art)2  (1) 

Art = Ao/Ai (2) 

where Cd is the discharge coefficient, Ao and Ai are 

the cross-sectional areas of air channel outlet and 

inlet, respectively, Tfo is the outlet air temperature, 
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Tr is the room air temperature and L is the total 

length of the thermal chimney. The sunspace was 

simulated as a detached sunspace, thus in a differ-

ent thermal zone, with a local airflow network. 

Walls and roof are completely glazed; the floor 

construction is the same of the main building. Fi-

nally, nanopainting characteristics were included 

in the outer plaster layer of the wall, according to 

reflexivity and emissivity parameters of Table 1. 

For each passive solution analysed, the simulation 

included all the permutation of the two values of 

each parameter. To manage the results, an alpha-

numeric code was adopted based on the acronyms 

in brackets showed in Table 1. The simulated 

building, with average heat transmittance coeffi-

cients given in Table 2, has a surface-to-volume 

ratio of 0.715 over 77.44 m2.  

The sensitivity analysis of the parameters listed 

with relative ranges of variation in Table 1 pro-

vides results based on the mutual effects of com-

mon design factors already investigated in previ-

ous research separately, such as orientation (Mor-

rissey et al., 2011), glass U-value (Nielsen et al., 

2001) and thermal mass (Albayyaa et al., 2019). 

As the objective is to gain potential energy savings 

during the heating season, the simulation is set 

accordingly. The blinds activate in winter to reduce 

night losses, and in the summer period, when the 

solar radiation on the windows rises over 

250 W/m2. Natural ventilation was added in sum-

mer, reproducing full opening of the windows in 

daytime during building occupation. The aim and 

novelty of the analysis is to provide not an optimi-

zation method, but a preliminary optimized set of 

parameters for specific solutions. Through the ap-

plication to a case study, the scope is to determine 

an energy-related trade-off for the possible applica-

tion of such passive solutions providing designers 

with a starting set of design parameters to investi-

gate the benefits of integrating passive solutions in 

their projects. A multi-objective approach, includ-

ing comfort indexes to modify system set points 

according to an adaptive approach, will be ex-

plored in future work. 

 

 

 

 

Table 1 – Acronyms of the alphanumeric code 

Category Acronyms Characteristics/Value 

Building  

reference 
B1 

 

Building  

destination 

R Residential 

O Office 

Location 

L1 Palermo 

L2 Bolzano 

Passive solution 

DG Direct gains 

TW Trombe wall 

SS Sunspace 

NP Nanopainting 

Orientation 

E East 

W West 

S South 

Window to Wall 

Ratio (WWR) 

first  

parameter 
0.2 – 0.6 

Glass U-value 

[W/m2K] 

second param-

eter 
0.8 - 2.3/1.0*  

Heat capacity 

per unit area 

[kJ/m2K] 

third parame-

ter 

(TS1-TS2) 

160-800 

Reflectivity 
fourth param-

eter 
0.1 – 0.9 

Emissivity 
fifth 

parameter 
0.1 – 0.9 

*limit in North Italy 

Table 2 – Heat transfer coefficients of building constructions 

Construction U-value [W/(m2K)] 

Roof 2.2 

Floor 2 

Wall 1.26 
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3. Discussion of the Results

3.1 Passive Solar Design Guidelines 

On the basis of Table 1, four reference cases can be 

detected, based on location and building use: Table 

3 shows the related energy demand.  

Table 3 – Energy demand of the reference cases 

CODE ID Heating 

demand 

[kWh] 

Cooling 

demand 

[kWh] 

Total 

demand 

[kWh] 

B1_R_L1 961 1671 2632 

B1_O_L1 977 1896 2873 

B1_R_L2 4494 391 4885 

B1_O_L2 2854 436 3290 

It can be noticed that a slight difference occurs in 

terms of destination for L1, larger in L2. In this 

section, the best results of each specific simulated 

solution from the sensitivity analysis in terms of 

heating and global energy saving are introduced. 

Direct gain systems show the highest performance 

in residential applications and close to the highest 

in offices. From Fig. 2 it is clear how south can be 

seen as the best orientation option, with more 

thermal mass needed in the northern areas. Trom-

be wall systems perform slightly better than direct 

gains in offices, with a still-high share of energy 

saving in residential buildings. Fig. 3 highlights 

how south-bound systems are still the best choice, 

with heavyweight structures generally preferred, 

to limit nighttime losses and prevent excessive heat 

transfer from the air cavity. Sunspace best configu-

rations still include south, with one west-bound 

configuration, as in the previous cases. In this sce-

nario, the heavyweight system is preferred due to 

the high amount of solar radiation to dispose of. As 

described by Fig. 4, they perform better in residen-

tial applications, thanks to the delay guaranteed by 

the thermal mass. Nanopainting, in Fig. 5 shows 

very low shares for heating performance, while 

they mainly impact on the cooling load.  
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Fig. 2 – Best direct gain configurations 
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Fig. 3 – Best Trombe wall configurations 
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Fig. 4 – Best sunspaces configurations 
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Fig. 5 – Best nanopainting configurations 

South orientation proved to be the best solution, 

as described in Fig. 6, with west in second place, 

performing better than east in order to get heat late 

in the afternoon when people are back home. Al-

most all the configurations prefer 0.6 and 0.8 as 

WWR and glass U-value. It is worth noting that 

direct gain systems are the suggested solution for 

Palermo, while Trombe walls should be preferred 

in Bolzano. 

Finally, Table 4 shows the best configuration for 

the four base case scenarios in terms of heating 

performance, while Table 5 shows the code of the 

passive solar design configurations that perform 

better in terms of total energy saving. 
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Fig. 6 – Best east (a), south (b) and west (c) bound configurations 

Table 4 – Best configuration for heating energy savings 

CODE ID Heating  

 [%] 

Cooling  

 [%] 

Total 

[%] 

B1_R_L1_DG_W_0.6_0.8_TS2 -23.6 +120.3 +67.8 

B1_O_L1_DG_S_0.6_0.8_TS2 -28.8 +64.3 +32.6 

B1_R_L2_TW_S_0.6_0.8_TS2 -10 +33.2 -6.6 

B1_O_L2_TW_S_0.6_0.8_TS2 -12.9 +20.6 -8.5 

Table 5 – Best configuration for total energy savings 

CODE ID Heating  

 [%] 

Cooling  

 [%] 

Total 

[%] 

B1_R_L1_NP_W_0.1_0.9_0.9 +1.8 -2.5 -0.9 

B1_O_L1_TW_S_0.2_0.8_TS2 -11.3 +3.3 -1.7 

B1_R_L2_TW_S_0.6_0.8_TS2 -10 +33.2 -6.6 

B1_O_L2_TW_S_0.6_0.8_TS2 -12.9 +20.6 -8.5 

 

In Palermo, L1, the high solar irradiation leads to 

an increase of the cooling loads, which, as a result, 

generates an increment in the total energy loads. In 

Table 5, total energy savings are achieved as long 

as they are low. This is mainly due to the simula-

tion set, as it focuses on the heating performance, 

with no optimized shading system for the summer 

period. However, for Bolzano (L2), the best heating 

configurations correspond to the best in total ener-

gy savings, between 6-8 %. The solution is Trombe 

Wall, with a high WWR and a low heat transfer 

coefficient. Direct gain configurations are the best 

passive heating systems for Palermo (L1), but can 

even double the cooling demand. In terms of total 

performance, nanopainting and Trombe walls 

slightly reduce the total demand even in a hot cli-

mate with a short heating season. As in previous 

cases, south-bound solutions are the most useful 

ones, with west limited to the residential case in 

location 1.   

3.2 Optimization of the Case Study 

The analysis of the case study allows a generaliza-

tion of the approach to the previous solutions. The 

test case demonstrates the benchmark of the poten-

tial savings achievable through passive systems. 

The trade-off between passive and active solutions 

depends on the energy benefit the building can 

obtain, which is related to the climatic conditions, 

the kind and use of buildings, and the behavior of 

the occupants. The case analyzed is a co-housing 

project located in central Italy. Fig. 7 provides a 

schematic view. The building is a part of a master-

plan for the development of 16 blocks. Developed 

on 4 floors, 180 m2 each, the building hosts a co-

working space and standardized flats for families. 

Each flat consists of a wide living space, a private 

terrace, one bathroom and two bedrooms, for a 

total of 78 m2. The approach to the case study start-

ed from the application of the configuration sug-

gested by the analysis previously described. Start-

ing from the simulation of the base case, reference 

loads were identified, with an overall demand of 

30.11 MWh per year. Fig. 8 shows the results of the 

cumulative application of suggested solutions in 

terms of energy savings. The case study took place 

in the center of Italy, Pisa, defined by L3: the cli-
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matic conditions, 14.8 °C average air temperature 

and 1500 kWh/m2 of annual solar irradiation, fall 

between the two locations previously analyzed. 

The solution applied, taken from L1 results, will 

then be linearized according to both series of re-

sults. Firstly, direct gains on the west façade were 

integrated: the increase of the WWR led to 7.8 % 

heating energy saving. However, the cooling load 

increased to 16.5 %, causing the total demand to 

rise around 6 %. Looking at the orientation solu-

tions in Fig. 8, east appears to be the second-most 

efficient for residential application. Direct gain 

systems are thus simulated on the east façade, with 

a close heating performance and a slightly lower 

cooling increase compared to west orientation. In 

the third step, the increase in the WWR was split 

between the two façades to better exploit solar ra-

diation early in the morning and late in the after-

noon - basically when passive heating is needed by 

the house occupants. To reduce the cost of the in-

tervention, the increase in the WWR is compen-

sated for by moving out the windows from the 

north-facing façade. 

 

 

 

Fig. 7 – Schematic section of the building 

This results in a higher heating performance, with 

an increase of the total demand, due to the cooling  

demand, being almost imperceptible. To reduce the 

cooling load, the best configurations in terms of 

total energy, in Table 5, were applied in step 4, 

starting with nanopainting. The cooling load is 

drastically reduced, 8 % compared to the base case, 

and finally energy saving is achieved in a total ba-

sis, even if the improvement in the heating perfor-

mance is halved. Step 5 includes the optimization 

of summer shading, to further reduce the cooling 

load, -23.6 %. Finally, in step 6, sunspaces were 

implemented. This configuration was included due 

to the specific design of the building, whose terrac-

es can be easily closed. Sunspace management sys-

tem is optimized to get passive heating in winter, 

and assure natural ventilation through opening in 

summer. Shading system is implemented too. The 

result is a 14.3 % reduction in heating energy de-

mand, 18.4 % in cooling and a total energy saving 

of 16.7 %. 

Fig. 9 shows the changes in the building design. By 

moving additional windows from the north façade, 

the cost of the intervention is low, while the modu-

lar rhythm of the façades is preserved. 
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Fig. 8 – Heating, cooling and total energy saving of the case 

study design steps 
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Fig. 9 – Starting (left) and final (right) project design 

While nanopainting has no influence on the overall 

architectural design, the integration of sunspaces in 

the terrace does have a minimal impact, limited to 

the winter time. The test case confirms the limits of 

complex passive configurations in terms of energy 

benefits and management, to balance passive heat-

ing with cooling request. The integration of wide 

direct systems or sunspaces led to relative savings 

in the heating demand, but their counter effect on 

the cooling load unbalanced their effect on the 

overall consumption. More simple solutions, such 

as shading systems and nanopainting, on the other 

hand, proved to perform equally. The use of nano-

painting, with its impact on the cooling demand, 

and the integration of a properly set shading sys-

tem brings a reduction of the overall demand, al-

lowing for a higher degree management of the pas-

sive heating load. Being easier to integrate, in tech-

nical and economic terms, their trade-off makes 

them more appealing for building application. 

4. Conclusion 

Passive solar design strategies are a tool for reduc-

ing building energy demand by exploiting solar 

energy. High heating energy savings can be pas-

sively achieved by simply optimizing the building 

design through the integration of passive solar 

solutions. The focus on the energy performance of 

the different passive configurations analyzed al-

lowed the most proficient solutions in terms of 

both passive heating and energy saving for office 

and residential buildings in two different climates 

to be determined. The sensitivity analysis was 

based on both extrinsic and intrinsic factors, such 

as building use, location, WWR and glass U-value. 

The present work aims to address the lack of 

guidelines or suggested solutions and a methodol-

ogy for a rational application of such configura-

tions in different kinds of buildings. The purpose is 

to define an analysis to determine the possible en-

ergy-related trade-off for simple to complex pas-

sive configurations. A general methodology for the 

application and integration of the configuration 

during the design step of a new building was pro-

posed through the analysis of a case study. The 

analysis moves from the solutions suggested by the 

general investigation to the integration of elements 

due to the specific building design: 

- marginal savings can be achieved by simply 

applying the suggested solution for passive 

heating (direct gains, -7 % of the heating de-

mand)  

- the integration of the suggested solution in 

terms of total energy saving reduces the cool-

ing load (nanopainting, -7 % of the demand) 

- the optimization of the shading system helps 

to prevent the overheating risk in summer (op-

timized shading system, -15 % of the demand) 

- finally, building specific solutions boost the 

performance (sunspaces, -14 % of the heating 

demand, -16 % of the total demand). 

The results are achieved by minimizing two rele-

vant factors for the promotion of passive solar de-

sign integration: impact on the building design, 

and thus architectural interferences, and the cost of 

interventions. A relevant element for a widespread 

application of passive solar design, which this pa-

per attempts to address, is the development of de-

sign guidelines. The results of the present analysis 

can be generally applied as preliminary suggested 

parameters for the integration of passive systems 

in the Italian climate, by properly scaling values 

according to local climate conditions. To generalize 

the application of these guidelines, the trade-off of 

the application of passive solutions must be ad-

dressed. As seen by the test case, simple kinds of 

passive measures, such as nanopainting and shad-

ing, have a comparable performance on the de-

mand of the building: with easier integration and 

lower cost, their trade-off suggests a wider applica-

tion when compared with complex solutions. Fur-
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ther analysis must be carried out to take into ac-

count the effect of climate-related parameters, such 

as solar radiation, and local economy factors on 

the trade-off of these systems. Cost analysis and 

comfort models should be integrated into the sensi-

tivity analysis. 
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Nomenclature 

Symbols 

A cross-sectional area (m2) 

Ar aspect ratio of the cavity 

C discharge coefficient 

g gravity acceleration (m/s2) 

L length of the chimney (m) 

Q air flow rate (m3/s) 

T temperature (K) 

Subscripts/Superscripts 

d discharge 

fo outlet air 

i inlet 

o outlet

r room air

rt ratio
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Abstract 

This study is the second step toward the development and 

prototyping of a Personal Comfort System for tertiary sec-

tor working environments. The entire industrial sector, 

and, in particular, offices, have seen changes in working 

habits, with a large increase in smart working also due to 

prevention of COVID infection. The chance to partialize 

the HVAC system and maintain rooms in an under-condi-

tioned state is the obligatory way towards reducing en-

ergy waste, providing each workstation with an independ-

ent system that guarantees the operator's comfort condi-

tions. The goal of the second step presented in this work 

was to size and optimize the radiating desk, with the aim 

of testing an experimental demonstrator. A LHP was cho-

sen to bring heat from the source to the desk, decoupling 

the heat generation and heat distribution system, without 

the need for additional parasitic power consumption or 

moving parts, adding to the innovation of the proposed 

design. The ergonomic optimization of the surface and its 

power reduction did not affect its ability to improve local-

ized comfort, since the operators’ conditions move from a 

slightly cold to a neutral situation. Moreover, no discom-

fort due to vertical temperature differences or radiant 

asymmetries were found. Therefore, the next research step 

will lead to prototype creation and its analyses, conducted 

in a climatic room to test if the distribution system can sat-

isfy comfort thermal requirements with probes as well as 

real users. 

1. Introduction 

Reducing energy consumption is a current issue, 

made increasingly stringent with the progress of the 

21st century (Allouhi et al., 2015; Almasri & 

Alshitawi, 2022). The total energy consumption 

associated with HVAC services (heating, ventila-

tion, and air conditioning) in buildings accounts for 

40 % of total energy consumption in Europe and 

36 % of greenhouse gas emissions (EU. Buildings, 

2020). 

New methods of building design and HVAC sys-

tems are becoming increasingly popular, yet people 

still often complain of thermal discomfort (Fantozzi 

et al., 2020; Ortiz et al., 2017), and inadequate atten-

tion is paid to reducing energy waste (Carmenate et 

al., 2016; Li et al., 2019). Moreover, buildings do not 

meet the regulations' modest goal of having no more 

than 20 % unsatisfied occupants, primarily due to 

building over-conditioning and occupants' inability 

to adjust the environment individually to meet their 

personal needs (Brager et al., 2015). 

The importance of providing Indoor Environmental 

Quality (IEQ) is widely recognised (Lamberti, 2020), 

especially in the work-place, where not only per-

sonal well-being increases productivity (Green-

berger et al., 1989; Rocca et al., 2020), but it also 

makes up the greatest component towards dissatis-

faction (Frontczak et al., 2012; Huizenga et al., 2006). 

The IEQ is defined by many interacting factors 

(Bluyssen, 2020), among which thermal comfort is 

the most significant on the perception of environ-

mental quality and the energy consumption associ-

ated with IEQ achievement (Lamberti, 2020). As the 

individual differences based on age, gender, or 

body fat content show, thermal comfort is not only 

a simple function of the thermal environment, but it 

is also influenced by a whole set of individual fac-

tors. Thermal neutrality is considered to provide the 

best comfort, but this does not respect  individual 

preferences (Fantozzi et al., 2021; van Hoof, 2008). 
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Personal ability to thermoregulate oneself plays a 

key role in this process (de Dear et al., 2013). There-

fore, the local microenvironment needs to become 

personalized to fit the preferences of everyone. 

Individually oriented new approaches are under de-

velopment in this emerging research area, to evaluate 

the average zone thermal comfort metrics. For in-

stance, a personal comfort model predicts individu-

als’ thermal comfort responses, instead of the average 

response of a large population with an improved 

comfort predictive power compared to conventional 

models (PMV, Adaptive) (Kim et al., 2018). 

A noteworthy model is the Berkeley Comfort 

Model, which predicts the sensation for each local 

body part with input data related to skin tempera-

ture (Huizenga et al., 2001); a physical measurement 

campaign or a thermophysiological computer pro-

gram that treats the body as multiple segments 

would be needed to simulate this data (Zhang et al., 

2010a; Zhang et al., 2010b). Thermal sensation and 

comfort for local body parts vary greatly and affect 

thermal sensation and comfort perceived for the 

whole body (Arens et al., 2006a). In a cool environ-

ment, hands and feet feel colder than other body 

parts, and feet are the major sources of discomfort 

(Arens et al., 2006b; Zhang et al., 2010c). In the tests 

performed by Arens et al, people perceived neutral 

conditions as “comfortable”, but the "very comfort-

able" rating was achieved only in the asymmetric or 

transient environment conditions, which can be 

achieved through local Personal Comfort Systems 

(PCS), defined as systems that heat and cool indi-

viduals without affecting the environments of sur-

rounding occupants (Arens et al., 2006a). 

PCSs play an important role in this landscape with 

the target of conditioning only the “personal” mi-

croclimate rather than the volume of the entire 

building, in contrast to traditional HVAC systems 

(Kalaimani et al., 2020). 

PCSs provide a series of benefits to indoor environ-

ments, like ensuring comfort conditions (Tsuzuki et 

al., 1999; Warthmann et al., 2018; Zhang et al., 2010) 

and reducing energy waste (Godithi et al., 2019; 

Shahzad et al., 2018; Zhang et al., 2015). They can 

provide comfort conditions with an environment 

temperature as low as 15 °C (Veselý & Zeiler, 2014). 

Zhang et al. found that there are several benefits to 

providing personal control over an environmental 

feature capable of providing a local pleasurable sen-

sation (Zhang et al., 2010c). 

The present study is the second step of a research 

study aimed at prototyping a radiant-conductive 

system to guarantee microclimatic comfort condi-

tions in open-space offices, transferring heat di-

rectly to the person (Rugani et al., 2021). Further-

more, reducing air movement will bring about the 

additional benefit of reducing the movement of pol-

lutants and micro-particulates. 

The global COVID-19 pandemic has increased cases 

of smart-working, often causing office staff presence 

to be significantly lowered. The direct consequence 

was seen in the wasted energy needed to air-condi-

tion entire offices where most desks remained 

empty (Jiang et al., 2021). PCSs can provide micro-

climatic comfort for operators, and the possibility of 

reducing the setpoint temperatures of the primary 

HVAC system would lead to a drastic reduction in 

energy losses (Rugani et al., 2021). The trend is gen-

erally to rethink design strategies as a result of the 

pandemic (Megahed & Ghoneim, 2021), rethinking 

buildings both from a spatial point of view, but also 

in terms of HVAC systems. 

Therefore, the prototypisation of a bespoke radiant 

surface embedded in a desk and the study of the 

comfort conditions that this can provide is the ob-

jective of the research. In this second research step, 

the preparatory analyses were carried out consider-

ing a Loop Heat Pipe (LHP) as the thermal vector 

from the heat source and the radiant plate. LHPs are 

a passive devices, whose heat transfer and fluid mo-

tions are ensured by cycles of evaporation and con-

densation of a working fluid. Hence the lack of need 

for pumps or additional energy sources for their op-

eration makes up their great scientific interest. 

2. Method

2.1 Overview 

The aim of the study is to prototype and optimise a 

Personal Comfort System (PCS). In the previous 

phase, the PCS was conceived and studied as a com-

plete radiant desk, analysing the comfort provided 

to the user according to the potential energy savings 

in offices (Rugani et al., 2021). 
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Two possibilities were identified for transferring 

heat to the desk - via a hydronic system and via an 

electric infrared surface. The objective of the current 

research is the sizing of the hydronic one, with the 

application of a Loop Heat Pipe. It allows the para-

sitic energy consumption of the pump for a stand-

ard hydronic system to be saved and a plug-in desk, 

versatile and easily interfaced with the energy 

sources, with no moving parts and no risk of failure 

to be created. 

The analysis consisted of a first phase of the LHP 

condenser sizing, i.e., the radiant plate to be placed 

in the desk, simulating it in the operating condi-

tions. Several condensers designed were studied to 

find the most efficient one. Meanwhile, CFD analy-

sis with a similar methodology to the previous 

study by the Authors was conducted, simulated in 

two different heating system configurations: heat-

ing with standard setpoint and underconditioned 

state with local PCS. 

2.2 LHP Design 

LHPs have been widely implemented in space ap-

plications and thermal management, for which they 

were first created in the early 70s. They are a two-

phase passive heat exchanger, able to transfer heat 

over several meters without the need for moving 

parts or any additional energy for its functioning. 

This would reduce power consumption and the 

noise in using a hydraulic active system, the com-

plexity, and the risk of failure, hence increasing the 

overall system efficiency. LHPs work thanks to the 

cyclic evaporation/condensation processes of a 

working fluid, whose motion is ensured by a posi-

tive pressure gradient arising in a porous structure, 

due to capillarity (Maydanik, 2005). LHPs have been 

extensively studied in recent years in several appli-

cations, like aircraft (Pagnoni et al., 2021) and elec-

tric vehicle thermal management (Bernagozzi et al., 

2021), solar water heating (Wang & Yang, 2014), and 

electronics cooling (Domiciano et al., 2022). 

The LHP has the function of transferring heat from 

the source (evaporator) to the radiating desk (con-

denser). Its sizing was performed thanks to a vali-

dated Lumped Parameter Model (LPM) code vali-

dated by Bernagozzi et al. (2018). The power of the 

system was chosen according to the previous 

analysis performed. Compared with the first study, 

the power range was reduced because the radiating 

surface was optimized, according to an ergonomic 

study about the user's position. Values aligned with 

those previously identified by Mao et al. (2017), who 

provided the desk with a palm warmer with a 

power consumption of 26 W at steady state (typical 

surface temperature of 35 °C). 

Fig. 1 shows the condenser, which represents the 

heating plate, located in the desk. Fig. 2 shows the 

desk section with the embedded condenser of the 

LHP. This will be a small diameter meandering pipe 

where condensation of the working fluid takes 

place, ensuring a constant temperature profile along 

the radiating surface, ultimately increasing the indi-

vidual’s feeling of comfort. 

 

Fig. 1 – Example of a desk configuration, with the heating plate 

facing the user 

 

Fig. 2 – Desk section 

2.3 CFD Modeling 

A CFD analysis was conducted using Autocad CFD 

software. The purpose was to obtain the local envi-

ronmental conditions on an ideal manikin placed on 

a chair in front of the desk. Solving the Navier-

Stokes equations allowed an assessment of the local 

comfort conditions and the convective and radiant 

energy contributions of the PCS, which are impossi-

ble to evaluate with a Building Energy Simulation 

(BES). 

CFD models have been widely adopted as effective 

tool for natural ventilation simulations, while BES is 

more stable with the heat transfer between solid and 
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fluid (Zhang et al., 2013). Moreover, the effect of air 

mixing considerably affects the zone temperatures. 

Thus, CFD analysis is the most suitable option for 

assessing the temperature variation (Jones et al., 

2020; Salimi & Hammad, 2020). 

Following the previous methodology, two configu-

rations were studied: heating with standard set-

point (21 °C), and PCS in an under-conditioned en-

vironment (17 °C). 

The CFD simulations aimed at evaluating the size 

and shape of the condenser in ensuring user com-

fort. Thus, this phase was conducted in parallel with 

the calculation of the LHP system. 

2.4 Comfort Assessments 

To determine thermal comfort, several models were 

developed. Most of the research conducted on the 

assessment of comfort conditions were based on 

Fanger’s thermal model and the calculation of the 

two indices: the Predicted Mean Vote (PMV) and the 

Predicted Percentage of Dissatisfied (PPD) (ISO 

7730:2005 2005). 

Individual-oriented models, such as the Berkeley 

Comfort Model, while more effective at predicting 

local response, require experimental data on a phys-

ical person. Although Fanger’s indexes were created 

for the evaluation of general comfort, several stud-

ies demonstrated its ability to compare thermal 

comfort from different setups (Orosa Jose, 2010; 

Shahzad et al., 2018; Zhang et al., 2015). 

To compare the case study results to the previous 

analysis (Rugani et al., 2021) and to the research 

conducted by Shahzad et al. (2018), the applied con-

ditions are those shown in Table 1. 

Table 1 – Comfort evaluation parameters for Fanger’s model  

Humidity (RH) 30% 

Metabolic rate (MET) 1 

Clothing insulation (CLO) 0.7 

Furthermore, two local models based on environ-

mental data were applied (ASHRAE, 2021): discom-

fort due to vertical temperature difference (1), and 

discomfort due to radiant asymmetry (2-3). Also, 

specific standards on heating radiant systems such 

as EN ISO 11855 (ISO, 2021) indicate following the 

previous models for local discomfort evaluation. 

𝑃𝐷 =  100 1 + exp (5.76 − 0.856 ∙ Δt𝑎,𝑣⁄ ) (1) 

𝑃𝐷 =  100 1 + exp (6.61 − 0.345 ∙ Δt𝑝𝑟⁄ ) (2) 

𝑃𝐷 =  100 1 + exp (9.93 − 0.50 ∙ Δt𝑝𝑟)⁄  (3) 

Where PD is the Percentage Dissatisfied and Δt are 

the temperature differences in each case. 

The limits prescribed by the regulations are applied, 

with particular attention to temperature differences. 

The vertical temperature gradient between head 

and feet is prescribed as 3 °C/m by ASHRAE 55 

(ASHRAE 2020) and ISO 7730 (ISO 7730:2005 2005). 

Nevertheless, Liu et al. (2020) found that vertical 

temperature gradient changes with thermal sensa-

tion votes and could be increased to 5 °C/m when 

the subject is thermally neutral. 

3. Results

Different heating inputs were provided to the LHP 

evaporator to achieve the optimum desk surface 

temperature of 36 °C, namely 15 W, 20 W, 25 W, and 

30 W. Moreover, several working fluids were inves-

tigated for the LHP: water, acetone, ethanol, R1233, 

and Novec649. Finally, tubes of various sizes were 

tested, with internal radius of 4, 5, and 6 mm. 

Figs. 3, 4, and 5 show the superficial temperature 

variation of the desk as a function of the working 

fluid, the heating power, and the pipes dimension. 

Fig. 3 – Radiant surface temperature of the desk as a function of 

the liquid in the LHP loop, with a power of 20W and an internal 

radius of 6 mm 
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Fig. 4 – Radiant surface temperature of the desk as a function of 

the power applied to the evaporator, Novec649 in the loop and an 

internal radius of 6 mm 

 

Fig. 5 – Radiant surface temperature of the desk as a function of 

the pipes dimension, Novec649 in the loop and a power of 20W 

The CFD results allowed the overall comfort situa-

tion (Fig. 6) and the temperature distributions 

around the workers to be studied (Fig. 7). 

 

Fig. 6 – PMV distribution at each point of the environment 

 

Fig. 7 – Temperature distribution at each point of the environment 

4. Discussion 

The coupling of CFD and LHP sizing calculations 

allowed optimization of the heating plate, i.e., the 

LHP condenser, with the aim of creating a real pro-

totype. 

Sizing results showed that the most efficient work-

ing fluid was the heat transfer fluid Novec™ 649, 

produced by 3M™, as it condensed earlier than 

other liquids and allowed the system to be operative 

in the shortest time. Interestingly, in the design con-

figuration, 20 W was the power that allows the de-

sired desk surface temperature to be reached, asso-

ciated with pipes whose inner radius was 6 mm. 

This low value of power opens up different avenues 

on heat recovery, for instance, suggesting the use of 

the waste heat from the electronic components pre-

sent on the desk, e.g., laptop. 

The CFD results show an alignment with those of 

the first step of the research (Rugani et al., 2021). 

Although the heating surface area was reduced to 

0.27 m2, as well as the power delivered, the general 

comfort situation was not affected. The ergonomic 

study prior to prototyping thus succeeded in opti-

mizing the panel while maintaining its ability to en-

sure local comfort (Table 2). 

Table 2 – Localized results of CFD analyses 

 PCS Standard 

 PMV PPD PMV PPD 

Face -0.06 5 -0.27 7 

Torso 0.11 5 -0.42 9 

Knee 0.23 6 -0.47 10 

 

A further step conducted in this analysis phase was 

to verify the compliance of local discomfort models 

for vertical air temperature difference and radiant 

asymmetry. There are no major temperature differ-

ences between the ankles and the head, as the sur-

face heats in both directions. The PD value is below 

1. Likewise, vertical radiant asymmetry discomfort 

from cold ceilings hardly exceeds PD value 1. On the 

other hand, if the radiating desk were located near 

a cold wall, the discomfort from radiant asymmetry 

could lead to a PD value of 2 with a temperature dif-

ference of 8 °C, which in any case is lower than the 

10 °C indicated as the standard limit. 
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5. Conclusion

Today's society demands quality and comfort, espe-

cially in the workplace. This study aims to increase 

comfort and satisfaction with the thermal microcli-

mate in large offices. 

The global pandemic has accentuated smart work-

ing. Thus, the possibility of being able to partialize  

thermal systems and to locally heat and cool only 

occupied workstations is a winning strategy for re-

ducing energy waste. 

A first step of this research was conducted to ana-

lyze the thermal comfort provided by a radiant desk 

combined with the associated energy savings. The 

goal of the second step presented in this work was 

to size and optimize the radiating desk, with the aim 

of testing an experimental demonstrator. 

A LHP was chosen to bring heat from the source to 

the serpentine on the horizontal table. Its sizing was 

performed thanks to a validated Lumped Parameter 

Model (LPM). 20 W was the power that allows 

reaching the desired desk surface temperature, as-

sociated with pipes whose inner radius was 6 mm. 

The CFD results confirmed the ability of the PCS to 

ensure comfortable conditions even at sub-comfort 

room temperatures, moving to a neutral situation 

with PMV value near to 0 (face -0.06, torso 0.11, knee 

0.23), thus reducing energy losses from heating en-

tire rooms, such as open space offices, recently left 

almost empty due to the increase in smart working. 

The ergonomic optimisation of the surface and its 

power reduction did not affect its ability to improve 

localised comfort. Moreover, no discomfort due to 

vertical temperature differences or radiant asymme-

tries was found, with PD below 1 and temperature 

gradients not exceeding regulatory limits. 

Summarizing, the contribution of this work is two-

fold: firstly, the improvement of the individual’s 

comfort by the adoption of microclimatic comfort; 

secondly, the system allows an increase in the effi-

ciency of the building’s HVAC system, reducing en-

ergy consumption and moving a few steps in the 

net-zero direction. 

Future research developments include the compari-

son of this hydronic desk with a similar electrically 

powered desk. The reason for this analysis is to con-

duct an exergetic comparison by contrasting the 

quality of energy with the versatility and efficiency 

of systems to ensure local comfort and reduce en-

ergy consumption. 

Moreover, analyses will be conducted in a climatic 

room to test that the distribution system can satisfy 

comfort thermal requirements with probes, as well 

as real users. Additionally, The CFD model will be 

rebuilt and validated with ANSYS Fluent software. 
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Abstract 

In building refurbishment projects, efficient technologies 

such as heat pumps are increasingly being used as a sub-

stitute for conventional technologies such as condensing 

boilers, with the aim of reducing carbon emissions and 

determining operational energy and cost savings. Meas-

ured building performance, however, often reveals a 

significant gap between the predicted energy use (design 

stage) and actual energy use (operation stage). For this 

reason, a scalable energy signature modeling approach is 

presented in this paper to verify building energy perfor-

mance from measured data. Regression models are built 

with data at multiple temporal resolutions (monthly and 

daily) and are used to verify the performance improve-

ment due to smart heating controllers (TRV) and Gas 

Absorption Heat Pumps (GAHP). The capabilities of 

energy signature analysis are enhanced by including 

additional variables in the modeling process and by run-

ning the models as “digital twins” with a rolling horizon 

of 15 days of data. Finally, a regression model for GAHP 

technology is developed to validate the results measured 

in the monitoring process in a comparative way. The case 

study chosen is Hale Court sheltered housing, located in 

the city of Portsmouth (UK). The results obtained are 

used to illustrate possible extensions of the use of energy 

signature modeling, highlighting implications for energy 

management and innovative building technologies de-

velopment. 

1. Introduction 

The necessity of  achieving  high energy efficiency 

targets while maintaining an adequate level of ser-

vices in the building stock is one of the topics driv-

ing the built environment today. Innovative heat-

ing technologies are part of this research and Gas 

Absorption Heat Pump (GAHP) can be used as an 

alternative to conventional and condensing boilers. 

Additionally, smart heating controllers, such as 

Smart TRVs (Thermostatic Radiator Valves) are 

often reported as a promising technology, even if 

this depends on multiple factors and, in particular, 

operational patterns and user behavior (Manfren et 

al., 2021a, 2021b and 2022; Tronchin et al., 2018).  

The case study of Hale Court, considering inter-

vention in the North Block allows testing of the 

new methodology in question. In particular, the 

area  was monitored before and after the retrofit 

intervention – namely, first with the installation of 

Smart TRVs (Thermostatic Radiator Valves) and 

then with the installation of Gas Absorption Heat 

Pumps (GAHPs). The monitored data are split into 

three periods: explicitly before retrofit, after the 

installation of TRVs and after the installation of 

GAHPs and plant room upgrade. The performance 

before retrofit represents for us the baseline for 

evaluation. Data are summarized and aggregated 

at different time scales (monthly and daily), energy 

signatures are calculated from energy metering 

data and piecewise linear regression models are 

fitted for the different monitoring periods to enable 

performance comparison. Finally, the savings mon-

itored are compared to the ones calculated by a 

regression model of GAHP performance  

2. Methods 

First of all, the methods used in this research are 

aimed at giving primarily a reliable assessment of 

the actual impact of different technologies in terms 

of efficiency. For this  reason, the regression-based 

approaches proposed by state-of-the-art Measure-

ment and Verification (M&V) protocols  such as 

ASHRAE 14 (ASHRAE, 2014), Efficiency Value 
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Organization (EVO, 2003), Federal Energy Man-

agement Program (FEMP, 2008), frequently indi-

cated with the term M&V 2.0 (Gallagher et al., 

2018), are included. This is crucial because of the 

necessity  of performing an initial screening analy-

sis before proceeding with more in-depth evalua-

tions. Technical state-of-the-art standardization 

was used as a basis and some innovative elements 

were introduced. The starting point is a regression-

based analysis of energy signatures (i.e., average 

power in a certain interval of analysis). 

Sample models for the whole-building approach 

(ASHRAE 14:2014 Measurement of Energy, De-

mand, and Water Savings) are used: 

- mean, or one-parameter model, (electricity);

- two-parameter model;

- three-parameter heating model (similar to a

variable-base degree-day VBDD model for

heating);

- three-parameter cooling model (VBDD for

cooling);

- four-parameter heating model;

- four-parameter cooling model;

- five-parameter model.

Energy signature regression is proposed in stand-

ardization as a way of “normalizing ” energy per-

formance with respect to the main influencing fac-

tors - outdoor air temperature in this case. Models

can then be used to track performance in time

(Manfren et al., 2019 and 2021b).

3. Case Study

Hale Court is a sheltered housing development run 

by Portsmouth City Council, built in 1984. Hale 

Court consists of 80 flats with a mix of studio flats, 

1 bedroom-, 2 bedroom- and 3-bedroom-flats. 

As part of the EU Horizon 2020 project THER-

MOSS), Smart Thermostatic Radiator Valves were 

installed and the heating system plant room  was 

refurbished with the installation of Gas Absorption 

Heat Pumps (GAHP). A monitoring system  was 

set-up to enable detailed building energy perfor-

mance analysis. 

The proposed refurbishment of the heating system 

for the North Block plant room involves: (1) keep-

ing the existing gas boilers (2) removal of the water 

heaters (3) addition of a 3-GAHP cascade  (4) in-

corporation of thermal storage and (5) reconfigura-

tion of the piping layout. 

Table 1 – Characteristics of the thermal systems 

HEAT GENERATORS

Gas Boilers x2 REMEHA GAS 110 Eco

Capacity 115 kW ( per boiler)

Boiler design Temperature 80 °C

Typology Condensing

Gas Absorption Heat Pump GHP AWO 38 Three 

appliance cascade 

Thermal power output A7W50 114.9 kW

Gas Utilization Efficiency A7W50 1.52

Natural gas power input A7W50 75.6 kW

Max. heating water flow 

temperature 

65 °C 

Permissible Ambient Temperature -20 to +40 °C

244



Energy Signature Modeling Towards Digital Twins –  
Lessons Learned From a Case Study With TRV and GAHP Technologies 

 

Fig. 1 – Technological scheme of the case study – Hale Court 

4. Results and Discussion 

Energy signature analysis of natural gas and elec-

tricity requires using piecewise linear regression 

for Hale Court, North Block. 

The two models for natural gas demand signature 

(three-parameter heating model) and electricity sig-

nature are in the boundaries fixed by the ASHRAE 

14:2014 guidelines. 

Table 2 – Results of analysis for natural gas demand signature 

Period Energy indicator   Statistical indicator 

 Energy 

Measured 

(M) 

 Energy 

Predicted  

(P) 

Relative 

differences 

R2 MAPE NMBE Cv(RMSE) 

1 293464  299273 -1.98 93.0 14.3 1.98 11.9 

2 93466  93544 -0.08 91.1 15.9 0.08 12.2 

3 242586  243004 -0.17 88.3 13.9 0.17 13.3 

 

The energy demand reduction regression model of 

GAHP performance shows a reduction of 20 %. 

Table 3 shows the energy demand reduction using a  

prediction model, with standard weather and nor-

malized occupant behavior. 

Table 3 – Reductions 

Period Description Overall reduction Relative reduction 

1 Before retrofit 0 (baseline) - 

2  TRVs installation 7.2 % 0 (baseline) 

3 
GAHPs and plant room 

upgrade 
25.8 % 20.0 % 

 

 

 

In order to characterize GAHP performance, we 

need to consider the GUE (Gas Utilization Efficien-

cy), which is the parameter describing its thermal 

conversion efficiency. GUE is defined as the ratio 

between the delivered thermal energy and the fuel 

energy (and substantially similar to the COP for an 

electric heat pump). 

Prediction of thermal power output Pth and GUE in 

full load conditions as a function of outdoor air 

temperature and supply water temperature used  

multivariate regression. 
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Fig. 2 – Thermal power output as a function of outdoor air tem-

perature 

Fig. 3 – GUE as a function of outdoor air temperature 

5. Conclusions

Energy signature modeling is a powerful tool for a 

first screening using monthly data. GAHP perfor-

mance linearization enables the estimation of per-

formance variability (Pth, GUE) as a function of 

outdoor air and supply temperatures and the cal-

culation of part-load performance. Feedback from 

data analysis can help to improve management 

and control of GAHP. 

Further research concerns application to daily and 

hourly data, to derived daily and hourly energy 

signature analysis and performance tracking: 

1. Calculation of part-load performance ratio for

GAHP using the regression model as refer-

ence.

2. Analysis of average thermo-physical proper-

ties of building to support detailed energy

model calibration.
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Abstract 

The Amintore Galli theater in Rimini re-opened in 2018, 

after more than 60 years of inactivity. Its acoustics have 

been studied in depth, starting in 2009 until the re-

opening of the theater. This paper analyses the following 

different steps of the acoustic design of the Opera House: 

the analysis of the acoustics of similar other theaters, the 

design of the acoustics of the new main hall, the analysis 

of the acoustic characteristics of the diffusing panels in 

the theater, and the acoustic design of other rooms, in-

cluding the rehearsal room. Moreover, this paper reports 

some of the most relevant results of the acoustic surveys 

conducted after the re-opening, comparing the values of 

some acoustic parameters obtained after the simulation 

processes, and the values of the same parameters during 

the final validation of the theater. 

1. Introduction 

The acoustic studies of Italian opera theater houses 

have been improved in their accuracy by the de-

velopment of new generation technology (Farina et 

al., 1998; Tronchin, 2005 and 2021; Tronchin & 

Bevilacqua, 2021 and 2022; Tronchin & Knight, 

2016; Tronchin et al., 2020a, 2020b, 2021a and 

2021b). An acoustic survey was undertaken inside 

Galli theater of Rimini in order to show the acous-

tic parameters as required by the regulations (ISO 

3382-1). Furthermore, a multichannel spherical 

array microphone was employed to add value to 

this acoustic investigation by illustrating the im-

pulse response (IR) through an overlay video. The 

outcomes of this additional provision were record-

ed with some snaps related to different moments of 

the IR decay. The authors of this paper also outline 

a brief history of Galli theater of Rimini, including 

a description of the architectural features that 

characterize this important opera house. 

2. Historical Background 

The theater was originally named "Teatro Nuovo" 

(The New Theater), and the project began in 1841, 

overseen by architect Luigi Poletti. The theater 

distinguished itself from other theaters in the same 

period, showing the innovative style of memorial 

architecture of classical architecture (Toyota, 2020). 

The theater was built between 1843 and 1856, and 

the project was delivered to Pietro Bellini, the Ri-

mini contractor. The cost of the theater was mostly 

covered by the aristocracy. The theater officially 

opened in 1857. It was renamed Teatro Vittorio 

Emanuele II in 1859 (Toyota, 2020). 

In 1916-1923, the ceiling of the theater was dam-

aged and cracked in an earthquake. In addition to 

the necessary repair of the historical structure, it 

was also equipped with an electrical system (Toyo-

ta, 2020). Subsequently, the architect Gaspare Ras-

telli completed the Ridotto and upper Gallery of 

the theater with neoclassical elements different 

from Poletti (Toyota, 2020). 

In 1943, the theater was almost completely de-

stroyed by bombing during World War II. At the 

same time, the theater was looted after becoming a 

military camp, and the best furniture in the theater 

was robbed. In 1947, it was officially renamed with 

its current name in memory of the great composer, 

Amintore Galli. 
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Since 1948, any decision on the restoration of the 

theater was repeatedly postponed because Rimini, 

a town of Roman origin, contained a lot of Roman 

relics. Part of the reconstruction of Amintore Galli 

theater began in 1997, and, in 2010, under the aus-

pices of the municipal authorities, adhering to the 

concept of being as faithful to the original design 

as possible while respecting the safety rules, the 

theater began to be fully rebuilt. After a long peri-

od of restoration work, Amintore Galli theater reo-

pened in 2018. 

Fig. 1 − Internal view of the Galli theater of Rimini 

The main hall of Galli theater could host more than 

700 people. All these seats are distributed as 268 

seats in the stalls, and 324 seats on the three orders 

of boxes and 108 seats in the gallery. The dimen-

sions of the main axes of the horseshoe shape plan 

are 22 m and 16 m [L, W,], which are crowned by 

three orders of balconies, surmounted by a gallery 

having a capacity of 108 seats. The total height of 

the main hall is 20 m. The floor of the stalls is com-

posed of oak planks, slightly inclined (2 %) to-

wards the stage. 

The restoration works in Galli theater had previ-

ously also included the restoration of the main foy-

er of the theater, and also other rooms, including 

the “ballet room”, located just beyond the roof, on 

top of the foyer. 

3. Architectural Organization

The main hall of Amintore Galli theater, completed 

in 1856, is a traditional horseshoe plan, with a total 

capacity of 700 seats, of which 268 seats are dis-

tributed in the stalls, 324 seats are distributed in 

the elevated box, and 108 seats in the gallery. The 

main hall is 22 m, 16 m and 20 m [L, W, H], 

crowned by a three-order balcony, with a gallery at 

the top that can accommodate 108 seats. The floor 

of the stalls is slightly inclined towards the stage, 

composed of oak planks, as shown in Fig. 2. 

Fig. 2 − Longitudinal section of Amintore Galli Theater 

After a period of long repair, the main hall still 

retains the original historical appearance dominat-

ed by ivory and gold. The floor and ceiling have 

been reinforced, and the decorations and painting 

have been restored (Toyota, 2020), as shown in 

Fig. 3. Further, pomegranate red has been used on 

seats and for the upholstery of the boxes. 

Fig. 3 − Reliefs have been restored 

Fig. 4 − Plan layout of the main hall 
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The total area of the stage is 358 m2 and the pro-

scenium arch is 13 m large and 17 m high, the stage 

inclined by 2 %. The orchestra pit is 5.5 m deep and 

12 m wide. Fig. 4 shows the horseshoe-shaped lay-

out of the main hall. 

Table 1 summarizes the architectural features of 

Amintore Galli theater.  

Table 1 - Architectural characteristics of Amintore Galli theater 

Description Features 

Type of plan layout Horseshoe box 

Total volume (m3) 14420 

Total capacity (no. of seats) 700 

Stage dimension (m) [L × W] 30 × 16 

Inclination of stage floor (%) 2 % 

Inclination of stalls area (%) 2 % 

Volume of the flytower (m3) 8640 

Volume of the main hall (m3) 5780 

 

 

Fig. 5 − View of the main hall of Teatro Galli of Rimini 

Elaborate decoration is installed all around the 

main hall, with floor finishings , seats, upholstery 

and the walls of the boxes. having a pomegranate 

red color. Other dominant colors are ivory and 

gold, used on the wooden decorations. 

The acoustics of Teatro Galli have been studied 

since 2010, when a specific 3D model was created 

in order to determine the future sound distribution 

in the main hall. Fig. 6 reports the numeric model 

of the theater. 

 

Fig. 6 − 3D numeric model of Teatro Galli 

 

Fig. 7 − Plan layout of Teatro Galli of Rimini 

4. Acoustic Surveys 

Inside Galli theater, several acoustic measurements 

were taken during different steps of the reconstruc-

tion of the theater, and compared with the simula-

tion conducted during the acoustic design. At the 

same time, thermo-hygrometric parameters were 

also taken into consideration, since the variation of 

the acoustic parameters with thermo-hygrometric 

conditions are relevant. The acoustic survey was 

carried out with the following equipment:  

1. Equalised omnidirectional loudspeaker (Look 

Line);  

2. Binaural dummy head (Neumann KU-100);  

3. B-Format (Sennheiser Ambeo);  

4. Omnidirectional microphone (Bruel&Kjaer); 

5. 32-channel spherical array (Mh Acoustic em32 

Eigenmike®); 

6. Ricoh Theta V 360 camera 

7. Personal Computer connected to the loud-

speaker and all the receivers. 

Fig. 8 reports a screenshot of two impulse respons-

es, measured in the stalls and in the box. 
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Fig. 8 − Impulse responses measured in the stalls (n 2) and box 
(2nd order (n 12)) 

Fig. 9 reposts the comparison for reverberation 

time T30 obtained after reconstruction with the 

same parameter simulated in 2010. 
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Fig. 9 − Reverberation time measured after reconstruction com-
pared with the values obtained during the acoustic design in 2010 

The sound source was located 1.4 m from the stage 

floor, while the receivers were positioned at a 

height of 1.2 m on stalls and boxes. The excitation 

signal emitted by the sound source was the Expo-

nential Sine Sweep (ESS), having a duration of 15 s 

at a uniform sound pressure level for the between 

40 Hz and 20 kHz range. The measurements were 

undertaken in unoccupied conditions and without 

any scenery or acoustic chamber mounted. Fig. 10 

and Fig. 11 show the measurement positions of 

sound source and receivers placed across the sit-

ting areas. 

Fig. 10 − Scheme of the equipment location during the acoustic 
measurements in the stalls of Teatro Galli of Rimini 

Fig. 11 − One of the surveys conducted in Teatro Galli in Rimini 

5. Results

5.1 Traditional Parameters 

The recorded ESS signals were processed by using 

the Aurora plugin suitable for Audition 3.0. Differ-

ent acoustic parameters defined by the internation-

al standards ISO 3382-1 were analyzed and com-

mented on.To be included are reverberation time 

(T20), early decay time (EDT), clarity indexes (C80 

and C50), definition (D50) and strength (G). The 

main acoustic parameters are reported in the oc-

tave bands between 125 Hz and 4 kHz, considered 

as the average results of all the measurement posi-

tions. 

Fig. 12 and Fig. 14 show the graphs of the meas-

urements of the main acoustic parameters. Fig. 13 

shows the frequency response of the EDT and T20 

parameters. If optimal values of EDT for concert 

halls are considered to range between 1.8 and 2.6 s, 

as defined by the literature, this target was not 

achieved by the measured values related to the 

selected bandwidth. However, if compared with 

several other opera houses, the results for Teatro 

Galli are much better than the others. 
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Fig. 12 − Measured results of clarity indexes (C50 and C80) 

 

Fig. 13 − Optimum reverberation time values in function of room 
volume 
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Fig. 14 − Measured results of clarity indexes (C50 and C80) 

Following the research studies by Reichardt, the 

optimum values for the speech clarity index (C50) 

would be ≥ 0 dB. In Teatro Galli, this parameter 

floats between +1 and +4 dB, at low and high fre-

quency bands, respectively. Based on the results of 

Fig. 14, the good response of C50 was achieved at 

frequencies higher than 500 Hz. However, the 

shortfall at low frequencies found to be slightly 

below the lowest range limit is not to be interpret-

ed as a negative result. 

5.2 Acoustic Analysis of 3D Sound Maps 

The employment of the spherical array microphone 

(i.e., em32 Eigenmike®) allowed the authors to 

elaborate sound maps obtained for each source-

receiver combination. These maps were created by 

a video-overlay that reproduces the recorded IR.  

This different data analysis is obtained by a combi-

nation of the omnidirectional sound source, the 

multichannel microphone (i.e., em32 Eigenmike®) 

and the panoramic camera (i.e., Rico Teta V, cap-

turing a 360° image herein represented in an 

equirectangular view). The 32 microphone signals 

were processed by extracting 122 high-directivity 

virtual microphones (with 8th order cardioid setup) 

with the addition of the Spatial PCM Sampling 

(SPS). By using this methodology, it was possible 

to encode the direction of arrival of all the sound 

rays, including the direct sound and the reflections 

occurring after hitting any surface.  

The colors shown in the map overlay range be-

tween red tinge (indicating the high level of sound 

energy) and blue-violet shades (representing a 

poor energy sound wave). Fig. 15 shows an illus-

tration of the outcomes. 

 

 

Fig. 15 − Acoustic map showing direct sound arriving to the re-
ceiver placed in the stalls 

Fig. 15 shows the late reflections hitting the ceiling 

surface area. As per the above discussion, the over-

lay videoclip allows the surface areas that contrib-

ute toward creating the early and late reflections to 

be visualized. The bar at the bottom of the image 

indicates the flow time of the IR. 
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6. Conclusions

This paper deals with the representation of the 

acoustic results obtained by the survey undertaken 

in the Teatro Galli in Rimini Measurements were 

conducted by using an omnidirectional sound 

source and four types of microphones. 

Overall, the results obtained from the measure-

ment campaign showed that the theater has a good 

response for speech performance, with some diffi-

culties at low frequencies in terms of strength, 

which requires the singers to put more effort into 

the bass tones. In terms of music, the theater turns 

out to be slightly dry compared to opera houses of 

similar volume size.  

This acoustic study was extended to analyze the 

specific trajectory of the sound waves during the 

IR. The capabilities of the multi-channel spherical 

microphone (i.e., em32 Eigenmike®) allowed the 

authors to render 3D sound maps, obtained for 

each source-receiver combination. Such maps indi-

cate the direction of arrival of the sound rays and 

their intensity, contributing to understanding the 

specific role of the specific construction elements 

interacting with the sound waves. 
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Abstract 

Building energy modeling based on data-driven tech-

niques has been demonstrated to be effective in a variety 

of situations. However, the question about its limits in 

terms of generalization is still open. The ability of a ma-

chine-learning model to adapt to previously unseen data 

and function satisfactorily is known as generalization. 

Apart from that, while machine-learning techniques are 

incredibly effective, interpretability is required for a "hu-

man-in-the-loop" approach to be successful. This study de-

velops and tests a flexible regression-based approach ap-

plied to monitored energy data on a Passive House build-

ing. The formulation employs dummy (binary) variables 

as a piecewise linearization method, with the procedures 

for producing them explicitly stated to ensure interpreta-

bility. The results are described using statistical indicators 

and a graphic technique that allows for comparison across 

levels in the building systems. Finally, suggestions are 

provided for further steps toward generalization in data-

driven techniques for energy in buildings. 

1. Introduction 

Data-driven building energy modeling methods 

that use machine-learning techniques have been 

shown to be useful in a variety of applications 

(Hong et al., 2020), from design (Westermann & 

Evins, 2019) to operation (Manfren et al., 2020). As a 

result, they have the potential to become a key tool 

for accelerating the ongoing process of building 

stock decarbonisation (Norton et al., 2021; Tronchin, 

& Knight, 2016) as well as an integral part of inno-

vative services and technologies (Farina et al., 1998; 

Manfren et al., 2021a). However, the question of 

whether data-driven approaches can be generalized 

is still being debated. 

The ability of a machine-learning model to adapt to 

previously unknown data and perform reasonably 

well, given specified performance criteria, is re-

ferred to as generalization. A simple example of 

generalization is a model trained on building energy 

consumption data over a period of time and then 

used to estimate energy consumption during  a suc-

cessive period of time. This is the counterfactual ap-

proach used in Measurement and Verification 

(M&V) protocols, which uses statistical indicators as 

model acceptability criteria during the calibration 

phase. A more ambitious form of generalization 

would be that of using data-driven methods on en-

ergy modeling problems involving sets of building 

with homogeneous characteristics. Using data-

driven methods on energy modeling problems in-

volving different sets of buildings with relatively 

similar characteristics would be a more ambitious 

type of generalisation.  

In this research, we use regression models trained 

and tested on building energy signatures as a tool 

for  addressing the generalization problem. In fact, 

methods based on energy signature (ISO, 2013) (i.e., 

energy divided by the number of operating hours in 

the time interval of the analysis, corresponding to 

an average power) are scalable (temporally and spa-

tially) (Manfren et al., 2021b; Tronchin, 2021; Tron-

chin et al., 2018), can work with unstructured data 

(using clustering) (Pistore et al., 2019; Westermann 

et al., 2020) and provide results that are weather 

normalized (Fazeli et al., 2016). Additionally, en-

ergy signatures can be scaled according to the build-

ing's size (Pistore et al., 2019; Tronchin et al., 2016), 

to produce a performance comparison that is inde-

pendent of the size. Further, regression-based ap-

proaches are considered interpretable machine 

learning techniques (ISO, 2020) because it is possible 
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to predict how the model output will change in re-

sponse to a change in input data or algorithmic pa-

rameters (i.e., the rationale behind model output 

and the algorithmic logic can be easily understood 

in human terms) (Fabbri et al., 2014 and 2021). In 

this study, we employ this technique to analyze 

monitored data from a Passive House building in 

the Province of Forlì-Cesena in northern Italy, with 

the goal of improving formulations at the state of 

the art while also considering generalization and in-

terpretability issues (Tronchin, 2005 and 2021). 

2. Methods

The regression model proposed in this research is a 

reformulation of the variable-based degree-days re-

gression, originally proposed by Kissock et al. 

(2003) in their Inverse Modeling Toolkit (IMT), 

which has been included in ASHRAE 14:2014 

(ASHRAE, 2014) and has been evolving steadily 

with different algorithmic formulations. Essentially, 

interpretable regression-based methods can be 

based on general piecewise linearization methods 

(Lin et al., 2013) and use dummy (binary variables) 

to handle non-linearities. Model formulation and 

calibration criteria are reported hereafter (Tronchin 

et al., 2021a and 2021b). 

2.1 Model Formulation 

Separate sub-models (heating, base load and cool-

ing), indicated in Table 1, are combined into a single 

model (which is the sum of the individual sub-mod-

els) by introducing additional variables (dummy, 0-

1 binary variables) to the original datasets using 

rules, indicated in Table 2. The binary variables 

multiply the original variables and act as interaction 

terms. Two types of models are tested, type 1 and 

type 2. In the first case, the independent variable is 

outdoor air temperature, while, in the second case, 

the independent variables are outdoor air tempera-

ture and total solar radiation on horizontal surface. 

The dependent variables are the energy signatures 

calculated from the monitored data described in 

Section 3. 

The rules provided hereafter in Table 2 can be ap-

plied both manually and in an automated way to the 

dataset, for example, using ranges of balance-point 

temperature (change-points) for heating and cool-

ing (Manfren et al., 2019). 

Table 1 – Regression model formulation 

Mode Demand Sub-models 

Type 

1 
Heating 𝑞ℎ = 𝑎0(𝑋ℎ) + 𝑎1(𝑋ℎ𝜃𝑒) + 𝜀ℎ (1) 

Base 

load 
𝑞𝑏 = 𝑏0(𝑋𝑏) + 𝑏1(𝑋𝑏𝜃𝑒) + 𝜀𝑏 (2) 

Cooling 𝑞ℎ = 𝑐0(𝑋𝑐) + 𝑐1(𝑋𝑐𝜃𝑒) + 𝜀𝑐 (3) 

Type 

2 
Heating 

𝑞ℎ = 𝑎0(𝑋ℎ) + 𝑎1(𝑋ℎ𝜃𝑒) + 𝑎2(𝑋ℎ𝐼𝑠𝑜𝑙)
+ 𝜀ℎ

(4) 

Base 

load 
𝑞𝑏 = 𝑏0(𝑋𝑏) + 𝑏1(𝑋𝑏𝜃𝑒) + 𝑏2(𝑋𝑏𝐼𝑠𝑜𝑙)

+ 𝜀𝑏

(5) 

Cooling 𝑞ℎ = 𝑐0(𝑋𝑐) + 𝑐1(𝑋𝑐𝜃𝑒) + 𝑐2(𝑋𝑐𝐼𝑠𝑜𝑙) + 𝜀𝑐 (6) 

Table 2 – Rules for dummy variable creation 

Rule 
Description 

Vari-

ables 

1 

If the energy demand is greater than 0 for the 

corresponding sub-model (e.g., heating, cool-

ing or base load), then the dummy variable is 

equal to 1. 

Xh, 

Xb, 

Xc 

2 

If the outdoor air temperature is lower than 

balance point temperature for heating (i.e., 

heating base temperature), the dummy varia-

ble for heating is equal to 1. 

Xh 

3 

If the outdoor air temperature is greater than 

balance point temperature for cooling (i.e., 

cooling base temperature), the dummy varia-

ble for cooling is equal to 1. 

Xc 

4 

All the dummy variables (that partition heat-

ing, cooling and base load demands) should 

be coherent with the schedules of operation 

for building services (i.e., months of heating 

and cooling system operation). 

Xh, 

Xb, 

Xc 

5 

The dummy variables for base load are as-

sumed to be 1 in all the months (i.e., electricity 

and hot water demand are always present). 

Xb 

2.2 Model Calibration Criteria 

Following the indications proposed by state-of-the-

art Measurement and Verification (M&V) protocols, 

such as ASHRAE 14:2014 (ASHRAE, 2014), Effi-

ciency Value Organization (EVO) IPMVP (EVO, 
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2003), and Federal Energy Management Program 

(FEMP) (FEMP, 2008), the thresholds of acceptabil-

ity for regression models as calibrated with monthly 

data are reported in Table 3. 

Table 3 – Model calibration criteria 

Data interval Metric 
ASHRAE 

Guidelines 14 
IPMVP FEMP 

Monthly NMBE ±5 ±20 ±5 

 Cv(RMSE) 15 - 15 

3. Case Study 

The case study is Passive House building, located in 

the northern Italian province of Forlì-Cesena; the es-

sential building data are reported in Table 4. 

The building was  monitored for three years and 

electric and thermal demand data were split by end 

use, as indicated in Table 5. 

The modeling workflow pursued to test the models 

reported in Table 1 incrementally is set out  in the 

following steps: 

1. Initial training, year 1, 2. 

2. Testing, year 3 (model created in step 1). 

3. Retraining, year 1, 2 and 3. 

The results obtained are reported hereafter in Sec-

tion 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4 – Building design data 

Group Type Unit Design  

Geometry Gross volume m³ 1557 

 Net volume m³ 1231 

 Heat loss surface 

area 
m² 847 

 Net floor area m² 444 

 Glazed area/total 

wall area ratio 

percentage 

% 22.5 

 Surface/volume 

ratio 
1/m 0.54 

Envelope U value external 

walls 
W/(m2 K) 0.18 

 U value roof W/(m2 K) 0.17 

 U value transpar-

ent components 
W/(m2 K) 0.83 

HVAC and 

DHW 

Ground-source 

heat pump 

(GSHP) - 

Brine/Water Heat 

Pump (B0/W35)* 

kW 8.4 

 Borehole heat ex-

changer (2 dou-

ble U boreholes) 

m 100 

On-site en-

ergy pro-

duction 

Building Inte-

grated Photo-

Voltaic (BIPV) - 

Polycrystalline 

silicon 

kWp 9.2 

 Solar thermal - 

Glazed flat plate 

collector 

m2 4.32 

 Domestic hot 

water storage 
m3 0.74 

* EN 14511 test condition in heating mode, brine at 0 ºC 

and water 35 ºC with supply-return temperature differ-

ence Δt = 10 ºC. 

Table 5 – Dataset used for modeling 

Data Enduse Interval 
Monitoring 

period 

Electric Total Monthly 3 years 

 HVAC, DHW Monthly 3 years 

 Appliances and 

lighting 
Monthly 3 years 

Thermal en-

ergy 
Heating Monthly 3 years 

 Cooling Monthly 3 years 
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4. Results and Discussion

In this section, the results of the model training and 

testing process are reported, indicating both numer-

ical results represented by statistical indicators (Ta-

ble 3) and visualization of energy signatures for the 

different models fitted. 

4.1 Numerical Results of 

Regression Models 

The results obtained are split with respect to the two 

types of models considered, namely type 1 and type 

2. 

4.1.1 Model Type 1 

It can be clearly seen that model type 1, after 2 years, 

obtains values for the indicators NMBE and 

Cv(RMSE) that make them acceptable as calibrated 

(Table 3), with the exception of electricity demand 

for HVAC and DHW and thermal demand for cool-

ing. In these cases, the values are higher than 15 % 

for Cv(RMSE) but lower than 20 %. 

Table 6 – Model type 1 – Initial training (year 1 and 2) 

Data End-use EN(M) EN(P) R2 NMBE Cv(RMSE) 

kWh kWh % % % 

Electric Total 23812 23510 84.77 -1.27 12.59 

HVAC, 

DHW 

8611 8499 91.05 -1.30 17.99 

Appliances  15201 15202 70.27 0.01 10.12 

Thermal Heating 17761 17757 98.05 -0.03 8.87 

Cooling 5054 5004 93.50 -0.99 16.45 

The model trained for the period indicated in Table 

6 (first 2 years) is then tested for the third year of 

monitoring. In this case, we can see how, for model 

type 1, the statistical indicators in the testing phase 

are larger (i.e., the model performance is lower in 

terms of goodness of fit. 

Table 7 – Model type 1 – Testing (year 3) 

Data End-use EN(M) EN(P) R2 NMBE Cv(RMSE) 

kWh kWh % % % 

Electric Total 11318 10167 65.37 -10.17 20.15 

HVAC, 

DHW 
3659 3181 90.78 -13.07 20.76 

Appliances  7659 7013 26.83 -8.44 22.13 

Thermal Heating 6029 5460 85.28 -9.53 21.17 

Cooling 1784 1841 63.23 3.19 20.21 

Finally, models are retrained with the entire 3-year 

dataset, obtaining results that are slightly better 

compared to the ones presented in Table 6, but not 

largely different.  

Table 8 – Model type 1 – Retraining (year 1, 2 and 3) 

Data End-use EN(M) EN(P) R2 NMBE Cv(RMSE) 

kWh kWh % % % 

Electric Total 35130 34819 84.41 -0.88 12.12 

HVAC, 

DHW 
12270 12139 91.23 -1.07 17.35 

Appliances  22860 22868 67.34 0.04 10.56 

Thermal Heating 23790 23795 95.91 0.02 12.42 

Cooling 6838 6735 90.91 -1.51 17.77 

4.1.2 Model Type 2 

The same workflow presented for model type 1 in 

Section 4.1.1 is repeated here for model type 2. The 

results are reported in Tables 9, 10 and 11, respec-

tively. In this case, we can see a moderate improve-

ment for the model training (Table 9) and retraining 

(Table 11), but a much better performance of the 

models in the testing phase (Table 10). In general, 

model type 2 performs better than type 1. 
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Table 9 – Model type 2 – Initial training (year 1 and 2) 

Data End-use EN(M) EN(P) R2 NMBE Cv(RMSE) 

  kWh kWh % % % 

Electric Total 23812 23518 88.36 -1.23 11.05 

 
HVAC, 

DHW 
8611 8534 91.74 -0.90 17.16 

 Appliances  15201 15204 82.19 0.02 7.84 

Thermal Heating 17761 17759 98.95 -0.01 6.50 

 Cooling 5054 5229 93.54 3.46 18.34 

Table 10 – Model type 2 – Testing (year 3) 

Data End-use EN(M) EN(P) R2 NMBE Cv(RMSE) 

  kWh kWh % % % 

Electric Total 11318 10551 85.96 -6.78 12.53 

 
HVAC, 

DHW 

3659 3248 91.75 -11.24 18.80 

 Appliances  7659 7329 66.66 -4.30 12.04 

Thermal Heating 6029 5828 94.13 -3.59 13.52 

 Cooling 1784 1964 85.58 10.10 16.66 

Table 11 – Model type 2 – Retraining (year 1, 2 and 3) 

Data End-use EN(M) EN(P) R2 NMBE Cv(RMSE) 

  kWh kWh % % % 

Electric Total 35130 34847 89.75 -0.81 10.16 

 
HVAC, 

DHW 

12270 12200 92.41 -0.57 16.56 

 Appliances  22860 22870 84.05 0.05 7.60 

Thermal Heating 23790 23798 98.32 0.03 7.96 

 Cooling 6838 7002 91.61 2.39 17.04 

 

 

4.2 Energy Signature Visualization 

In this section, energy signatures are visualized for 

both electric and thermal data and divided by end 

use. Section 4.2.1 focuses on electricity data, while 

Section 4.2.2 focuses on thermal data. 

4.2.1 Energy Signatures – Electricity 

The energy signature shapes shown in Fig. 1 for to-

tal electricity, Fig. 2 for electricity for HVAC and 

DHW, Fig. 3 for appliances and lighting, are sub-

stantially similar to a 5p or nearly 4p model accord-

ing to the classification proposed by 

ASHRAE14:2014. The charts are used to compare 

models type 1 and 2 at multiple levels in the build-

ing 

Fig. 1 – Energy signatures, measured data and regression models 

types 1 and 2 – Total electricity 

The spread of data around the trend line is quite 

limited in Fig. 1 (total electricity) and Fig. 2 (electric-

ity for HVAC and DHW), while it is more pro-

nounced for Fig. 3 (appliances and lighting). In the 

latter, there is a lower temperature dependence 

(steepness of the trend line), compared to the other 

cases. However, the dependence is actually on day-

light hours, which are correlated to temperature 

(lower temperatures correspond to winter condition 

where daylight hours are less and electric consump-

tion for lighting is higher) and on the actual opera-

tion pattern, whose variability also determines  the 

larger spread of values. 
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Fig. 2 – Energy signatures, measured data and regression models 

types 1 and 2 – Electricity for HVAC and DHW 

Fig. 3 – Energy signatures, measured data and regression models 

types 1 and 2 – Electricity for appliances and lighting 

4.2.2 Energy Signatures – Thermal Energy 

The energy signature shapes shown in Fig. 4 for 

thermal demand for heating and in Fig. 5 for ther-

mal demand for cooling are essentially similar to a 

3p model according to the classification proposed 

by ASHRAE14:2014. There are clearly some months 

when the technical systems do not  produce either 

heating or cooling. Finally, it is possible to identify 

graphically, in an approximated way, the balance-

point temperature for heating and cooling,  around 

14 °C and 19 °C, respectively. 

Fig. 4 – Energy signatures, measured data and regression models 

types 1 and 2 – Thermal energy for heating 

Fig. 5 – Energy signatures, measured data and regression models 

types 1 and 2 – Thermal energy for cooling 

5. Conclusion

Machine learning-based building energy modeling 

techniques have proved to be effective in a range of 

applications. However, problems such as generali-

zation and interpretability must be considered in or-

der to enable the  widespread adoption of these 

techniques. A piecewise linear regression model (in-

terpretable) was proposed to analyze monitored 

data from a Passive House building, located in the 

northern Italian province of Forlì-Cesena. The 
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building  was monitored for three years, and this 

technique requires at least two years of monthly in-

terval data to be used effectively. Nonetheless, the 

formulation provided is quite simple and flexible; 

the visualization of energy signatures can also help 

understanding the actual spread of data around the 

trend line, which represent outdoor air temperature 

dependence. 

Further efforts involving the categorization of 

building data according to archetypes could be con-

sidered to address the generalization issue effec-

tively. Finally, interpretability is extremely relevant 

because of the necessity to promote a “human-in-the 

loop” approach when using machine learning tools 

and the transparent link between regression model 

formulation and other analytical techniques at the 

state-of-the-art could represent an interesting re-

search area from the perspective of future studies 

(Tronchin et al., 2020a and 2020b). 

Nomenclature 

Symbol  Quantity Unit 

a0,b0,c0 regression coefficients, intercept kW 

a1,b1,c1 regression coefficients, temperature 

dependence term 

kW/K 

a2,b2,c2 regression coefficients, solar radia-

tion dependence term 

m2 

Cv(RMSE) coefficient of variation of RMSE - 

EN(M) measured energy kWh 

EN(P) predicted energy kWh 

Isol total solar radiation on horizontal 

surface (direct and diffuse) average 

hourly value on monthly base 

kW/m2 

NMBE normalized mean bias error (ex-

pressed in percentage) 

- 

qh energy signature heating kW 

qb energy signature base load kW 

qc energy signature cooling kW 

R2 determination coefficient (expressed 

in percentage) 

- 

Xh dummy variable (binary 0-1) heating - 

Xb dummy variable (binary 0-1) base 

load 

- 

Xc dummy variable (binary 0-1) cooling - 

θe outdoor air temperature ºC 

εh error term heating kW 

εb error term base load kW 

εc error term cooling kW 
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Abstract 

The energy demand of buildings plays an important role 

with regard to energy conservation objectives as well as 

reduction of greenhouse gas emission. The well-estab-

lished building energy certificates provide essential infor-

mation concerning the thermal quality and resulting en-

ergy demands of buildings in general. Hence, related Aus-

trian regulations and standards specify a demand-orien-

tated calculation method based on construction and mate-

rial data together with standardized usage profiles, as well 

as a location-related weather data set. This method is also 

applied in the case of existing buildings, which differs 

from some other European countries, where certificates 

represent real energy usage and provide a comparison 

with  similar buildings in terms of construction period and 

usage. However, it is not guaranteed that an energy de-

mand certificate according to Austrian standards is able to 

represent the actual energy use of existing buildings, a cir-

cumstance that is typically referred to as ‘energy perfor-

mance gap’. In this context, we conducted a comprehen-

sive comparison of real energy consumption and the cer-

tificate-based energy demand predictions for a number of 

buildings located in and around the city of Vienna, Aus-

tria. Specifically, 15 residential building complexes with 

nearly 1400 units were selected, involving a large variety 

of building construction dates and their thermal quality. 

The buildings were analyzed in detail based on historic en-

ergy consumption data from 2011 to 2017. The paper pro-

vides an overview of the real energy performance together 

with a detailed analysis of the discrepancies between ac-

tual energy use and certificate-based estimations. Gener-

ally speaking, the buildings with a higher energy standard 

and lower demand displayed higher discrepancies (ex-

pressed in terms of relative deviations) than older build-

ings with higher energy demand. 

 

 

 

 

1. Introduction 

Over the past decades, increasing efforts have been 

made to reduce energy consumption in all sectors. 

The building sector requires an average of 40 % of 

the total energy demand of the European Union 

(EU, 2010). Great saving potentials were identified 

for buildings and this resulted in extensive energy 

efficiency measures. As a result, not only new build-

ings are now better insulated, but also the existing 

building stock is to be significantly improved with 

necessary thermal retrofitting measures. Other ad-

ditional tools for higher energy efficiency are better 

building systems that could contribute to further re-

duction of the energy requirements of the buildings. 

But how effective are these measures and how much 

can energy consumption actually be reduced? 

In Austria, the Energy Performance Certificate Sub-

mission Act of 2012 mandates the following: "... the 

obligation of the seller or inventor to present and 

hand over an energy certificate to the buyer or exist-

ing customer when selling or in-stocking a building 

or object of use, as well as the obligation to provide 

certain indicators on the energy quality of the build-

ing ...)" (EAVG, 2012).   

The basic idea of an energy certificate lies in the pos-

sibility of verifiability of the energy demand and 

better estimation of running costs. Furthermore, this 

is expected to influence the market prices according 

to the thermal quality and the predicted future en-

ergy needs and costs. Hence, an energy certificate 

should not be merely a project description with 

vague information about the energy demand and 

thermal quality to fulfil the requirements defined by 

law. Rather, it should act as a purchase or sales ar-

gument and should motivate owners to improve the 

energy performance. In this context, the present 

contribution examines the validity of energy 
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certificates based on information from a set of build-

ing complexes. 

2. Method

Recorded energy usage data of nearly 1400 apart-

ments over a period of seven years (2011 to 2017) 

was analyzed with focus on the verifiability of the 

energy demand as entailed in the building energy 

certificates. To this end, energy consumption data 

from annual accounting bills were collected and 

compared with certificates to assess differences be-

tween the predicted and the real energy usage both 

at the building complex level and at the level of in-

dividual units. An initial quality check of the avail-

able data showed that 12 complexes with a total of 

1043 units could be used for a detailed comparison 

between the estimated heating demands and the 

real energy usage. 

3. Used Building Sampling

The building sample consists of a total of 15 com-

plexes with nearly 1400 units, as shown in Table 1. 

From the schematic drawings of the cubature, it is 

the fact that the sampling includes different types of 

building complexes with single buildings as well as 

blocks of attached buildings may be seen. The build-

ings are mainly located in the city of Vienna (see 

Fig. 1). Buildings referred to as BH and KF are close 

to near to the border of the Vienna municipality, 

whereas AS is near Wiener Neustadt (approxi-

mately 45 km from Vienna).  

Table 2 shows the variety of the buildings in terms 

of construction and size. Detailed information about 

the number of units, the building class, the heated 

and total area, as well as the ratio of volume and 

area are also included in the overview. The build-

ings are sorted from high to low energy demand 

with energy labels from C to A+. Buildings with lim-

ited data that show accounting units (relative di-

mensionless fraction of energy use) instead of kWh 

in the reporting bills are marked in red. 

Table 1 – Overview of building sample, including the object code, 

number of units, and illustration of cubature 

Object Units/flats Cubature 

AL 28 

JB 46 

ZS 231 

UZ 23 

FM 47 

DP 148 

RA 41 

KE 324 

VG 52 

AS 45 

AB 108 

KT 90 

KF 47 

BH 73 

KW 45 
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Fig. 1 – Location of the analyzed building complexes 

The energy class variety of the analyzed 15 com-

plexes included buildings from C to A++ in a range 

of 11 to 57 kWh/(m2 a) as mentioned in Table 2 and 

illustrated in Fig. 2. 

 

 

Fig. 2 – Distribution of certificate-based heating demand predic-

tion and the building energy efficiency label from the analyzed 

building complexes 

4. Heating Degree Days and  
Data Normalization  

The calculation of the building energy certificate 

values depends on the location and its climate con-

ditions and shows a strong dependence on the mag-

nitude of local heating degree days (HDD). Stand-

ardized values for the different climate regions and 

altitudes of buildings in Austria are specified in the 

related OIB-RL6 regulation (OIB, 2015). The values 

of heating degree days are calculated as the differ-

ence between the room air temperature, which is 

specified as 20 °C, and the outside temperature, if it 

is below 12 °C. When calculating the number of 

heating degree days in a year, all days with daily 

average outside temperatures below 12 °C are spec-

ified as heating days and are considered in the cal-

culation. 

The general trend for calculated annual heating de-

gree days for Vienna (Fig. 2), based on real temper-

ature data from the public weather station at “Hohe 

Warte” (ZAMG, 2018), shows, with 2295.1 K d, the 

lowest value of heating degree days for 2014 and the 

highest value of 2940.4 K d for 2015. The mean value 

of 2720.4 K d is significantly lower than the standard 

defined value (3355 K d) for "Wien Döbling" as doc-

umented in the OIB-RL6 regulation. Hence, the re-

coded energy usage of the sample buildings could 

be expected to be significantly lower for these years 

when compared with the values in the certificates. 

The analyzed weather data showed, for the study 

period (2011 to 2017), approximately 19 percent 

lower heating degree days for Vienna. 

Fig. 3 – Heating degree days for the years 2011 to 2017 based 

on measurements from the ZAMG weather station (“Hohe Warte”) 

in Vienna 

In the following analysis, an HDD-normalization of 

the data was performed with a yearly factor consid-

ering the HHD-difference, and increases the yearly 

energy usage accordingly. Due to the proximity to 

Vienna (same climate zone), a separate evaluation of 

heating degree days in Lower Austria was not con-

sidered. 
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5. Results of Energy Usage Evaluation

In total, 15 residential building complexes with 

nearly 1400 units were evaluated on the basis of en-

ergy consumption data over a period of seven years 

(2011-2017). For twelve of the complexes with 

nearly 1050 units, a detailed comparison between 

the heating demand displayed in the certificate and 

the recorded heating energy usage was performed 

with a detailed discussion of the variety. The re-

maining three other complexes with data showing 

cost profiles as accounting units are limited in their 

analyzing possibilities and resulted in an analysis of 

the variation only. 

5.1 Total Energy Consumption for 

Heating, Ventilation and Hot Water 

Production 

The trends of the total annual energy consumption 

for heating, ventilation and hot water production 

(Fig. 4) shows, as expected, a general correlation 

with the variation of the real heating degree days as 

presented before.  

Fig. 4 – Total annual energy consumption for heating, ventilation, 

and hot water production recorded in the years 2011 to 2017 

Fig. 5 illustrates the variation of annual total energy 

usage for the years 2011 to 2017. As expected, some 

of the complexes (KE and KF) show a much higher 

variation than the others. This could be partly ex-

plained with energy partly used for hot water prep-

aration, which generally does not depend on the 

heating degree days, but depends rather on user be-

havior. 

Fig. 5 – Distribution of the total annual energy consumption for 

heating, ventilation, and hot water production recorded in the 

years 2011 to 2017 

5.2 Energy Demand vs Real Energy 

Consumption Used for Room Heating 

A detailed comparison of the certificate-based en-

ergy demand for heating and the real measurements 

from the year 2011 to 2017 recorded by individual 

submeters for each unit was possible for 12 of the 15 

complexes. An initial comparison of HDD-normal-

ized annual average energy usage for heating (40 

buildings and 1043 units) showed much higher us-

age than expected (Fig. 6). Note that not even a sin-

gle building in the sample was performing equally 

or better than estimated in the certificate. A more 

detailed evaluation of the data was carried out to 

identify possible tendencies in relation to the build-

ing class in the certificate. Fig. 7 shows the variation 

of the annual HDD-normalized energy usage for 

heating sorted from high (at the top) to low heating 

energy demands (marked with blue X in the plot). 
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Fig. 6 – Annual certificate-based energy demand versus average 

annual HDD-normalized energy usage for heating recorded in the 

years 2011 to 2017 

It may be seen that not all instances have a similar 

variety over time, suggesting a possible role of other 

influencing parameters other than the outside tem-

perature and the related HDD influence.  

 

Fig. 7 – Distribution of building average (2011 to 2017) HDD-nor-

malized annual heating energy usage together with the certifi-

cate-based heating demand (marked with a blue x)  

 

Fig. 8 – Distribution of units' HDD-normalized annual heating en-

ergy usage in the year 2016 together with the certificate-based 

heating demand (marked with a blue x) 

Especially in the high-rated buildings (according to 

certificates), such as AS_01, KF_03, KF_01, BH_03, 

BH_02 and BH_01, rather high measured energy use 

values can be observed. A closer look into the varia-

tion of the units' HDD-normalized annual heating en-

ergy usage was carried out for the year 2016 and is 

presented in Fig. 7. It may be seen that the variation 

between the units is very large and could be thought 

of as having been caused by the occupants' influence. 

Again, high-ranked buildings display a wide varia-

tion. The buildings KW, BH_01, BH_02, BH_03, and 

BH_04 with a controlled ventilation system show 

much higher and wider distributed values than ex-

pected. These buildings were designed as passive 

houses. Hence, it could have been expected that the 

ventilation system would significantly reduce the 

heating energy use. For three complexes and the re-

spective 9 buildings, a detailed comparison was not 

possible, but the variation of the energy usage docu-

mented with the related accounting units of the an-

nual bills was analyzed in a similar way as above. Fig. 

9 shows a similar variety of the units' HDD-normal-

ized annual heating energy usage in groups of 
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accounting units for each sampling object as for the 

rest of the building sample. 

The main task of the study was to examine the va-

lidity of energy certificates and to evaluate how fu-

ture energy usage and running costs can be pre-

dicted. The recorded data of the real energy usage 

in the years 2011 to 2017 for sampled buildings sug-

gest that the real energy usage for heating is signifi-

cantly higher.  

Fig. 9 – Distribution of units' HDD-normalized annual heating en-

ergy usage for buildings with heating usage data in accounting 

units only in the year 2016 

Fig. 10 – Difference distribution of unit average (2011 to 2017) 

HDD-normalized annual heating energy usage and the certificate-

based heating demand 

Fig. 11 – Relative error distribution of unit average (2011 to 2017) 

HDD-normalized annual heating energy usage and the certificate-

based heating demand 

Fig. 10 illustrates this for example with overview of 

the unit average (2011 to 2017) HDD-normalized an-

nual heating energy usage and the certificate-based 

heating demand. It is clearly visible that especially 

the higher rated buildings at the bottom show simi-

lar or, in some cases higher, differences to the pre-

dicted heating demand. The unsatisfactory perfor-

mance of those buildings is even more visible in the 

calculation of a relative error to the heating demand, 

as illustrated in Fig. 11. 

6. Conclusion

The evaluation of energy consumption data (years 

2011 to 2017) from 15 residential building complexes 

with nearly 1400 units facilitated an examination of 

the reliability of energy certificates in view of the 

prediction of building future energy use and related 

costs. The available data showed much higher en-

ergy consumption when compared with the values 

in energy certificates. This could be shown for the 

total energy use for heating, domestic hot water, 

and ventilation in cases with controlled ventilation, 
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as well as for the heating energy usage itself. 

Buildings with higher thermal standards showed in 

relative terms a larger energy performance gap 

when compared with buildings with lower energy 

certificate ratings. This may be a consequence of the 

high potential for the influence of building occu-

pants in total energy use.  

Acknowledgement 

This contribution was only possible with support by 

EBG Hausverwaltung and the provision of the 

building description documents of the residential 

properties examined. In addition, the accounting 

companies concerned, ISTA and TECHEM, facili-

tated this study with the preparation and provision 

of the detailed billing data. 

References 

EU. 2010 “Directive 2010/31/EU”. European Union 

L 153/13 18.6.2010 

EAVG 2012. „Bundesgesetz über die Pflicht zur 

Vorlage eines Energieausweises beim Verkauf 

und bei der In-Bestand-Gabe von Gebäuden und 

Nutzungsobjekten BGBl. I Nr. 27/2012 

OIB. 2015. “OIB-Richtlinie 6: Energieeinsparung 

und Wärmeschutz”. Österreichisches Institut für 

Bautechnik. OIB-330.6-009/15.  

ZAMG. 2018. „Tagesauswertung Lufttemperatur 

Wien Hohe Warte, 2011-2017“. Zentralanstalt 

für Meteorologie und Geodynamik. Accessed 

25.09.2018. 

https://www.zamg.ac.at/cms/de/klima/klimaue

bersichten/jahrbuch  

271

https://www.zamg.ac.at/cms/de/klima/klimauebersichten/jahrbuch
https://www.zamg.ac.at/cms/de/klima/klimauebersichten/jahrbuch




Polyamide Waste Thermal and Acoustic Properties:  
Experimental and Numerical Investigation on Possible Reuse 
for Indoor Comfort Improvement 

Manuela Neri – University of Brescia, Italy – manuela.neri@unibs.it  

Eva Cuerva – Universitat Politècnica de Catalunya, Italy – eva.cuerva@upc.edu  

Alfredo Zabaleta – Universitat Politècnica de Catalunya, Spain – alfredo.guardo-zabaleta@upc.edu 

Pablo Pujadas – Universitat Politècnica de Catalunya; Spain – pablo.pujadas@upc.edu  

Elisa Levi – University of Brescia; Italy – elisa.levi@unibs.it  

Ondrej Sikula – Brno University of Technology, Czech Republic – sikula.o@vutbr.cz  

Abstract 

Referring to the circular economy model, end-of-life 

household materials (EoLHM), such as packaging and 

clothes, could be converted into building elements with 

thermal and acoustic properties; for example, they could 

be converted into panels to be installed indoors for build-

ing refurbishment. Given the high availability almost 

anywhere, panels made of EoLHM would represent an 

alternative to commercial insulating materials that, even 

though relatively cheap, cannot be afforded by disadvan-

taged people. This paper presents a multidisciplinary 

analysis aimed at the characterization of polyamide 6.6, 

obtained as a waste from the production of non-surgical 

face masks. The research focuses on the thermal and 

acoustic properties of the material. The properties have 

been determined experimentally through the guarded hot 

plate method hot and the impedance tube technique. 

Then, the influence of the panel's position on the indoor 

operative temperature and the reverberation time has 

been analyzed through numerical simulations. Results 

show that, from the thermal and acoustic point of view, 

this waste is suitable for the realization of building pan-

els, and the performance depends on the density and the 

thickness of the material. However, aspects such as fire 

resistance and the containment of the material need fur-

ther investigation. 

1. Introduction

Living in dwellings characterized by inadequate 

indoor temperature and poor air quality is called 

“energy poverty”, a condition affecting 1 in 3 Eu-

ropeans, and linked to 100000 premature deaths 

each year (European Parliament and Council of the 

European Union, 2018; González-Eguino, 2015). 

People living in disadvantaged contexts cannot 

refurbish their dwellings because of the relatively 

high price of commercial insulating materials. By 

2030, the United Nations aim to make cities inclu-

sive, safe, resilient, and sustainable, and to pro-

mote the circular economy model (Carnemolla et 

al., 2021; United Nations, 2015).  

An alternative to commercial insulating materials 

is insulating elements realized by reusing end-of-

life household materials (EoLHM) such as packag-

ing and clothes. In the literature, several studies 

investigated the properties of EoLHM, but a com-

prehensive and systematic analysis is still missing 

(Drochytka et al., 2017; Ibrahim & Meawad, 2018; 

Kudzal et al., 2018; Mansour & Ali, 2015; Neri et 

al., 2021a and 2021b; Secchi et al., 2015).  

The aim of this paper is the thermal and acoustic 

characterization of polyamide 6.6 waste (hence-

forth polyamide) obtained from the production of 

non-surgical face masks. Firstly, polyamide's ther-

mal and acoustic properties have been determined 

experimentally. Then, the improvement of the 

building's indoor condition due to the installation 

of panels made of polyamide has been assessed 

through numerical simulations. These panels are 

intended installed indoors to allow for easy and 

fast building refurbishment interventions and also 

by unskilled people. 
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Fig. 1 – Test specimens for the thermal test a), and for acoustic 

tests b). For the thermal test, the material has been confined in a 

cardboard case. For the acoustic tests, the material in the sam-

ples was contained between two glass tissue discs to ensure that 

the front surface was normal to the axis of the tube 

Indoor comfort embraces several aspects, such as 

thermal and acoustic comfort, which are the two 

aspects analyzed in this paper. Under steady-state 

conditions, heat transfer through a wall is de-

scribed by the relationship: 

q = A · ΔT / (Σ (s/λ))  (1) 

where q is the heat flux through the wall, A, s, λ are 

the surface, thickness, and thermal conductivity of 

the wall. ΔT is the difference in temperature meas-

ured on the panel surfaces. Conversely, under un-

steady conditions, the heat flux q depends also on 

the wall heat capacity and position of the layers. In 

this study, the thermal conductivity of samples 

realized with polyamide at different densities has 

been measured employing the hot plate method 

with the guard ring.  

When dealing with indoor acoustic comfort, one of 

the aspects to be evaluated is the reverberation 

time TR, which is related to the indoor sound qual-

ity in terms of echo effect and, consequently, vocal 

message intelligibility. Optimal TR values depend 

on the ambient’ intended use, and reference values 

are specified in the UNI 11367 (UNI, 2010). TR is 

the time lapse in which the sound energy density 

decreases by 60 dB. It is determined by suddenly 

switching off a sound source and measuring the 

sound energy level variation. TR can be estimated 

according to the Sabins formula: 

TR=0.16 V/S  (2) 

Fig. 2 – Measured equivalent thermal conductivity of polyamide

where V is the volume of the room, and S is the 

room sound absorption. The term S is defined as 

S=Σ(α·A), where A is the surface extension, and α is 

the sound absorption coefficient of the room sur-

faces.  

The sound energy balance on a surface impinged 

by sound power leads to: 

1=η+τ+α  (3) 

where η is the sound reflection coefficient, τ is the 

sound transmission coefficient, and α is the sound 

absorption coefficient.  

Generally, for porous material such as the one in-

vestigated in this paper, the higher the density, the 

lower α, while the greater the thickness, the higher 

α. The sound absorption coefficient for a hard-

backed element is defined as: 

α=1-|TL|2  (4) 

where TL is the sound transmission loss, that is 

generally determined experimentally and is a func-

tion of τ according to: 

TL=10·log10(1/ τ)  (5) 

In this paper, the sound absorption coefficient α 

and transmission loss TL have been determined by 

means of the impedance tube technique. This tech-

nique is suitable for R&D analysis but considers 

only waves that impinge the sample surface nor-

mally. 
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Fig. 3 – Sound absorption coefficient of the 50-mm-thick samples 

Fig. 4 – Sound absorption coefficient of the 100-mm-thick samples 

2. Experimental Campaign

Since polyamide is a soft and porous material (see 

Fig. 1), its density depends on the packing degree, 

which is an important aspect in view of panel self-

realization. To evaluate this aspect, the equivalent 

thermal conductivity λeq as a function of the densi-

ty has been determined through the guarded hot 

plate method.  

The test consisted in measuring the heat flow q 

obtained under a predefined temperature differ-

ence ΔT, and λeq is determined as: 

λeq = (q · s) / (A · ΔT)   (6) 

where A and s are the surface and thickness of the 

same. Results are shown in Fig. 2. 

Samples of different densities have been realized 

and tested in the impedance tube apparatus to de-

Fig. 5 – Sound transmission loss of the 50-mm-thick samples 

Fig. 6 – Sound transmission loss of the 100-mm-thick samples 

termine the polyamide sound absorption coeffi-

cient α, and the sound transmission loss TL. The 

test apparatus consists of two tubes 4.6 cm in di-

ameter connected to a test sample holder. Two mi-

crophones are placed on either side of the speci-

men (45 mm from each other). A source emitting a 

pink noise is placed at one end of the tube. A mul-

ti-channel Fast Fourier Transform (FFT) analyzer 

acquires the signals captured by the microphones.  

The pressure and particle velocity of the travelling 

and reflected waves are determined by a MATLAB 

script implemented according to the E2611 ASTM 

standard (ASTM E2611, 2019). To assess the influ-

ence of the specimen's thickness, samples 50-mm 

and 100-mm thick have been realized and tested. 

The frequency range is between 100 Hz and 3150 

Hz, according to the characteristics of the test ap-

paratus.  
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Fig. 7 – The real case study, a classroom in the Raval neigh-

bourhood in Barcelona: a) façade, b) interior with furniture, c) 

view from the balcony, and d) view of the opposite building 

Fig. 8 – Scenarios considered in the numerical analysis: a) cur-

rent configuration without panels (Case00), b) panels installed on 

the ceiling (Case01), c) panels installed indoors on the façade 

(Case02), d) panels installed indoors on both the façade and the 

ceiling (Case03) 

Table 1 – Wall layers set in the numerical model defined with 

Energy+ 

Table 2 – Material properties set in the numerical model defined 

with Energy+ 

The lower and the upper working frequencies are 

determined according to: 

fu<0.586 * cair /d  (7) 

d<0.586* cair /fu   (8) 

where cair is the sound speed in the tube, and d is 

the tube diameter. Results are shown in Fig. 3 - 6.  

3. Numerical Simulations

To assess how the panel made of polyamide and 

installed indoors on the walls and the ceiling af-

fects indoor conditions, an acoustic and a thermal 

numerical model  were set. Two open-source soft-

ware solutions, Energy+ and Ramsete,  were used. 
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In the numerical simulations, the panel is 10-cm 

thick, made of polyamide at 25 kg/m3 confined 

between two glass veil layers.  

Fig. 9 – Model defined in Energy+. The building is modelled as a 

single thermal zone which includes another thermal zone related 

to the classroom. The other buildings participate in the shading 

effect 

The models represent a classroom in the Raval 

neighborhood in Barcelona (see Fig. 7), where ther-

mal and acoustic measurements were taken. The 

classroom is on the second floor of a building and is 

5.1 x 5.8 x 3.0 m in dimension. The façade is 17 m2 

with two windows 2.6 x 1.1 m in dimensions. The 

ceiling is a typical Catalan structure with 30-cm-

wide vaults. In the acoustic model (see Fig. 8), also 

the furniture is modeled, as it may affect the sound 

wave reflection and, in turn, the reverberation time.  

Materials properties are listed in Tab. 1 and Tab. 2: 

some properties have been hypothesized, while the 

building owner  provided others. The material va-

por diffusion factor equal to 180  was chosen. The 

polyamide vapor diffusion factor equal to 1.254 

according to CIBSE Guide A (CISBE, 2015) was 

chosen. The occupancy level is 0.38 persons/m2, 

and air natural infiltration is considered. 

Numerical simulations  were performed for differ-

ent scenarios in which the panel’s position varied 

according to Fig. 8. Scenario Case00 is representa-

tive of the current configuration without pan els. In 

contrast, panels are installed in the other scenarios: 

the panels are placed in the ceiling vaults in Case01, 

on the façade in Case02, and on both the ceiling and 

façade in Case03. The wall surface covered with 

panels varies according to the scenario: 29 m2 for 

Case01, 17 m2 for Case02, and 47 m2 for Case03. 

Fig 10 – Number of days when the indoor temperature is lower 

than 19°C, and improvement of the indoor operative temperature 

as a function of the panels’ position. The panels are intended 

installed indoors 

The model defined in Energy+ includes the build-

ing where the classroom is located (considered as 

two thermal zones) and the surrounding buildings 

that contribute to shading (see Fig.9). Results in 

Fig. 10 show the number of days when the indoor 

temperature is lower than 19 °C, and a heating 

system would be necessary to maintain an ade-

quate indoor temperature.  

Ramsete software is based on the Pyramid Tracing 

algorithm, and it can analyze problems in large 

enclosures or outdoors. It considers specular reflec-

tions over sound-absorbing surfaces. In the acous-

tic model, an omnidirectional sound speaker and 

30 sound receivers uniformly distributed in the 

room have been set. In the acoustic analysis, poly-

amide is considered confined between two layers 

of glass veil - a very light material that does not 

affect the thermal and acoustic properties of the 

panel. Material-sound-absorbing coefficients are 

reported in Tab. 3, and they have been selected 

from the database of the software. For polyamide 

experimental data presented in this paper has been 

used.  

In the classroom, acoustic tests  were performed 

according to the ISO 16283-3:2016 standard (ISO 

16283:2016) through the loudspeaker method. The 

indoor sound pressure level wasmeasured by a 

sound pressure meter LD-831-C fulfilling the 

standard IEC 60942 (IEC 60942:2017). Experimental 

data  were used to verify whether the numerical 

model can predict the acoustic conditions in the 
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classroom correctly. Measured and estimated re-

verberation time TR are shown in Fig. 11, while the 

reverberation time estimated for the different pan-

els’ positions is reported in Fig. 12. 

Table 3 – Sound absorption coefficients α of the materials set in 

the numerical model defined with Ramsete. Polyamide sound 

absorption coefficients relate to incident sound waves only 

 

 

 

Fig. 11 – Comparison between estimated and measured rever-

beration time TR in the test case in Barcelona 

4. Discussion 

Through the analysis of experimental and numeri-

cal data, an assessment of whether polyamide is 

suitable for the realization of panels destined for 

building refurbishment was performed. 

4.1  Experimental Results  

Fig. 2 shows the measured equivalent thermal con-

ductivity of polyamide as a function of density.  

Density does not affect the material's thermal 

properties significantly, and measured values are 

comparable to those of commercial insulation ma-

terials such as mineral wool. However, the best 

performance  was shown by the lightest panel. 

According to Fig. 3 and Fig. 4, density affects the 

material's acoustic properties in the low-middle 

frequency range. The typical trend for porous ma-

terials, with low values at low frequencies and 

high values in the high-frequency range, is detect-

ed. According to Fig. 3, lower sound absorption 

coefficients are measured for higher density values; 

indeed, compact wool behaves as a stiff spring that 

reflects the sound energy. Fig. 4 refers to samples 

10-cm thick and shows an overall performance 

improvement in the low-frequency region for all 

the tested samples thanks to the greater thickness. 

Fig. 5 and Fig. 6 show the sound transmission loss 

TL results. In Fig. 5, all five samples feature a simi-

lar trend, and higher panel density entails lower 

TL: high-density samples reflect the sound energy 

backwards, thus reducing the sound transmitted 

component. 

 

 

Fig. 12 – Reverberation time TR estimated in the different scenar-

ios for the test case in Barcelona 

In Fig. 6, the sound absorption performance is bet-

ter throughout the entire frequency range thanks to 

the sample thickness of 100 mm, and the five plots 

are more distant from each other.  

4.2  Numerical Results 

As regards the numerical analysis, Fig. 10 shows 

that the presence of panels installed indoors im-

proves the operative temperature. The number of 

days when the indoor operative temperature is 
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lower than 19 °C decreases depending on the panel 

position. When considering panels installed only 

on a surface, i.e., CASE01 and CASE02, the best 

condition is represented by the panel installed on 

the façade; indeed, this is the only wall facing the 

external environment. The more significant im-

provement belongs to scenario CASE03 with panels 

installed on both the façade and the ceiling, and 

this is an expected result since a wider surface is 

treated. However, a weak point is possible water 

condensation in the wall, and this requires the in-

stallation of a vapor barrier.  

As the numerical and measured results in Fig. 11 

are comparable, the numerical model defined in 

Ramsete can be used to design interventions for 

improving indoor acoustic comfort. Fig. 12 shows 

that when the panels are installed indoors, TR is 

lower than 0.62 s, which corresponds to the opti-

mal reverberation time for environments destined 

for speech and sports activities suggested by the 

UNI 11367 (UNI, 2010). The greatest improvement 

is detected between 200 and 1200 Hz, where TR 

reduces by 0.5 s. Results are comparable for 

CASE01 and CASE02, but panels installed on the 

ceiling are more effective at low frequency, while 

the panel on the internal surface of the façade is 

more effective in the middle-high frequency range. 

The best improvement is detected for CASE03, 

with panels installed both on walls and ceiling, and 

it is coherent with the theory. However, sound-

absorption improvement is expected when consid-

ering polyamide properties for diffuse sound, but 

this data is obtainable only by tests performed in 

the sound reverberation room.  

5. Conclusion

The study investigated experimentally and numeri-

cally the thermal and acoustic properties of polyam-

ide 6.6. Experimental results have shown that poly-

amide has interesting properties, which are compa-

rable to commercial insulating materials. Therefore, 

it could be used for realizing building elements. 

Results show that density influences sound proper-

ties significantly: low-density panels show better 

thermal insulation (λeq between 0.034 and 0.0382 

W/(m K)) and sound insulation properties (α higher 

than 0.9 for frequency higher than 400 Hz), while 

high-density panels show better sound insulation 

properties which depend also on thickness.  

Numerical results show that the panels when in-

stalled indoors on the walls and ceiling increase 

the indoor operative temperature in winter and 

reduce the reverberation time. Therefore, this ma-

terial is suitable for building thermal and acoustic 

refurbishment. However, further analysis is need-

ed to evaluate the thermal performance in summer, 

sound performance related to the diffuse sound 

field, material containment, and fire resistance. 
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Nomenclature 

A surface (m2) 

c specific heat (J/(kg K)) 

cair sound speed in air (m/s) 

d distance between microphones (m) 

fl lower working frequency (Hz) 

FFT Fast Fourier Transform  

fu upper working frequency (Hz) 

q heat flux (W)  

R thermal resistance (m2K/W) 

s thickness (m) 

S total absorption surface (m2) 

T temperature (°C) 

TL sound transmission loss (-) 

Top indoor operative temperature (°C) 

TR reverberation time (s) 

V volume (m3) 

α sound absorption coefficient (-) 

λ thermal conductivity (W/(m K)) 

λeq equivalent thermal conductivity 

(W/(m K)) 

η sound reflection coefficient (-) 

ρ density (kg/m3) 

τ sound transmission coefficient (-) 
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Abstract 

This paper focuses on the profitability of demand-side 

management strategies developed for a single-dwelling 

mechanical ventilation plus radiant floor system. Energy 

savings and comfort indicators are quantified for a num-

ber of control options, including demand-controlled venti-

lation and temperature setbacks.  The assessment is based 

on numerical energy simulations conducted in TRNSYS 

for the climate of Bolzano (Italy). To perform the simula-

tions, numerical models of the energy system and the refe-

rence dwelling were developed. Based on the analysed cli-

mate and building, it was found that demand-side mana-

gement strategies can have a significant impact on the 

energy consumption and time distribution of energy 

loads: demand control ventilation allows the achievement 

of consistent energy savings in the electrical consumption 

of the fans (up to 37 %), whereas the use of an adaptive 

dehumidification setpoint can lead to savings within the 

range of 10 % in  summer electrical consumption. The use 

of non-occupancy temperature setbacks does not show a 

significant impact on the annual thermal demand, 

although the time pattern of the loads is considerably 

affected, with a cascade effect on the performance of the 

air-to-water heat pump. The use of the climatic curve para-

meters at the generator allows an improvement of the elec-

trical performance of the heat pump, increasing the SCOP 

of more than 20 %. 

1. Introduction

The smart management of heating, ventilation and 

air conditioning systems is an active area of 

research, as new controls are developed to reduce 

energy consumption and improve occupant hygro-

thermal comfort. Innovative solutions are moving 

on from simple strategies, providing an excess of 

ventilation to deal with poor or no information 

available on occupation, to providing just enough 

ventilation to fulfil comfort needs, thus avoiding 

waste of thermal and electric energy. This trend is 

favored by the availability of incrementally cheaper 

sensors and control hardware (Araújo et al., 2020), 

allowing for a detailed monitoring of the operation 

conditions and control of system components. 

This paper investigates the impact of different con-

trol strategies on the performance of a single-dwell-

ing mechanical ventilation and radiant floor system 

in the context of multi-family houses in Bolzano 

(Italy). Although a vast literature already exists on 

the topic of optimization of HVAC operational para-

meters (Gholamzadehmir et al., 2020; Selmat et al., 

2020), this paper aims to contribute by providing a 

fresh perspective, since: 

- it focuses on management strategies that could

be easily adopted by using sensors and control

hardware already on the market;

- it focuses on the growing sector of renovated

buildings, where the use of mechanical ventila-

tion and heat pumps is becoming a wide-spread

solution;

- the impact of single-control choices are ana-

lysed considering not only the energy domain,

but also IAQ and thermal comfort;

- the performances of a real ventilation unit are

measured in the laboratory and used to cali-

brate the numerical model to provide more re-

liable results.
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This study was performed as part of the FESR 

project NewAir, which hosted the development of 

an innovative mechanical ventilation unit with 

dehumidification. 

2. Methodology

To assess the energy and comfort signatures of the 

controls presented in the following, annual energy 

numerical simulations were performed with 

dynamic energy simulation software (TRNSYS 

(Klein et al., 1979)), coupled with a plug-in 

(TRNFLOW) modeling airflows and pollutant 

transport. Numerical models are elaborated 

accordingly after the following steps: 

- Development of the thermal model of a

renovated flat including a heat-pump-based

energy system and radiant floors;

- Development and calibration of the numerical

model of a ventilation based on the performance

of a prototype tested in the laboratory.

Concerning Key Performance Indicators, the impact 

of single control strategies is assessed based on a set 

of indicators, which are (I) heat pump thermal 

energy generation, (II) heat pump electricity 

consumption, (III) electricity consumption of fans 

and refrigerant cycle in the ventilation unit, (IV) 

overheating / undercooling for thermal comfort and 

(V) occupancy hours distribution by CO2

concentration classes according to (EN 16798-1, 

2019). 

Table 1 – CO2 concentration thresholds for IAQ (EN 16798-1, 2019) 

Class Living room [ppm] Bedroom [ppm] 

1 < 950 < 780 

2 950 < CO2 < 1200 780 < CO2 < 950 

3 1200 < CO2 <1750 950 < CO2 < 1250 

4 > 1750 > 1250

2.1 Reference Thermal Zone 

The dwelling studied in this work is located in a 

multi-family house in Bolzano (Italy) and has a 

heated floor area equal to about 68 m2. The 

apartment is divided into a living room, two 

bedrooms, a kitchen, a bathroom and a corridor. 

The thermal model of the dwelling is divided into 

six different thermal zones (one per room), each 

containing an air node. Table 2 lists the main 

parameters of such a model. The occupancy profile 

is developed based on a three-state model: a person 

can be “away” or “at home and sleeping” or “at 

home and active”. Depending on the occupancy 

status, different generation rates for internal gains 

(metabolism, use of appliances and lighting) and 

CO2 emission are considered. 

Table 2 – Thermal model parameters 

Properties of building assemblies 

Glass, g-value 0.63 - 

Glass, U-value 0.81 W/(m2K) 

Window frame, U-value 0.93 W/(m2K) 

External walls, U-value 0.35 W/(m2K) 

Ventilation and infiltrations 

Design ventilation rate 0.75 ach 

Infiltration rate at 50 Pa 1.5 ach 

Internal gains and occupancy rate 

Occupants “home and active” 

(1.2 met (SIA, 2015)), latent 

gains 

0.0153 g/s/pers 

Occupants “home and active” 

(1.2 met (SIA, 2015)), sensible 

gains 

76 W/pers 

Appliances installed power 

(standby consumption: 10 %) 

(SIA, 2015) 

10 W/m2 

Lighting installed power (SIA, 

2015) 
2.7 W/m2 

Crowding index 0.044 pers/m2 

Full occupancy 3 pers  

Thermostat settings 

Air temperature - Space heating 21 °C 

Air temperature - Space cooling 25 °C 

CO2 transport model 

CO2 generation, occupants 

“home and active” (based on 

(Persily & De Jonge, 2017)) 

0.009039 g/s/pers 

CO2 generation, occupants 

“home and sleeping” (based on 

(Persily & De Jonge, 2017)) 

0.007123 g/s/pers 

Outdoor CO2 concentration 400 ppm 

Radiant floors 

Winter performance (room at 

20 °C, water inlet at 30 °C, DT = 

5 K) 

36 W/m2 

Summer performance (room at 

26 °C, water inlet at 16 °C, DT = 

5 K) 

30 W/m2 

Air-to-water heat pump 

COP (A7/W35) 4.17 - 

EER (A35/W7) 3.02 - 

The energy system is based on a 3 kW air-to-water 

reversible heat pump, which is able to work at 

partial loads in the range of 40-100 % compressor 
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speed. For the sake of simplicity, it is assumed that 

domestic hot water is prepared with an additional 

heat generator. The heat pump numerical model is 

based on the performance map of a commercial 

product, including multiple air temperatures, water 

temperatures and compressor speeds. The space 

heating and cooling network is composed of the 

heat pump, a small thermal buffer and a radiant 

floor system. It is assumed that the thermal plant is 

activated without any restriction on the time of the 

day, and that the heating season spans the 1st of 

October to the 15th of April. It is assumed that 

sensors are installed in all rooms, except for the 

corridor and bathroom, to monitor temperature, 

humidity and CO2 level. The radiant floor works 

both in heating and cooling working modes. The 

water loops in living room and bedrooms are 

managed based on the local temperature measures, 

whereas the ones in the kitchen and bathroom are 

controlled based on the living room temperature 

reading and can provide only heating. The supply 

temperature to the radiant floors is regulated based 

on the climatic curves shown in Fig. 1, whereas the 

water flow rate is governed in each loop by on-off 

valves activated when the air temperature 

thresholds are exceeded. 

Fig. 1 – Climatic curves applied to the radiant floor system 

An annual dataset of climate data was generated 

from the Meteonorm database for the locality of 

Bolzano (Italy). This dataset contains hourly values 

of climatic variables, such as convective air 

temperature and humidity, solar irradiation and 

intensity of wind for a typical meteorological year. 

2.2 Mechanical Ventilation Unit 

In the FESR project “NewAir”, a single-dwelling 

mechanical ventilation unit was developed to 

supply fresh air, provide dehumidification during 

summertime and support the distribution of space 

heating/cooling thermal power. This unit is double 

flow and integrates a high-efficiency heat recovery 

unit, a water-to-air heat exchanger, as well as a 

refrigerant cycle that is used for dehumidification. 

In more detail, the condenser and the evaporator of 

the refrigerant cycle are crossed by the supply 

airflow and a pre-cooling coil is also activated 

whenever dehumidification is required. Two 

dampers regulate the heat recovery bypass and the 

amount of indoor air that is circulated. 

The numerical model of the ventilation unit consists 

of multiple TRNSYS Types, each simulating an 

energy component of the ventilation unit. Selected 

parameters were tuned to replicate the performance 

of the ventilation unit developed in the NewAir 

project as closely as possible. More specifically, the 

data sources for the calibration process were: 

- Laboratory measures for (1) external pressure -

airflow rate - electrical consumption curves, (2)

thermal efficiency of the bypass to the heat

recovery and (3) dehumidification capacity;

- Online calculators and datasheets from

manufacturers for the thermal performances of

heat recovery and water coil.

Table 3 lists the maximum airflow rates and the fan 

consumption in different working modes, derived 

assuming external pressure losses equal to 100 Pa at 

200 m3/h. 

Table 3 – Working modes of the ventilation unit 

Working 

mode 

Fresh 

air 

Circulated 

air 

Supply 

air 

Fan 

cons. 

[m3/h] [m3/h] [m3/h] [W]

Renewal 140 - 140 110 

Circulation - 200 200 75 

Renewal and 

circulation 

100 100 200 124 

The ventilation unit is connected to the different 

indoor spaces by three separate aeraulic networks 

(supply air, return air and air circulation air), as 

shown in Fig. 2. The airflow is split among living 

room and bedrooms based on the floor area. 
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Fig. 2 – Schematic of the aeraulic networks in the apartment. 

Return air in orange, supply air in green, air circulation in blue 

2.3 Demand-Side Management 

The demand-side management of energy systems 

aims at optimizing the use of energy by acting on 

the consumption picture, that is, on energy use, 

energy quality or load time-patterns. In the context 

of a single-dwelling mechanical ventilation plus ra-

diant floor system, this study quantifies the effects 

of the following control management strategies de-

signed to reduce energy waste: 

- Implementation of demand-controlled ventila-

tion (DCV) (Emmerich & Persily, 2001), that is,

the modulation of the fresh air intake to meet the

ventilation demand of the zone. In this work,

multiple options are compared: (1) occupancy-

based DCV strategy, where the control hard-

ware is reactive to human presence through, for

example, PIR sensors or geofencing, and triggers

air renewal at nominal airflow rate when the

apartment is occupied; (2) CO2-based DCV stra-

tegy, where the fresh air intake is modulated

based on the CO2 concentration. In this case, the

system can work in on-off mode based on a sin-

gle hysteresis, but could also implement a multi-

step or a proportional control. In the case of mul-

tiple CO2 sensors, the most critical reading is

considered for the fresh airflow calculations. Fig.

4 shows the selected CO2-based DCV strategies

and the related CO2 thresholds, which were

identified based on (EN 16798-1, 2019) limits for

IAQ Category I.

- Use of moving thresholds to trigger the dehumi-

dification function of the ventilation unit during

the cooling season. A constant relative humidity

threshold is a common way of managing dehu-

Fig. 3 – CO2-based DCV with on-off hysteresis (top), multistep 

modulation (middle) and proportional modulation (bottom) 

midification units, but an alternative solution 

could be dividing the goals of guaranteeing 

comfort conditions to occupants and avoiding 

condensation over the radiant floors. To assess 

such a strategy, a comparison is performed be-

tween a baseline scenario (constant setpoint 

equal to 55 % relative humidity) and an ad-

vanced scenario where multiple movable thres-

holds are implemented: (1) a limit of 60 % rela-

tive humidity and 12 g/kg absolute humidity is 

applied when the dwelling is occupied to gua-

rantee acceptable comfort (Class II comfort ac-

cording to (EN 16798-1, 2019); (2) a limit in abso-

lute humidity is applied to avoid condensation 

based on the working conditions of the radiant 

floors (i.e., temperature at the inlet of the radiant 

system). When multiple criteria apply at the 

same time, the strictest threshold is considered. 

- Use of moving thermostat temperature set-

points. A 2 K setback is applied to the air tempe-

rature thresholds in two separate circumstances,

that is, when the apartment is not occupied (non-

occupancy setback) or between 23:00 and 06:00

(night setback). To demonstrate, Fig. 4 shows the

air temperature setpoints for a single day.
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Fig. 4 – Temperature setpoints with non-occupancy setbacks (top) 

and night setbacks (bottom) 

- The implementation of the climatic curve para-

meters directly to the heat pump rather than to

the radiant collectors during wintertime is to

produce heat at the required temperature and to

avoid a pointless reduction in the heat quality

with thermostatic valves. The efficiency of heat

pumps is indeed correlated to the temperature

level of the water in the condenser, with higher

Coefficients of Performance (COPs) at lower

water temperatures.

3. Results and Discussion

This section presents the numerical results of the 

energy simulations divided by analyzed strategy. 

3.1 Demand-Controlled Ventilation 

Several DCV strategies are compared with a 

baseline where air renewal is always active. Table 4 

reports the numerical results for different scenarios. 

The air quality is medium-high in all simulated 

cases. Slightly worse results are found for DCV 

strategies based on CO2 concentration, but also in 

this case, C1 and C2 categories are vastly more 

populated than C3 and C4. Space heating and 

cooling thermal demands show limited variations, 

with higher heating demand and lower cooling 

demand at higher air change rates. During 

wintertime, the effect of the additional heat losses 

due to overventilation is indeed limited by the high-

efficiency heat recovery unit. During summertime, 

higher air change rate may provide at times some 

benefit in removing the excess heat from indoor 

spaces, thus reducing the active cooling load. A 

more evident impact is registered on dehumidifi-

cation, since the removal of indoor-generated humi-

dity is also influenced by the hygienic air change. 

DCV strategies are indeed linked to an increase in 

the consumption of the refrigerant cycle in the range 

of 11 % to 20 % with respect to the baseline. The 

electrical consumption of the fans is reduced in the 

range of -17 % to -38 % in the DCV scenarios, as a 

result of the lower air volumes exchanged 

throughout the year. The best- performing DCV 

strategies are the ones based on CO2 concentration, 

since CO2 generation is dependent on the number 

and the activity of occupants and thus the air change 

can be more sharply adapted to the effective 

demand for air change. Among CO2-based stra-

tegies, no significant difference is found between 

multistep and proportional control, whereas the on-

off strategy is outperformed, as it cannot modulate 

the airflow and thus is less flexible than the others. 

Neither overheating nor undercooling issues are 

found in any of the tested scenarios. The annual 

HVAC electrical consumption is reduced by DCV 

between -6 % and -13 % compared with the baseline, 

but it has to be noted that the advantages of such 

strategies may vary significantly depending on the 

occupancy patterns of spaces (IEA, 1997). 

Table 4 – Numerical results for scenarios (1) baseline, (2) DCV 

based on occupancy, (3) DCV CO2 based with on-off hysteresis, 

(4) multistep modulation and (5) proportional modulation

Annual energy demand CO2 classes 

Qheat Qcool Wfan Wrf Whp Wtot C1 C2 C3 C4 

kWh kWh kWh kWh kWh kWh % % % % 

1 3333 1515 942 186 1425 2553 44 40 16 0 

2 3333 1519 778 207 1423 2408 44 40 17 0 

3 3320 1547 674 233 1424 2331 40 42 18 0 

4 3316 1535 587 229 1417 2232 38 42 20 0 

5 3318 1529 591 224 1416 2231 38 43 19 0 

3.2 Moving Thresholds 

for Dehumidification 

Fig. 5 shows the numerical results of the energy si-

mulations for the cooling season: the use of mobile 

thresholds is compared with a baseline with a con-

stant humidity setpoint equal to 55 % relative humi-

dity. As may be seen, the use of moving thresholds 

allows the achievement of significant energy sa-

vings (about -13 % total electrical consumption). The 
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impact is not limited to the refrigerant cycle con-

sumption (-40 %), but extends to fan consumption 

(-4 %) and active cooling demand (-9 %). 

The active dehumidification triggers the “renewal 

and circulation” mode of the ventilation unit, which 

provides higher airflow rates to maximise the dehu-

midification effect, but also increases the fan con-

sumption. Dehumidification is also linked to the 

active cooling load, since before entering the refri-

gerant cycle, the supply airflow is pre-cooled by a 

water coil as described above, thus generating a 

thermal load for the heat pump. The lower electrical 

consumption of refrigerant cycle, fan and heat 

pump points to a less frequent use of active dehumi-

dification. No significant difference is found in 

terms of air quality and thermal comfort. It has to be 

noted that the working conditions of the radiant 

floor, and thus the humidity threshold for active de-

humidification, will depend on the intensity of the 

cooling load. In this sense, more challenging condi-

tions for the radiant floor during summertime will 

represent a smaller possibility of achieving savings 

by using a movable setpoint. 

Fig. 5 – Electrical consumption during the cooling season 

3.3 Non-Occupancy and 

Night Temperature Setback 

The use of temperature setbacks is assessed by com-

paring a baseline scenario where the setpoints re-

main unvaried to the use of a 2 K setback during 

non-occupancy periods or during night-time. In the 

non-occupancy scenario, the setback is applied 

every time the dwelling is empty, which is equal to 

about 19 % percent of the year, or 1680 hours/year, 

divided into events that are mostly 1 to 4 hours long 

for the studied occupancy schedule. The night set-

back is applied for about 29 % of the year, or 2555 

hours/year, in events that are each 7 hours long. 

Fig. 6 and Fig. 7 show the monthly thermal energy 

demand and the percentage variation of heat perfor-

mance indicators SCOP and SEER with respect to 

the baseline. As may be seen, the use of the tempera-

ture setback leads only to a limited reduction of the 

thermal demand (in the range of -1 % to -5 % on an 

annual basis), likely due to the fact that the setback 

is applied only for limited periods (especially in the 

non-occupancy scenario) and the thermal losses of 

the building are minimized by fair envelope 

properties and low ventilation/infiltration heat loss-

es. The annual electricity consumption of the heat 

pump is reduced by a factor of -3 % in the non-

occupancy setback scenario, and -12 % in the night 

setback scenario. This is only partially connected to 

the reduction of the thermal load, since the perfor-

mance of the heat pump is also affected by the set-

backs, as shown in Fig. 6. More specifically, the use 

of non-occupancy setbacks leads to better SEER du-

ring summertime, whereas the use of the night set-

back leads to higher SCOPs in winter and lower 

SEERs in summer. 

Fig. 6 – Monthly thermal energy demand 

Fig. 7 – SCOP and SEER variation in setback scenarios 

To better understand the underlying causes, the 

hourly daily averages of the thermal energy pro-

duced by the heat pump in heating and cooling are 
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shown in Fig. 8 for the months of January and July. 

Even though the thermal loads do not significantly 

vary in absolute terms, as discussed above, the use 

of setbacks causes a massive impact on the time 

patterns of thermal energy generation. In the non-

occupancy setback scenario, the load profile tends 

to differ from the baseline during the daytime when 

occupants are mostly away and a peak in energy 

demand is registered at around 18-20 h around the 

time when the dwelling is be occupied again.  

Fig. 8 – Hourly averages of heat pump energy generation 

As expected, the use of night setback leads to lower 

thermal loads during the night, but most of the 

energy is then delivered during the daytime. The 

variation of the time patterns for energy generation 

has quite a significant effect on the air-to-water heat 

pump performances, since the external air tempe-

rature varies throughout the day, with generally 

higher temperatures during the day (better COPs 

and worse EERs) and lower temperatures during 

the night (lower COPs and higher EERs). 

Thermal comfort is maintained at all times, al-

though it is found that, when setbacks are applied, 

air heating/cooling is called on to support the radi-

ant floor, which has a slower response to changing 

temperature setpoints due to the thermal capacity of 

the screed. 

3.4 Implementation of Climatic Curve 

at the Generator 

A baseline scenario, where the heat pump produces 

warm water at 40 °C and a thermostatic valve 

controls the inlet temperature to the radiant floors, 

is compared with  an advanced scenario, where the 

climatic curve is implemented directly at the heat 

pump to avoid depreciation of the heat quality.  

Table 5 – Performances in baseline and advanced scenarios 

 Description Qheat Whp SCOP 

kWh kWh - ∆ % 

Baseline 3315 1150 2.88 - 

Advanced 3226 863 3.74 23 % 

As shown in Table 5, the thermal load in the baseline 

is higher, mostly due to the more intense thermal 

losses from the water distribution system (about 

+100 kWh/y). It is also found that applying the

climatic curve at the generator leads to a significant 

improvement in the electrical performances of the 

heat pump, with a SCOP increasing from 2.9 to 3.7, 

about +23 % percentage improvement. This is due to 

the better working conditions of the heat pump, 

which is not required to produce water at 40 °C, but 

can profit from a lower-temperature energy 

demand. It is, however, remarked that state-of-the-

art heat pumps can usually offer some form of 

climatic control. In this case, the simulation results 

simply reflect the importance of selecting the most 

appropriate climatic curve based on type of 

terminals and energy performance of the dwelling 

to avoid energy waste. 

4. Conclusions

This paper presents a study on the performance of 

different demand-side management strategies ap-

plied to a ventilation system plus radiant floor sys-

tem in the climate of Bolzano.  

Based on the analyzed building and climate, the im-

plementation of DCV strategies shows good poten-

tial for reducing the electrical consumption of fans 

(up to -38 %) without worsening the indoor air 

quality. Space heating and cooling thermal demand 

are not significantly affected, whereas a moderate 

impact is registered on dehumidification. It is found 
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that the use of moving setpoints could be a valid 

strategy to adapt the operation of the dehumidifi-

cation system to the dehumidification load and re-

duce the summer energy consumption (-10 % for the 

studied conditions). The use of non-occupancy or 

night setbacks does not lead to significantly differ-

ent annual energy demands, but a considerable im-

pact is found on the time distribution of the thermal 

loads, with a cascade effect on the performance of 

the heat pump. More specifically, night setbacks 

allow the thermal loads to be shifted to the daytime, 

with a positive effect on the winter performances of 

the heat pump and a negative effect in summer. 

Finally, the implementation of a climatic curve at 

heat pump level allows the achievement of lower 

heat losses from the distribution system and a signi-

ficant improvement in the heat pump performance. 

Overall, it was found that air change, thermal load 

and dehumidification are interconnected: changes 

in the control strategies looking at one domain at the 

time may lead to suboptimal solutions. In addition, 

it was found that the performance of the heat pump 

is massively influenced by the controls of the heat-

ing/cooling emission system and that there are 

options for load shifting that could be synergically 

exploited by photovoltaics. Far-reaching integrated 

control logics that can better capture the overall 

impact of single-control choices to reach one or 

multiple goals are to be implemented to achieve 

significant energy savings, while preserving opti-

mal comfort conditions. Future studies will focus on 

the use of Model Predictive Control (MPC) based on 

forecasted weather conditions and dwelling loads. 
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Nomenclature 

Symbols 
HVAC Heating, Ventilation and Conditioning 

IAQ Indoor Air Quality 

Q Thermal energy demand, [kWh] 

SCOP Seasonal Coefficient of Performance, [-] 

SEER Seasonal Energy Efficiency Ratio, [-] 

W Electricity consumption, [kWh] 

Subscripts/Superscripts 
cool referred to cooling energy 

fan referred to the fans  

heat referred to heating energy 

hp referred to the heat pump system 

rf referred to refrigerant cycle 
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Abstract  

The market for lightweight construction systems is grow-

ing rapidly due to their potential in terms of prefabrica-

tion, ease of transportation and assembly. However, giv-

en their thermophysical properties, these types of struc-

tures present a limited thermal capacity that may reduce 

their performance in terms of comfort and energy con-

sumption during the hot seasons. The present paper, 

through a series of computational fluid dynamics (CFD) 

simulations, offers a numerical assessment of the perfor-

mance of an existing lightweight steel-framed building 

selected as a case study. The data required to perform the 

simulations are collected with a deep monitoring cam-

paign and the building is analysed in its current state 

(actual conditions of use) and after the application of 

simulated passive cooling strategies. The role of natural 

ventilation, both day and night, is explored by investigat-

ing different opening/closing configurations of external 

windows and internal doors. Moreover, the positive ef-

fects of surface thermal mass and shading systems are 

numerically validated. The results, although limited to a 

specific context of analysis, show that, with appropriate 

adaptation strategies, even in lightweight buildings, oc-

cupants can achieve adequate levels of comfort, thus 

reducing the need for cooling. A combined and weighted 

use of passive solutions results in a reduction of about 

3 °C in the average daily indoor temperature. Ventilation 

at night and solar shading during the day make a steel-

framed building as comfortable as a massive one, both 

with regard to the internal surface temperature of the 

building components and to the discomfort indices. 

Changing the mass of the interior cladding of a wall, 

ceiling or floor, for example, from plasterboard to cement 

board, is another effective cooling strategy.  

 

 

1. Introduction 

Reducing costs, increasing speed, and minimizing 

risks have always been the main objectives of the 

construction industry. Buildings are therefore in-

creasingly made up of standardized and perfor-

mance-guaranteed components, both considering 

the systems and the envelope. The market for light-

weight steel-framed building systems (LSF) has 

thus greatly increased over the last few decades, 

especially in low-rise residential buildings. Several 

advantages have driven their spread: ease and 

speed of on-site installation, low weight combined 

with high mechanical strength, large potential for 

recycling and reuse, easy prefabrication, flexibility 

of use for different architectural retrofit purposes, 

economy in transportation and handling, resistance 

to moisture and insect attack (Soares et al., 2017). 

However, lightweight structures, particularly steel-

framed ones, can contribute towards reducing 

building energy and indoor comfort performance 

during hot seasons (Lomas & Porritt, 2016) due to 

steel's high thermal conductivity and lightness 

(Santos, 2017). This represents a significant chal-

lenge, since with the increase in average annual 

temperature and the continuous growth of electric-

ity demand, particularly of the residential sector, 

summer air conditioning has had a very significant 

influence on the overall energy consumption of 

buildings (Santamouris, 2016).  

However, the use of additional thermal mass and 

high values of internal areal heat capacity can min-

imize peak heating and cooling loads in light-

weight buildings (Di Perna et al., 2011; Kuczyński 

& Staszczuk, 2020; Rodrigues et al., 2013), especial-

289

mailto:nicola.callegaro@unitn.it
mailto:max.wieser@unitn.it
mailto:lorenzo.manzini@cogi.info
mailto:kharlamov-1948@mail.ru
mailto:rossano.albatici@unitn.it


Nicola Callegaro, Max Wieser, Giovanni Manzini, Ivan Kharlamov, Rossano Albatici 

ly when coupled with natural or mechanical venti-

lation (Yang & Li, 2008). CFD simulation is consid-

ered the most valuable tool for designing, verify-

ing, and predicting the indoor thermal comfort 

level in relation to these aspects. Through this type 

of simulation, Mora-Pérez et al. (2017) explain the 

benefits of combined use of mechanical and natural 

ventilation to maximize comfort and reduce energy 

consumption. Much attention is often paid to the 

influence of the specific building component. Deng 

et al. (2017) discuss in depth the impact of window 

length, aspect ratio, height above the ground, win-

dow opening angle and fly screen porosity on the 

airflow pattern inside residential buildings. Aryal 

and Leephakpreeda (2015) emphasize how interior 

partitions significantly change perceived thermal 

comfort and the resulting energy consumption for 

heating and cooling, while Hajdukiewicz et al. 

(2013) focus on highly-glazed façades in meeting 

rooms. Few articles simultaneously address differ-

ent cooling passive strategies through CFD simula-

tion, and the study of lightweight structures, such 

as steel-framed, is still limited in this field. 

In this paper we investigate the effectiveness of 

lightweight steel-framed structures to ensure, 

through the implementation of passive design and 

use strategies, high levels of indoor comfort during 

the hot season. Through CFD simulation, the paper 

explores the ways in which natural ventilation, 

wall heat capacity and external shadings can re-

duce indoor temperatures and improve comfort. 

Different windows and door opening/closing pat-

terns are compared at (a) different external wind 

speeds and (b) the ability of windows shadings to 

mitigate temperature peaks is evaluated. The be-

havior of (c) different wall surface claddings with 

changed weight is also investigated and, finally, a 

comparison (d) is made between the starting 

lightweight structure (steel-frame with external 

insulation), the same structure with the implemen-

tation of the aforementioned passive strategies, an 

insulated reinforced concrete massive structure 

and an insulated brick structure. Simulations are 

performed on a case study built in 2018 in Barnaul 

(RU), southwestern Siberia, and monitored for two 

years. The continental climate of the area has a 

high seasonal temperature range with lows of -

35 °C in winter and highs of +35 °C in the hot sea-

son. The summer behavior of the building was 

examined, taking into account these particular ex-

treme environmental conditions which, however, 

due to climate change, will also be increasingly 

common in less severe climates (IPCC, 2021). 

2. Materials and Methods

In this section, the case study, methodology and 

simulation tools, as well as the parameters moni-

tored, are presented. In addition, the characteristics 

and the boundary conditions of the simulation 

model, the different passive strategies implement-

ed, and the output variables analysed in Section 3 

are described in depth. 

2.1 The Case Study 

The case study is a single-storey residential build-

ing realized, as regards the structural design, with 

panels made of cold-bent steel profiles (Fig. 1a-1b). 

The building is about 80 square meters and is di-

vided into entrance, living room-kitchen, bath-

room, boiler room and two bedrooms (Fig. 2). An 

insulated ceiling divides the living space from the 

pitched roof, made of sandwich panels. The heat-

ing system is powered by gas condensation boiler, 

and a controlled mechanical ventilation ensures the 

indoor-outdoor air exchange.  

Fig. 1 – The building during (a) and at the end of the construction 

phase (b). Picture by Giovanni Manzini, 2019  
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Fig. 2 – Horizontal section of the building 

Table 1 – Thermophysical properties of the wall W1 

Layers   

(int. to ext.) 

s 

[cm] 

λ  

[W/(m K)]  

ρ 

[kg/m3] 

c  

[J/(kg K)] 

Plasterboard 2.5 0.2 800 836.8 

Insulated 

Counter-Wall 
7 0.072 101.24 1024.3 

Glass wool 8 0.035 35 1030 

Plasterboard 1.25 0.2 800 836.8 

SteelMAX® 

Structure + 

insulation 

10 0.067 143.78 1022.6 

Cement 

board 
1.25 0.35 1150 836.8 

Table 2 – Thermophysical properties of the wall W2 

Layers   

(int. to ext.) 

s 

[cm] 

λ  

[W/(m K)]  

ρ 

[kg/m3] 

c  

[J/(kg K)] 

Plasterboard 2.5 0.2 800 836.8 

Insulated 

Counter-

Wall 

5 0.068 101.2 1024.2 

Glass wool 5 0.035 35 1030 

Plasterboard 1.25 0.2 800 836.8 

SteelMAX® 

Structure + 

insulation 

10 0.067 143.78 1022.6 

Cement 

board 
1.25 0.35 1150 836.8 

EPS  

insulation 
5 0.038 21 1260 

 

 

The building has two different external walls (Ta-

bles 1-2, Fig. 2) to test in-situ, through monitoring 

data, the energy performance of two akin solu-

tions. Table 3 describes the thermal properties of 

the main building components.  

The building is equipped with energy and envi-

ronmental sensors to monitor its behavior 24 hours 

a day. The monitored parameters are: 

- temperature, relative humidity, and CO2 of all 

indoor environments. 

- surface and internal temperatures of walls, 

ceiling, floor. 

- inlet and outlet temperature of the controlled 

mechanical ventilation machine. 

- energy consumption. 

- external environmental conditions (tempera-

ture, humidity, wind speed and direction, so-

lar radiation). 

The data monitored provided the necessary infor-

mation to set the boundary conditions for the 

simulation model. 

2.2 The Simulation Model 

Computational fluid dynamics (CFD) is a branch of 

fluid mechanics that analyses and solves problems 

involving fluid flows using numerical analysis and 

data structures (Lomax et al., 2013). CFD analysis 

involves the simultaneous calculation of tempera-

ture and velocity domains, flows and pressures, 

considering the interaction between these varia-

bles. The great advantage of this type of simula-

tion, compared to simplified empirical formulae, is 

the three-dimensional representation of the results. 

Properly setting the calculation grid and cell size, 

which have a significant impact on the calculation 

time and memory demands, as well as on the accu-

racy of the results, is a key prerequisite for the ro-

bustness of the CFD simulation. The minimum size 

of the cells is determined according to the specific 

problem to be analysed: for this case study, the 

volume of a single calculation cell is 8 cm3 

(2x2x2 cm). The number of cells also depends on 

the calculation domain. In order to include the ef-

fect of wind, which is essential for assessing the 

benefits of natural ventilation, a larger calculation 

domain than the building envelope is required, 

which may lead to a higher calculation effort. 
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Table 3 – Thermal properties of the building components 

W1 

Walls 

W2 

Walls 

Ceiling Ground 

floor 

Thickness 

[cm] 

30 30 43 45 

Thermal 

transmittance 

[W/m2K] 

0.194 0.186 0.27 0.31 

Decrement 

factor [-] 
0.59 0.32 0.07 - 

Time lag [h] 6.68 8.8 14.2 - 

Internal areal 

heat capacity 

[kJ/m2K] 

22.4 20.9 38.2 - 

Periodic 

thermal 

transmittance 

[W/m2K] 

0.114 0.06 0.019 - 

The domain must be large enough not to bias the 

result and is typically expressed as a function of 

the building size. In accordance with Etheridge 

(2011), the following domains have been evaluated: 

- Domain A: this coincides with the internal

surface of the envelope. Boundary conditions

at the inlets and outlets must be specified to

run the simulation

- Domain B: external domain. The supply flow

rate is determined as part of the simulation for

this type of domain, which has dimensions

that are normally twice those of the envelope.

This means that the boundary conditions are

different, and problems of convergence can

arise.

- Domain C: the external flow to the inlet is in-

cluded in the calculation. This requires extend-

ing the domain by an order of magnitude larg-

er than the envelope.

- Domain D (used in the calculation): CFD

boundary conditions for internal flows are

generated using CFD data for the external

flow.

Domain type D used in the case study simulation is 

a volume of 260 m3 (10.3x7.8x3.25 m) with bounda-

ries that coincide with the internal walls. Based on 

a calculation previously carried out with an en-

larged domain (type C: size of the domain is five 

times the size of the building), CFD allows wind 

velocity and air pressure along the building surface 

to be calculated. This choice reduces computational 

effort and, at the same time, enables the wind ef-

fects to be adequately considered. As regards the 

turbulence model for the calculation, the k-epsilon 

model was applied. The simulation model is built 

in Flovent®, proprietary software from Mentor 

Graphics®. For any other specifications regarding 

the methodology or the theory underlying the cal-

culation, please refer to (Mentor Graphics Corpora-

tion, 2018). 

2.3 Cooling Passive Strategies 

2.3.1 Daytime natural ventilation 

The transient simulation investigated the daily 

behavior of the building to the variation of the ex-

ternal climatic conditions, by focusing the analysis 

on the 48 hottest hours of the summer (3rd-4th of 

July). The set time step is 1 hour. Several monitor 

points were defined at different heights and in dif-

ferent rooms. The initial boundary conditions were 

set according to the data measured on site (Tab. 4). 

At first, an average wind velocity of 1.3 m/s in a 

north-westerly to south-easterly direction was con-

sidered, equal to the average wind speed measured 

in situ on that day. Then, extreme conditions of no 

wind and strong wind (0 and 5 m/s) were set to 

verify the reliability of the results and the magni-

tude of the wind. 

Table 4 – Simulation boundary conditions 

Min Max Mean 

Hourly outdoor 

temperature [°C] 

(see also Fig. 7c) 

13.6 32.2 23.1 

Solar radiation 

[W/m2] 
873 

(at 12.30 PM) 

Starting indoor 

temperature [°C] 
25 

Several combinations are simulated (Tab. 5) with 

different window opening/closing schemes (Fig. 3). 

The daytime period is considered to start at 4 AM 

and end at 9 AM. In this case, it was considered 

that night ventilation was not feasible for other 

reasons (e.g., safety, noise, security). 
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Table 5 – Daytime natural ventilation: simulation cases 

Sim.  Int. 

doors 

Awning 

Windows 

Hopper 

Windows 

Wind 

0 Closed - - - 

D10 Closed - F1, F2, F4, 

F5, F6 

1.3 m/s 

D11 Closed - F1, F2, F4, 

F5, F6 

0 m/s 

D12 Closed - F1, F2, F4, 

F5, F6 

5 m/s 

D13 Opened - F1, F2, F4, 

F5, F6 

1.3 m/s 

D14 Opened - F1, F2, F4, 

F5, F6 

0 m/s 

D15 Opened - F1, F2, F4, 

F5, F6 

5 m/s 

D20 Closed F1, F2, F4 F5, F6 1.3 m/s 

D21 Closed F1, F2, F4 F5, F6 0 m/s 

D22 Closed F1, F2, F4 F5, F6 5 m/s 

D23 Opened F1, F2, F4 F5, F6 1.3 m/s 

D24 Opened F1, F2, F4 F5, F6 0 m/s 

D25 Opened F1, F2, F4 F5, F6 5 m/s 

 

a)    

Fig. 3 – Windows nomenclature (a). Awning window example (b); 

hopper window example (c). 

https://blog.jonnew.com/assets/windows/types.jpg  

For this and all simulations described in the next 

subsections, the output control variables are: 

- Indoor temperature 

- Internal wall surface temperature 

- Predicted mean vote (PMV) (UNI, 2006) 

- Predicted Percentage of Dissatisfied (PPD) 

(UNI, 2006) 

Regarding PMV and PPD, to facilitate the calcula-

tion, some conditions were assumed to be constants: 

- standing activity (1.2 met). 

- summer clothing (0.5 clo). 

- a relative humidity of 50 %. 

The focus of the research was the thermal perfor-

mance of the building. No acoustic and/or lighting 

comfort requirements were considered. 

2.3.2 Nighttime cooling ventilation 

The reduction of surface temperature of the walls, 

floor, and roof as a result of opening windows at 

night was explored by running a dynamic simula-

tion. The role of various external window and in-

ternal door closing/opening techniques was exam-

ined. The night period is considered to start at 9 

PM and end at 4 AM. The boundary conditions for 

temperature and solar radiation are the same as 

those shown in Table 4. The different combinations 

are listed in Table 6. 

Table 6 – Nighttime cooling ventilation: simulation cases 

Sim.  Int. 

doors 

Awning 

Windows 

Hopper 

Windows 

Wind 

0 Closed - - - 

N10 Closed - F1, F2, F4, 

F5, F6 

0.5 m/s 

N11 Closed - F1, F2, F4, 

F5, F6 

0 m/s 

N12 Closed - F1, F2, F4, 

F5, F6 

5 m/s 

N13 Opened - F1, F2, F4, 

F5, F6 

0.5 m/s 

N14 Opened - F1, F2, F4, 

F5, F6 

0 m/s 

N15 Opened - F1, F2, F4, 

F5, F6 

5 m/s 

N20 Closed F1, F2, F4 F5, F6 0.5 m/s 

N21 Closed F1, F2, F4 F5, F6 0 m/s 

N22 Closed F1, F2, F4 F5, F6 5 m/s 

N23 Opened F1, F2, F4 F5, F6 0.5 m/s 

N24 Opened F1, F2, F4 F5, F6 0 m/s 

N25 Opened F1, F2, F4 F5, F6 5 m/s 

2.3.3 Influence of thermal mass 

To evaluate the effect of the surface thermal mass 

(UNI, 2017), three different simulations were car-

ried out by varying the internal finishing layer, 

from plasterboard to cement board to plaster (Ta-

ble 7).  

- Sim n° 0: original case study. 

- Sim n° M1: the internal plasterboard is re-

placed by 2 panels of cement board. 
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- Sim n° M2: the internal plasterboard is re-

placed by 3 panels of cement board.

- Sim n° M3: the internal plasterboard is re-

placed by 2cm of plaster (the air layer in the

ceiling is thus eliminated).

The reduction of the surface temperature of the 

walls, floor, and roof due to the material replace-

ment was studied, as well as the comfort (PMV/ 

PPD) and the reduction of the internal temperature 

peaks during the day. The dynamic analysis was 

carried out on two days with conditions similar to 

those shown in Table 4. The effects were evaluated 

on the second day of the analysis. 

Table 7 – Thermal mass influence: simulation cases 

Internal areal heat capacity [kJ/(m2K)] 

Sim. North Walls South Walls Ceiling 

0 20.9 22.4 38.2 

M1 33 34.6 43.9 

M2 42.2 43.6 49.8 

M3 33.3 34.3 52.2 

2.3.4 Final comparison 

The best cases from the previous 3 analyses were 

combined to obtain a best practice (case a). This 

was compared with the original building (case b) 

and with the same building modifying the load-

bearing structure from insulated steel-frame 

(=0.58 W/(m K), =100 kg/m3) to reinforced con-

crete (=1.4 W/(m K), =2300 kg/m3 - case c) to 

brick (=0.35 W/(m K), =700 kg/m3 - case d). A fur-

ther comparison was made by optimizing "case i" 

by adding windows external shading (case e). This 

was simulated by reducing the solar heat gain coef-

ficient of window glass by 85 % when the windows 

are closed. 

3. Results and Discussion

As regards natural daytime ventilation, with refer-

ence to the simulations from D10 to D15 shown in 

Table 5, the most cooled surfaces are the floor 

(massive element), followed by the leeward exter-

nal walls, the internal partitions and, finally, the 

windward walls and the roof (Fig. 4). The cooling 

rate is similar for the different configurations. In 

simulation D15 (strong wind and open internal 

doors), the greatest benefits are found in terms of 

reduction of indoor temperature and surface tem-

perature (about 3 °C), but the indoor air velocities 

lead to unacceptable levels of discomfort. The con-

siderations are similar for simulations D20 to D25 

(awning windows). It is worth noting that the re-

sults are very dependent on the boundary condi-

tions and are mainly useful for comparison. Simu-

lations D10 and D20, which are, in Fig. 4, com-

pared with  the base case, reveal that a proper win-

dow opening strategy during the daytime, with ap-

propriate outdoor environmental conditions, can 

reduce the daily average surface temperature of the 

building components by approximately 2 °C dur-

ing a typical summer day.  

In the case of nighttime natural ventilation com-

bined with an accurate opening strategy for win-

dows and internal doors, it is possible to reduce 

the temperature of the internal surfaces of the 

building by up to 7 °C (Fig. 5). Different natural 

ventilation strategies lead to different results. The 

analysis shows that cross ventilation, enabled by 

the opening of the inner doors, produces a 1 °C re-

duction in the internal temperature compared with 

single side ventilation. The combination of curtains 

and hopper windows (SimN23) is most effective in 

cooling the air volume near the floor area (Fig. 5), 

which could positively affect comfort conditions of 

a person lying at rest. 

As regards the analysis performed by modifying 

the wall and roof cladding surfaces (Fig. 6), it can 

be stated that: 

- in the M1 case study, with the replacement of

plasterboard by cement board, the reduction of

the average internal temperature is about 1°C

during the daytime

- the 3 fibrocement panels(M2), which are, in

any case, not easy to install from a technical

point of view, so were considered only as a

theoretical comparison, would guarantee a

temperature reduction of 3 °C, with excellent

benefits also in terms of PMV and PPD
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Fig. 4 – Daytime natural ventilation simulations results: internal surface temperatures of different building components (4th of July)     

 

Fig. 5 – Nighttime natural ventilation simulations results: internal surface temperatures of different building components (4th of July)  

 

Fig. 6 – Thermal mass simulations results: PMV (a), PPD (b) and indoor temperature (c) trends (4th of July) 

 

Fig. 7 – Final comparison results: PMV (a), PPD (b) and temperature (c) trends (3rd-4th of July)

- plaster would certainly be more efficient than 

plasterboard (M3), with a reduction of about 

2.2 °C in the average internal temperature. 

This positive effect also affects internal surface 

temperatures for all building components, thus 

increasing the indoor mean radiant temperature. 

Therefore, in the M2 case, the percentage reduction 

of PPD is over 20 %. 

Fig. 7 compares data from the on-site monitoring 

system (base) with simulations described in Section 

2.3.4. Massive/Solid constructions (concrete and 

brick) prove to be effective in softening outdoor 

temperature peaks, as noted in the literature. How-

ever, the combination of multiple passive cooling 

strategies (best), including a well-planned window 

opening strategy and heavier interior surface clad-

ding materials, can positively reduce the risk of 

overheating even in steel-framed constructions. 

The "optimized" case, which simulates the presence 

of a shading system through the reduction of the 

window solar heat gain coefficient, demonstrates 

how it is possible to achieve a more-than-

acceptable level of comfort in light structures even 

in summer. Please note that the plots in Fig. 7 rep-

resent a 24-hour zoom on a simulation conducted 

over multiple days. For this reason, the initial in-

door temperature conditions do not reflect those 

described in Table 4. 
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2. Conclusion

This work, starting from the monitoring of a real 

case study, provides a numerical evaluation of the 

indoor thermal comfort achieved in residential 

buildings during summer by applying passive 

cooling strategies. The focus is on lightweight 

steel-framed buildings, where, as the literature has 

frequently highlighted, overheating is still a big 

issue. Different strategies were tested through CFD 

simulations: from natural day and night ventilation 

to the implementation of different interior surface 

finishing materials, from different window open-

ing configurations to external shading systems. 

Based on the achieved results the paper confirms 

that: 

- it is possible to adjust the nighttime discomfort

level (too cold or too hot temperatures) by

natural ventilation. It is necessary to find a

compromise between the need to cool the en-

velope components and the internal ambient

temperature, which strongly depend on the

strategy adopted and, more generally, on the

external temperature, wind speed and direc-

tion.  Acoustic and lighting comfort issues

should also be considered.

- the most effective strategy to regulate the day-

time discomfort level is to shade window sur-

faces.

- daytime ventilation, in the analyzed condi-

tions, produce limited effects. It is highly in-

fluenced by outdoor environmental condition

trends, solar radiation, and sun exposure.

- by simply replacing the internal surface layer,

without modifying the load-bearing structure,

the internal areal heat capacity of the walls can

be increased with positive effects on thermal

comfort.

In this paper, monitoring data were exclusively 

used to set the boundary conditions for the simula-

tion model. In the future, the implemented moni-

toring system will make it feasible to compare 

simulation findings with on-site measurements, 

calibrate the model, and put the recommended 

strategies into practice, involving building users. 

Further analysis will be required to evaluate the 

achieved results at different times of the year and 

with other building types. 
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Abstract  

The present study deals with the energetic optimisation 

of Domestic Hot Water (DHW) system in a residential 

building located in Catania, Italy. Each dwelling is 

equipped with a specific decentralised tank with an 

internal heat exchanger which is connected to a 2-pipe 

hot water network system for tank charging. The 

technical water is produced by an Electrical Heat Pump 

(EHP) coupled to a central storage tank. The energy 

performance analysis of the DHW model is evaluated by 

means of dynamic simulations under three different 

scenarios of charging the decentralised storage tanks by 

circulating pump unit: Pump activated during daytime, 

activated twice a day, and activated three times per day. 

The results obtained allow an evaluation of the DHW 

consumption profile, temperature variation in central 

storage and decentralised tanks, and the annual 

electrical/thermal energy analysis. The results indicate 

that the activation of the circulating pump during the day 

leads to an achievement of the highest amount of thermal 

energy, as well as having minimum temperature 

oscillation in both central storage and decentralised 

tanks. However, these advantages are at the cost of 

consuming much more electrical energy by the heat 

pump and up to 29 % higher emissions of CO2. The best 

scenario in terms of energy-saving and CO2 emission is 

the case in which the circulating pump works twice a 

day, consuming annually 5,832 kWh less electrical 

energy, compared to the case of an activated pump 

during the day. 

1. Introduction  

In recent years, research on the reduction of energy 

use in buildings has focused primarily on the 

reduction of space heating/cooling and ventilation 

needs. At the same time, present knowledge and 

understanding of energy use for Domestic Hot 

Water (DHW) production seem to be insufficient. 

The energy used for DHW production currently 

accounts for approximately 15–40% of the total 

energy needed in dwellings, and this proportion is 

likely to be augmented as the energy used for 

space heating keeps decreasing. Studies available 

in the literature indicate that the energy efficiency 

of DHW systems is surprisingly low and that a 

significant amount of heat is lost from the hot 

water before it reaches the draw-off points 

(Pomianowski et al., 2020). The efficiency of the 

DHW production and distribution varies to a 

significant extent from case to case due to the large 

scattering of key parameters in the system, such as 

plumbing layout, insulation level of pipework, 

pipe dimension and location, size of storage tank, 

and time-dependency of DHW consumption 

profile (Lutz, 2005; Marini et al., 2015; Valdiserri, 

2018). 

Space heating and DHW production in existing 

buildings require water at high temperatures (50-

70 °C). Traditional 1st generation gas boilers or 

district heating networks generally have low 

efficiency and require high primary energy 

consumption. Furthermore, a higher thermal loss 

occurs in traditional DHW centralised systems of 

large buildings where, typically, a recirculating 

network from the central storage tank to individual 

dwellings works at high temperatures 24 

hours/day. Nowadays, heat pumps are widely 

used for space heating purposes in buildings 

thanks to the high Coefficient of Performance 

(COP), and for the possibility of utilising 

renewable energy sources. Meanwhile, storage 

systems play an important role in order to reduce 

peak energy demand and increase the efficiency of 

whole production systems.  

For these reasons, the concept developed in the e-
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SAFE project (Evola et al., 2021) appoints a central 

role to heat storage systems, in order to develop 

innovative technologies that enable effective 

integration and communication in heating/cooling 

as well as domestic hot water production. The e-

SAFE project defines a control strategy that ensures 

the supply of  hot water produced by the heat 

pump to individual apartments, optimising the 

direct use of the electricity produced by the on-site 

PV system during daytime periods.  

In this context, the present study aims to evaluate 

the energy performance of the proposed model for 

DHW in the e-SAFE project under three different 

scenarios of charging the decentralised tanks by 

circulating pump unit: activated pump during 

daytime, activated twice a day, and activated three 

times per day. In order to find the best strategy, by 

means of dynamic simulations, the DHW 

consumption profile, technical water flow rate, and 

annual thermal and electrical energy consumptions 

are analyzed within three different charging 

periods. The findings of the present study are 

expected to provide an insight for the energetic 

optimisation of DHW systems. 

2. DHW System Description

In the e-SAFE project, a specific system for pro-

ducing DHW was designed for a residential build-

ing of 10 dwellings (5 floors) with 32 persons, loca-

ted in Catania, Italy. As shown in Fig.1, each 

dwelling is equipped with a specific decentralised 

wall-mounted tank with an internal heating coil 

(heat exchanger) which is connected to a 2-pipe hot 

water network system for tank charging. The 

technical water is produced by an Electrical Heat 

Pump (EHP) coupled to a central storage tank. The 

technical water is supplied to decentralised tanks 

via the circulating pump unit. 

Fig. 1 – Layout of the proposed model for DHW system (the 

heating/cooling system is not considered in this paper) 

The distribution network can be used only for the 

charging of DHW storage tanks or, in some 

contexts, can work at low temperature for heating 

purposes. In both cases, the network (2-pipe water 

loop) works at high temperature only during 

charging periods for few hours a day, resulting in 

lower heat losses in the piping network compared 

with traditional centralised DHW production, 

where a recirculating loop at high temperature 

works 24 hours/day. 

3. Dynamic Simulation Model

The energy performance of DHW network is 

investigated by means of a dynamic simulation 

model implemented through TRNSYS software. 

The central storage tank (Type 60g) has a volume 

of 1500 l, height of 2.4 m and loss coefficient of 

0.7 W/(m2K), with a temperature set point of 65 °C. 

Each apartment was equipped with a plug-and-

play decentralised hot water storage system (wall-

mounted) with a volume of 140 l. The decentralised 

tank (Type 534-coiled) consisted of two inlet and 

two outlet flow ports; on one side, an inlet port for 

the aqueduct and an outlet port for the DHW; on 

the other side, an inlet and outlet for the technical 

water flowing through the heat exchanger. The 

coiled heat exchanger inside the tank with tube 

diameter of 0.025 m and loss coefficient of 

1.4 W/(m2K) had a total length of 17.8 m with coil 

diameter and coil pitch equal to 0.145 m and 0.35 
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m, respectively. The temperature setpoint for the 

decentralised tank was equal to 55 °C. An ON/OFF 

controller (Type 2) was employed for both central 

storage and decentralised tanks in order to regulate 

the setpoint temperatures in the range of ± 2.5 °C. 

The technical water is supplied to the decentralised 

tanks by two circulating pumps (Type 743), i.e., 

each pump for five apartments, with the power of 

200 W and a constant mass flow rate of 300 kg/h. 

The energy performance of the DHW model was 

evaluated under three different scenarios for 

charging the decentralised tank by circulating 

pump unit, namely activated pump during the 

daytime, activated twice a day, and activated three 

times per day. Table 1 reports the time slots in 

which the circulating pump is activated. 

Table 1 – Operational time slots of the circulating pump 

 1 Slot 

(Continuous) 

2 Slots 3 Slots 

Operational time 

slots of pump 

06 – 22 

 

08 – 10 & 

15 – 18 

 

06 – 08 & 

15 – 17 & 

20 – 22 

 

The domestic hot water needs were regulated on 

the basis of the number of people in each 

apartment, the mean seasonal consumption, and 

the daily (hourly) consumption profile. In order to 

model the DHW consumption, a MATLAB code 

was developed and linked to the TRNSYS model 

by introducing a NORMRND function, i.e., ran-

dom samples from a normal (Gaussian) distribu-

tion, in order to simulate the daily DHW consump-

tion similar to the real condition. 

The MATLAB code reads the number of residents 

in each apartment from the TRNSYS, and then, at 

each time step, returns a value as a consumption, 

simulated on the basis of seasonal and daily 

(hourly) profile. According to the literature data, 

the mean daily DHW consumption for each person 

was considered equal to 45 l, varying slightly in 

each season. Furthermore, in the daily consump-

tion profile, it was assumed that peaks of the daily 

consumption profile occur in the early morning 

between 06 and 10 (45 % of total daily consump-

tion) as well as in the evening between 18 and 22 

(25 % of total daily consumption). 

4. Results and Discussion 

The profile of hot water consumption during a day 

for three different apartments is illustrated in 

Fig. 2. The selected apartments are those with the 

minimum, intermediate and maximum number of 

residents, namely 1, 3, and 5 persons. It is evident 

from the figure that peak consumption in each 

apartment is in the early morning and evening, as 

described in the previous section. While the peak 

consumption rate in the apartment with 5 persons 

reaches 53.9 kg/h, it hardly exceeds 9.5 kg/h in the 

apartment with 1 person. The trend of DHW 

request shows the role of virtual user, namely the 

MATLAB code, in random consumption of DHW 

in predefined ranges, on the basis of number of 

persons and daily profile slots. Elaboration of the 

annual consumption for each apartment implies 

that the mean daily consumption of hot water for 

apartments with 1, 3 and 5 person(s) is equal to 

43.9, 135.7 and 217.4 l (kg), respectively. 
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Fig. 2 – The profile of daily hot water consumption in three 

apartments with 1, 3 and 5 residents 

The daily variation in temperature of the central 

storage and decentralised tank triggered by con-

suming hot water for different operational time 

slots is demonstrated in Fig. 3. The considered 

decentralised tank here is that of the apartment 

with intermediate number of residents, namely 3 

persons. The figure shows that the temperature of 

decentralised tank increases versus set-point 

(57.5 oC) in defined working hours of the circulat-

ing pump, which feeds the hot water from central 

storage into the heat exchanger of decentralised 

tank, and as soon as it discharges the hot water by 

users (see Fig. 2), its temperature starts to decrease. 
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It is evident from the figure that reducing the 

working hours of the circulating pump results in 

more drastic oscillating in temperature of both cen-

tral storage and decentralised tank. However, this 

variation in central storage is less significant com-

pared with the internal tank. While the tank tem-

perature in daytime activated mode (1 slot) does 

not drop below 37 °C, it reaches 20 °C and 29 °C in 

2 and 3 operational time slots, respectively.  
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Fig. 3 – The temperature variation in central (main) storage and 

decentralised tank (of a dwelling with 3 persons) for different 

activation times of the circulating pump 

A comparison between the results of Figs. 2 and 3 

allows two points to be concluded. A short active-

tion time of the circulating pump causes the risk of 

having a low-temperature DHW when there is a re-

quest out of operational time slots, particularly for 

apartments with larger number of residents. An-

other issue to be addressed is the advantage of 

matching the activation time of the circulating pump 

with hours in which there is the peak of DHW 

consumption, according to the profiles in Fig. 2. 
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Fig. 4 – Daily total mass flow rate of technical water for different 

activation times of the circulating pump 

Fig. 4 shows the daily total mass flow rate of 

technical water circulating from the central storage 

to each apartment’s tank, for different working 

time slots. The figure shows that the flow rate of 

technical water during the early morning period 

reaches the highest rate, namely 3000 kg/h, in all 

operational time slots, implying the hot water 

demand by all apartments (Fig. 2). Moreover, the 

figure indicates that, when the circulating pump is 

in daily activated mode, namely available on 

request between 06 and 22 h, the flow rate of 

technical water does not reach zero during the day, 

due to receiving the hot water request by at least 

an apartment. On the other hand, the mass flow 

rate of technical water for 2 and 3 slots daily 

charging is mostly equal to zero, except for pre-

defined working hours. A comparison between 

results shows that the total daily mass flow rate of 

technical water in continuous mode (1 slot) is up to 

two times higher than that in 2 times activated per 

day. Indeed, the possibility of charging tanks 

during the day (1 slot) leads to maintaining the 

temperature of tanks and, consequently, the DHW 

as high as possible. Nonetheless, it is shown in the 

following that this higher temperature will be at 

the cost of consuming much higher electrical 

energy, as well as the emission of CO2.  
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Fig. 5 – A comparison between annual energy consumed/ 

produced in various activation time slots of the circulating pump 

The charts in Fig. 5 compare the annual amount of 

electrical energy consumed by the heat pump and 

circulating pump, as well as the thermal energy 

produced by the heat pump for different opera-

tional time slots of the pump. The figure shows 

that employing a continuous daytime operation of 
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circulating pump (1 slot) leads to much higher 

electrical energy consumption of both the heat 

pump and circulating pump, compared with 2 and 

3 slot operations; the total electrical energy 

consumed by the continuous operation is 5,832 and 

3,894 kWh higher than that in 2 and 3 time slot 

operations, respectively. On the other hand, when 

the circulating pump is activated during the day (1 

slot), the heat pump produces annually about 

50,000 kWh thermal energy for DHW production, 

which is far higher than other scenarios. 

Table 2 – A comparison between annual electrical consumption, 

mean COP of heat pump and CO2 emission for different 

activation time slots of the circulating pump 

 
1 Slot 2 Slots 3 Slots 

Total electrical  

energy consumed (kWh) 

20218 14386 16324 

Mean annual COP 2.69 2.77 2.71 

CO2 emission (kg) 9098.1 6473.5 7345.7 

 

Table 2 reports values of the total electrical energy 

consumed, mean annual COP of heat pump, and 

amount of CO2 emission by different scenarios 

considered for charging the tanks. The table shows 

that the mean annual COP of the heat pump is 

slightly improved when the internal tanks charge 

only two times per day. Considering the mean 

value of 0.45 kg emission of CO2 for producing 1 

kW of electricity, according to the literature data, 

the continuous charging of tanks (1 slot) causes 

9098 kg emission of CO2, which is 29 % and 19 % 

larger than 2- and 3-times charging modes. 

5. Conclusions 

In the present study, the energetic optimisation of 

the Domestic Hot Water (DHW) in a residential 

building was investigated by means of a dynamic 

simulation model developed in TRNSYS software 

linked to a MATLAB code. In the proposed model 

for the DHW system, the technical water was 

produced by an Electrical Heat Pump (EHP) 

coupled to a central storage tank. Each dwelling 

was equipped with a specific decentralised tank 

with an internal heat exchanger, which was 

connected to a 2-pipe hot water network system for 

tank charging. The energy performance of the 

DHW model was evaluated under three different 

scenarios for charging internal tanks by circulating 

pump unit, namely activated pump during 

daytime, twice a day, and three times per day.  

The results obtained by dynamic simulations 

allowed an evaluation of the DHW consumption, 

temperature variation in central storage and 

internal tanks, the flow rate of technical water, and 

annual electrical/thermal energy consumption 

analysis. The results showed that employing the 

daily activated circulating pump has the advantage 

of achieving the highest amount of thermal energy, 

as well as having minimum temperature oscillation 

in both central storage and decentralised tanks. 

However, these advantages were at the cost of 

consuming much more electrical energy and up to 

29 % higher emission of CO2. The best scenario in 

terms of energy saving and CO2 emission was 

when the circulating pump was working twice a 

day consuming annually 5,832 kWh less electrical 

energy compared to when the pump was activated 

during the day. 
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Abstract 

One of the most significant repercussions of greenhouse 

gas concentration increase has been the global rise in 

temperature, resulting in drastic changes in the climate. 

According to this background, buildings are not only 

contributing to climate change, but they are also being 

affected by it, as climate change will raise the risk of 

overheating and cooling demand in buildings. Therefore, 

assessing and communicating resilient cooling and 

overheating protection solutions is inexorable. This paper 

aims to analyse the energy efficiency and climate 

resiliency of three passive cooling solutions for Italian 

residential buildings in future climates. Simulations have 

been performed using EnergyPlus for the pre-retrofitted 

condition (without insulation and conventional heating 

and cooling systems) and the retrofitted building (with 

insulation and a reversible heat pump for heating and 

cooling). Results show that buildings will be subject to an 

increase in cooling loads, electrical energy consumption 

for cooling, and overheating risk due to climate change. 

The ultra-selective double-glazed window is found to be 

more climate-resilient in comparison with roller blind 

and cool roof tiles. Besides, combining these three cooling 

technologies can guarantee the best future energy 

performance for each period. However, the overheating 

risk during the power outage still exists, especially for 

the post-retrofitted building. These findings have 

significant implications for understanding how analyzing 

multiple factors is essential to guarantee the climate 

resilience of cooling systems in a holistic way. 

1. Introduction  

Each of the last four decades since 1980 has been 

successively warmer than the preceding decade. 

According to the latest Assessment Report (6th 

A.R.) of the Intergovernmental Panel on Climate 

Change (IPCC), the concentration of greenhouse 

gases (GHG) in the atmosphere has continued to 

increase since 2011 (measurements in IPCC 5th 

A.R.) (Masson-Delmotte et al., 2021). Considering 

the fact that global CO2 emissions from the 

building sector increased by 50 % from 1990 to 

2019, making it the main contributor to GHG 

emissions, its impact on intensifying climate 

change is undeniable (Cabeza et al., 2022). 

Furthermore, climate change is already impacting 

many weather and climate extremes in all world 

regions. Due to methodological advances and new 

data sets, evidence of observed changes in climate-

related hazards, such as heatwaves, has increased 

since the 5th A.R. (Symon, 2013). In this case, 

buildings are not only responsible for climate 

change but are highly affected by it. Accordingly, 

many published studies worldwide suggest a shift 

in building energy performance due to the impacts 

of climate change. For instance, Wan et al. (2012) 

analysed the heating and cooling energy use of an 

office building in different Chinese cities and 

reported an increase in cooling energy 

consumption of up to 24.2 %, implying a shift 

towards higher electricity demand. In the U.S. 

context, Shen (2017) demonstrated a rise in cooling 

energy use and a drop in heating energy use for 

office and residential buildings in four American 

cities. In addition, the inconsistency of energy use 

in residential buildings located in cold and hot 

regions of the U.S. is expected to decrease due to 

the impact of climate change. In Canada, an 

increase in cooling demand by up to 126 % and a 

decrease in heating demand by up to 33 % were 

predicted for several urban regions by Berardi & 

Jafarpur (2020).  
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Besides the expected changes in energy needs, the 

overheating risk will also become a challenge in 

the future. For example, in southern regions of the 

U.K., overheating is expected to create a cooling

problem for a third of the year, as Peacock et al. 

(2010) suggested. In the same vein, Dino & Akgül 

(2019) examined a typical mid-rise residential 

building in four different cities in Turkey, and 

found that inhabitants would experience over-

heating, particularly in naturally ventilated houses. 

In addition, other studies demonstrated that such 

changes in energy needs, and overheating risk are 

also predicted for retrofitted and energy-efficient 

buildings. In other words, due to the changing cli-

mate, meeting nearly zero-energy building (NZEB) 

requirements may not necessarily guarantee the 

energy performance and indoor environmental 

quality of buildings in the future. For example, as 

Tabatabaei Sameni et al. (2015) suggested, thermal 

discomfort during the cooling season is foreseen 

for 72 % of analysed social housing flats − built to 

Passivhaus standards − due to the impact of cli-

mate change. Attia & Gobin (2020) looked at a Bel-

gian reference example of the NZEB and found 

that there would be overheating up to +43.5 % at 

the end of the century. In another study, Da Guar-

da et al. (2020) examined the influence of climate 

change on zero-energy buildings in 2020 (2011 to 

2040), 2050 (2041 to 2070), and 2080 (2071 to 2100). 

It has been proved that energy consumption will 

rise, so further dimensioning of renewable energy 

installations is required to achieve zero net energy 

balance. Taken together, these studies suggest that 

to maintain energy efficiency, sustainability, and 

climate resilience of buildings over time, an 

assessment of the performance of energy-efficient 

buildings using future weather data is essential. 

This paper is a part of research carried out in colla-

boration with the International Energy Agency 

(IEA) Energy in Buildings and Communities Pro-

gramme (E.B.C) Annex 80 "Resilient Cooling of 

Buildings". This project develops, assesses, and 

communicates strategies for resilient cooling and 

overheating protection (Annex 80 IEA EBC, 2018). 

After creating reliable future weather data for 

Rome, the resilience of three passive cooling tech-

nologies was investigated using thermal comfort 

and energy performance metrics to assess and de-

velop the adaptation and mitigation framework on 

a regional scale. 

2. Materials and Methods

2.1 Generation of Future Weather Data 

In synergy with the IEA-Annex 80 Weather Data 

Task Group, future typical meteorological years 

were created for Rome during the first step. 

For this purpose, Regional Climate Models 

(GERICS-REMO 2015, MPI-M-MPI-ESM-LR) from 

Euro-CORDEX on a 0.11° grid in rotative 

coordinates (equivalent to a 12.5 km grid) were 

used. In detail, G.C.M.s (Global Climate Models) 

are mathematical models for forecasting climate 

change providing information on a global scale 

with a spatial resolution of 150–600 km (Symon, 

2013). Since climate change effects and related 

weather extremes at the local level will not be 

considered using these models, they are not 

appropriate for energy simulations on the building 

scale. Therefore, it is necessary to downscale the 

models to applicable spatial (less than 100 km) and 

temporal resolution (less than monthly value). The 

dynamical technique employs regional climate 

models (R.C.M.s) to obtain finer spatial and 

temporal climate information; this is one of the 

downscaling methodologies. R.C.M.s can better 

capture the geographical and temporal variability 

of the local climate and provide physically 

consistent datasets (Soares et al., 2012). As 

mentioned above, this study employs the GERICS-

REMO-2015 as the R.C.M. In addition, since being 

well-supported by the IPCC report on climate 

model evaluation (Flato et al., 2014), the MPI-M-

MPI-ESM-LR is the study's driving model. Besides, 

the data source is the EURO-CORDEX entry point 

through the Earth System Grid Federation (ESGF) 

for the Europe domain on a 0.11° grid, in rotative 

coordinates (equivalent to a 12.5 km grid). 

NetCDF4, which is a file format for storing multi-

dimensional scientific data, is the accessible format 

for this source. The hourly climatic data for Rome 

Fiumicino airport was extracted using the Cordex 

Data Extractor program, which enables the dis-

covery of the data point on the grid closest to the 
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specified latitude and longitude. These climatic 

data were extracted by adapting the RCP 8,5 (Re-

presentative Concentration Pathway) scenario from 

IPCC 5th A.R. for the 2041-2060 (2050s) and 2081-

2100 (2080s) periods. These scenarios were the la-

test available projections of future climate at the 

time of the study. 

Accordingly, the EN ISO 15927-4 (2005) metho-

dology was applied to construct the future typical 

meteorological year from the 20 years of climatic 

data. This international standard addresses the 

selection of appropriate meteorological data for the 

assessment of the long- term mean energy use for 

heating and cooling. Twelve Best Months were 

picked by comparing the Cumulative Distribution 

Function of the single and reference years using the 

Finkelstein-Schafer (F.S.) statistics (Finkelstein & 

Schafer, 1971). This method was selected for this 

study because it includes the global solar irradi-

ance, relative humidity, dry-bulb air temperature, 

and wind speed. The best representative 12 months 

were then employed to construct the T.M.Y. His-

torical (2001-2020), future medium-term (2041-

2060), and future long-term (2081-2100) are the 

T.M.Y.s referred to in this study. Despite not being 

adjusted for bias, the results are reliable; since a 

relative comparison is applied in this study, and 

for confronting different technologies, this kind of 

future weather data is acceptable. 

2.2 Cooling Strategies  

In IEA EBC Annex 80, four categories of cooling 

strategies were created according to their approa-

ches to cooling people or the indoor environment. 

They include strategies aimed at: a) reducing heat 

gains to indoor environments and people indoors, 

b) removing sensitive heat from indoor environ-

ments, c) enhancing personal comfort apart from 

cooling whole spaces, and d) removing latent heat 

from indoor environments. 

For the present analysis, three cooling solutions 

were selected from the first category: ultra-selec-

tive double-glazed window, external roller blind, 

and cool roof tiles.  

The ultra-selective double-glazed window is a sta-

tic technology that incorporates low thermal-infra-

red emittance (low-E) coatings with spectral con-

trol to reduce the window heat loss (U-va-

lue ≤ 1.8 W/(m2 K)) and solar heat gain (g ≤ 30 %), 

while admitting most daylight (v > 60 %). The ex-

ternal roller blind is a dynamic technology with a 

low solar transmittance (s < 15 %) that strongly re-

duces the solar heat gain due to its external posi-

tion and can be controlled to optimise both thermal 

and visual comfort and energy demands for hea-

ting, cooling and lighting. Cool roof tiles are a sta-

tic technology that reduces net radiative heat gain 

at the envelope (solar + thermal infrared radiation) 

thanks to the high solar reflectance (s > 0.30 for 

pitched roofs, s > 0.65 for flat roofs). 

2.3 Calculation Methods and 

Performance Indicators  

The following three key performance indicators 

(KPIs) were used for the performance assessment 

of the selected cooling solutions: 

- HE [%], i.e., hours of exceedance, which are 

the number of hours during June, July, and 

August in which the operative temperature of 

the zone is greater than the upper limit 

temperature, 

- EPC,nd [kWh/m2], which is the thermal energy 

need for space cooling in June, July, and 

August,  

- Eel,C [kWh/m2], which is the electrical energy 

consumption (from the grid) for cooling in 

June, July, and August. 

The above indicators were chosen from the list of 

KPIs officially adopted in IEA EBC Annex 80 to 

represent the summer performance of the building 

according to the following criteria: a) thermal 

discomfort in free-floating conditions (absence of 

cooling or power outage) or in case of power 

shortage, b) thermal performance of the fabric in 

cooling operation, and c) energy performance of 

the building (including HVAC system) in cooling 

operation. 

All the adopted indicators are based on 

international standards. HE accounts for the num-

ber of weighted hours exceeding the acceptable 

range of the indoor operative temperature. For 

free-floating conditions, the adaptive comfort 

method is assumed according to the Annex-H of 

EN ISO 7730, 2005. EPC,nd reflects the basic energy 
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needs of the building in ideal thermal conditions 

(uniform and ideally controlled indoor tem-

perature) without interaction with specific tech-

nical building systems (EN ISO 52016-1, 2017). Eel,C 

represents the energy delivered to the building for 

cooling by adding the effect of the energy losses of 

the cooling system (EN ISO 52000-1, 2017).  

2.4 Case Study 

With the aim of extending the research outcomes 

on a broader territorial scale, the case study was 

selected to be representative of a specific category, 

i.e., the Italian single-family house built in the

period 1946-1960 (Ballarini et al., 2014). Among the 

Italian existing building categories, the one 

selected presents the lowest energy performance 

due to its highest shape factor and uninsulated 

envelope components (Ballarini et al., 2017). In a 

recent study (Tootkaboni et al., 2021), this type of 

building was found to be more sensitive to climate 

change due to its high shape factor. According to 

the IEE-TABULA project (Corrado et al., 2012), the 

building selected is an "archetype" (Fig.1), which 

means that it is characterised by average dimensio-

nal properties (gross heated volume, shape factor, 

conditioned net floor area, number of floors, num-

ber of apartments) of a representative building 

sample according to statistical analysis.  

The main geometric data of the analysed archetype 

are listed in Table 1. The thermo-physical features 

of the building envelope components are provided 

in Table 2, assuming the building type both in the 

original pre-retrofit situation and in the retrofitted 

state. This double condition allows an assessment 

of the effect of the passive cooling strategies both 

on low energy-efficiency buildings and on already 

insulated buildings. The U-values of the envelope 

components in the pre-retrofit state refer to typical 

technologies of the construction period (solid brick 

masonry and single-glazing windows). The retro-

fitted state presents components insulated in accor-

dance with the notional reference building for the 

climatic zone of Rome, as expressed by the Italian 

energy regulations (M.D 26 June, 2015), which also 

represents the nearly zero-energy building target. 

The post-retrofit windows present a low-E double-

glazing. In addition, while the original building is 

not equipped with solar shading devices, these are 

provided for in the retrofitted building (external 

wooden Venetian blinds). 

As far as the technical building systems are con-

cerned, the building in the pre-retrofit state is 

equipped with a gas standard boiler and radiators 

for space heating and a split system for space 

cooling. In the post-retrofit phase, both heating and 

cooling are provided by a reversible air-to-water 

heat pump with fan coils as heat emitters. 

Fig. 1 – Archetype of the Italian single-family house built in the 

period 1946-1960 (Corrado et al., 2012) 

Table 1 – Geometric data of the case study 

Parameter Value 

Conditioned gross volume, Vg [m3] 584 

Conditioned net floor area, Afl [m2] 162 

Shape factor, Aenv/Vg [m−1] 0,73 

Window-to-wall ratio, WWR [-] 0,09 

Number of floors [-] 2 

Number of apartments [-] 1 

Table 2 – Thermo-physical parameters of the envelope components 

Component Parameter Pre-retrofit  Post-retrofit  

External wall U [W·m−2K−1] 1.48 0.29 

Roof 

U [W·m−2K−1] 1.65 0.26 

s [-] 0.75 0.75 

s [-] 0.25 0.25 

Bottom floor U [W·m−2K−1] 2.00 0.29 

Windows U [W·m−2K−1] 4.9 1.30 

Glazing 

U [W·m−2K−1] 5.7 1.20 

g [-] 0.85 0.59 

v [-] 0,90 0,80 

Shading 

s [-] N/A 0,40 

s [-] N/A 0,12 
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The energy performance of the case study was 

assessed considering the behavior of a standard 

user. Hourly profiles of internal heat gains, which 

include occupants, electric lighting and appliances, 

and ventilation airflow rates were assumed in ac-

cordance with the Italian National Annex draft of 

the EN 16798-1 technical standard (2020).  

A continuous operation mode of the technical buil-

ding systems was adopted, considering heating 

and cooling temperature set-points equal to 20 °C 

and 26 °C, respectively. The heating season is in-

cluded in the period from 1st November up to 15th 

April, while the cooling period was assumed for 

the months of June, July, and August. The opera-

tion of the solar shading devices was set in the fun-

ction of a threshold value of the incident solar ir-

radiance (300 W/m2), in accordance with UNI/TS 

11300-1 (2014). 

3. Results and Discussion 

The results obtained from the simulations are 

shown in Figs. 2 to 7. The first two refer to the ther-

mal energy need for space cooling (EPC,nd) during 

the months of June, July, and August in 2020, 2050, 

and 2080. Besides, Figs. 4 and 5 represent the 

electrical energy consumption (from the grid) for 

cooling (Eel,C) during the same period. An increase 

of up to 75 % for the pre-retrofitted and 35 % for 

the post-retrofitted case is shown in EPC,nd over 

time due to climate change. Furthermore, the in-

crease in Eel,C is up to 80 % for the pre-retrofitted 

and 30 % for the post-retrofitted building. For post-

retrofitted building, the variations of EPC,nd and 

Eel,C are less than the pre-retrofitted one. It can be 

argued that the post retrofitted building is less 

sensitive to the effects of climate change.  

 

 

Fig. 2 – Thermal energy need for space cooling (June/July/August) 

in 2020, 2050, and 2080 for pre-retrofit building 

 

Fig. 3 – Thermal energy need for space cooling (June/July/August) 

in 2020, 2050, and 2080 for post-retrofit building 

The reduction in the EPC,nd and Eel,C caused by ei-

ther of the cooling solutions is more significant in 

the pre-retrofitted building. In addition, it is shown 

that the most effective one is ultra-selective glazing 

in both conditions. The cool roof has a minor effect, 

as the building has a pitched roof with an attic. 

This effect is negligible for the electrical energy 

consumption in the post-retrofitted building in all 

three periods. If all cooling solutions are applied, 

the EPC,nd and Eel,C can be reduced to the degree 

that in 2080 they are almost the same as the present 

base case. This result is valid for both building 

conditions. 

 

Fig. 4 – Electrical energy consumption (from the grid) for cooling 

(June/July/August) in 2020, 2050, and 2080 for pre-retrofit building 
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Fig. 5 – Electrical energy consumption (from the grid) for cooling 

(June/July/August) in 2020, 2050, and 2080 for post-retrofit 

building 

As mentioned earlier, when it comes to the impact 

of climate change on buildings, it is necessary to 

take the overheating risk into account. For this 

purpose, by running free-floating simulations, 

weighted hours of exceedance for June, July, and 

August in 2020, 2050, and 2080 are calculated and 

presented in Figs. 6 and 7. Results report that the 

weighted hours of exceedance increase due to 

climate change in both conditions. However, in the 

post-retrofitted building, occupants will experience 

overheating equal to 5328 hours in the future 

scenarios, while this amount reaches a maximum 

of 2628 hours for the pre-retrofitted building in 

2080. This result is due to the unwanted effect of 

insulation that causes a heat trap in the building in 

a free-floating regime. The results also show that 

the cooling solutions can reduce weighted 

exceedance hours. For the pre-retrofitted building, 

the effect of ultra-selective glazing and roller blind 

is almost the same and significantly higher than 

the cool roof. For post-retrofitted case, ultra-

selective glazing has the most significant effect. 

The effect of the roller blind is diminished in this 

case since the post-retrofitted building was 

equipped with a Venetian blind in the base case. By 

applying all the cooling solutions, weighted hours 

of exceedance are reduced significantly for both 

cases. However, the weighted hours of exceedance 

in the pre-retrofitted building for the worst-case 

scenario (2080) equal 700 hours, which is much less 

than the post-retrofitted case (2600 h).  

Fig. 6 – Weighted hours of exceedance (June/July/August) in 

2020, 2050, and 2080 for pre-retrofit building, in free-floating 

condition 

Fig. 7 – Weighted hours of exceedance (June/July/August) in 

2020, 2050, and 2080 for post-retrofit building, in free-floating 

condition 

4. Conclusion

The present research aimed to examine the climate 

resilience of three passive cooling solutions 

regarding the future performance of Italian 

residential buildings. To achieve this aim, the 

impact of the ultra-selective double-glazed 

window, external roller blind, and cool roof tiles 

was investigated on the thermal comfort and 

energy performance of an Italian single-family 

house built in 1946-1960. Two building conditions 

(pre-and post-retrofitted) and three periods (2020, 

2050, and 2080) were considered. The current study 

results indicate that, among selected solutions, the 

ultra-selective double-glazed window has the most 

significant impact on reducing the effect of climate 

change on thermal energy needs for space cooling, 

electrical energy consumption from the grid for 

cooling, and weighted hours of exceedance in free-

floating condition. The findings of this research 

also revealed that applying all three cooling 

solutions mentioned could significantly develop 

310310



Assessing the Climate Resilience of Passive Cooling Solutions for Italian Residential Buildings 

 

the energy performance of the buildings, so that in 

the worst-case future scenario (2080), the energy 

performance will be almost the same as the base 

case in 2020. This improvement is more consi-

derable for the post-retrofitted building. However, 

in the absence of electrical energy (free-floating 

condition), although studied cooling solutions help 

to reduce the overheating, the risk is still present, 

specifically for the post-retrofitted building. These 

findings shed new light on the trade-off between 

energy efficiency and climate resiliency. In this 

case, it is necessary to identify cooling solutions 

that help to mitigate climate change and foster 

adaptation to it, to ensure both sustainability and 

climate resilience for the built environment.  

Nomenclature 

Symbols 

A Area (m2) 

E 

EP 

Energy consumption (kWh/m2) 

Energy performance (kWh/m2) 

HE 

U 

V 

g  

 

τ 

ρ 

Hours of exceedance (h) 

Thermal transmittance (W/(m2∙K)) 

Volume (m3) 

Total solar energy transmittance 

(solar factor) (–) 

Transmittance (%) 

Reflectance (%) 

Subscripts/Superscripts 

C Space cooling 

el Electrical energy 

env 

fl 

g 

nd 

s 

v 

Envelope 

Floor 

Gross 

Need 

Solar  

Visible  
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Abstract  

Many studies have shown how controlled natural venti-

lation has multiple benefits on the health of people and 

the buildings in terms of indoor air quality (IAQ) and 

thermal comfort, as well as on the energy consumption of 

the building.  

However, unfavorable outdoor environmental conditions 

can limit the use of solely natural ventilation and, for this 

reason, it is often necessary to resort to mixed-mode ven-

tilation.  

The aim of this research is to demonstrate the potential of 

mixed-mode ventilation strategies in comparison with 

the performance of controlled natural ventilation and 

mechanical ventilation applied separately, in the context 

of a dwelling located in a multi-family house in Bolzano 

(Italy) during the summer season.  

Dynamic simulations were performed, developing a 

room-by-room coupled thermal and airflow model of the 

dwelling in TRNSYS and TRNFLOW to characterize its 

thermal behavior and the natural airflows.  

The study analyzes and compares three different scenari-

os: (1) only controlled natural ventilation (CNV), (2) only 

mechanical ventilation (MVT), (3) a combination of the 

two (mixed ventilation strategies, MIX). 

In this work, the controlled natural ventilation strategies 

are designed with a twofold aim, which is (a) to improve 

the indoor thermal comfort, reducing the overheating 

risk thanks to ventilative cooling, and (b) to improve IAQ 

by removing indoor airborne pollutants coming from 

indoor sources.  

The first results show that (a) CNV effectively reduces 

the overheating risk, also achieving excellent IAQ levels; 

(b) MVT allows acceptable IAQ conditions and good wa-

ter vapor removal, while overheating could become an is-

sue in terms of duration and intensity. In addition, there 

is the electricity consumption associated with MVT; (c) in 

most cases, mixed ventilation provides excellent perfor-

mance in terms of IAQ and thermal comfort, compared 

with the former strategies. Overheating is well managed, 

and the electrical consumption of MVT is limited. 

1. Introduction  

Many studies have shown how controlled natural 

ventilation has multiple benefits on the health of 

people and buildings in terms of indoor air quality 

(IAQ) and thermal comfort, as well as on the ener-

gy consumption of the building (Belleri et al., 2021; 

Schulze & Eicker, 2013; Schulze et al., 2018). It also 

has architectural benefits, as it does not require 

space for duct network to distribute the air within 

the building, leaving free use of floor-to-ceiling 

height (CIBSE, 2005). Furthermore, measures to en-

hance daylight (such as limited penetration depth 

and increased floor-to-ceiling height) also favor the 

use of natural ventilation (Carrilho da Graça & 

Linden, 2016). 

However, unfavorable outdoor environmental con-

ditions can limit the use of solely natural ventila-

tion and, for this reason, it is often necessary to 

resort to hybrid ventilation systems (Ezzeldin & 

Rees, 2013; Salcido et al., 2016a), or so-called 

mixed-mode ventilation. There are many studies 

that have shown the benefits of combining con-

trolled natural ventilation and mechanical ventila-

tion in terms of indoor environment conditions 

(Arata & Kawakubo, 2022; Hamdy & Mauro, 2019; 

Kim & de Dear, 2021; Salcido et al., 2016b), but too 

little is known about the potential of these strate-

gies applied in the South Tyrolean climate context 

(northern Italy). These strategies must not only be 

designed with the aim of maximizing IAQ and 
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thermal comfort while reducing energy consump-

tion, but should also take into account the climatic 

conditions, the typological aspects of the building 

stock and the habits of the occupants. 

The aim of this research is to estimate the potential 

of mixed-mode ventilation strategies in compari-

son with the performance of controlled natural 

ventilation and mechanical ventilation applied sep-

arately, in the context of a dwelling located in a 

multi-family house in Bolzano (Italy) during the 

summer season.  

2. Methodology

The case study building presented in this paper 

consists of a dwelling located in a multi-family 

house in Bolzano (Italy). It has a net floor area of 54 

m2 and is occupied by 3 tenants. The model con-

sists of five thermal zones, one for each room of the 

apartment, i.e., two bedrooms, a living 

room/kitchen, a bathroom and a small central cor-

ridor. Each room, except bathroom and corridor, 

has only one window. The living area faces south, 

while the sleeping area faces south and east.  

Dynamic simulations and the related analysis were 

performed, developing a room-by-room coupled 

thermal and airflow model of the dwelling in 

TRNSYS and TRNFLOW to characterize its thermal 

behavior and natural airflows. 

We applied the schedules for occupancy, lighting, 

and electric equipment reported in Wilson et al., 

2014, assuming that four occupants are living in 

the apartment. The total heat gains related to occu-

pants, as well as the CO2 generation rates, were 

calculated according to typical metabolic heat gen-

eration for domestic activities, namely 1.2 met for 

occupants in the living area, and 1 met for occu-

pants in the sleeping area. Lighting power density 

was assumed to be equal to 2.7 W/m2. When the 

rooms are occupied, lights are switched on if beam 

radiation on the room window surface is below 140 

W/m2. Electrical equipment power density was 

assumed to be equal to 8 W/m2. If occupants are 

“sleeping” or “absent”, internal loads are consid-

ered equal to 2 W/m² (20 % of total installed pow-

er); if occupants are “active”, internal loads are 

considered equal to 6 W/m² (60 % of total installed 

power, considering a coincidence factor of 0.6). 

Solar shadings are activated if the zone air temper-

ature is above 24 °C and incident solar radiation on 

the window is above 140 W/m². 

The infiltration and ventilation airflows are calcu-

lated through the multizone airflow network mod-

el coupled to the thermal model through TRN-

FLOW. The airflow network model includes cracks 

along the window perimeter and openings at each 

window and internal door. Fig. 1 also reports a 

scheme of the airflow network with air nodes, flow 

paths and flow links. The flow coefficients of the 

cracks were set in order to have an overall enve-

lope air tightness equal to 0.6 h-1 at 50 Pa. No cool-

ing system is considered, but natural ventilation 

can be activated to provide for ventilative cooling 

over the warm season. A dual-flow ventilation unit 

uses supply and return fans to bring fresh air from 

outside into the living room and bedrooms, and 

exhausts stale air from the bathroom and kitchen. 

The ventilation unit is equipped with a high-

efficiency passive heat exchanger that allows  ven-

tilation thermal losses to be minimized. The heat 

exchanger can also be bypassed. Each simulation 

was performed with a timestep of 15 min over the 

warm season (from May to September). The 

weather data was generated by Meteonorm using 

extreme hourly values over a 10-year weather time 

series for the city of Bolzano. This study analyzes 

and compares three different scenarios in the cli-

mate conditions of Bolzano: (1) only controlled 

natural ventilation (CNV), (2) only mechanical ven-

tilation (MVT), (3) a combination of the two (mixed 

ventilation strategies, MIX). 

Fig. 1 – Reference building plan, thermal zones, airflow network 
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2.1 Controlled Natural Ventilation 

CNV strategies are designed with a twofold aim, 

which is (a) to improve the indoor thermal comfort 

reducing the overheating risk thanks to ventilative 

cooling, and (b) to improve IAQ by removing in-

door airborne pollutants coming from indoor 

sources.  

Two CNV strategies are implemented: a) the sin-

gle-sided ventilation strategy (CNV-SN) controls 

the opening and closing of the windows in indivi-

dual rooms of the apartment independently of  the 

other rooms, while the cross-ventilation strategy 

(CNV-CR) simultaneously controls multiple rooms.  

In a real-building application, the opening or clos-

ing of the windows could be automated by the 

application of actuators whose action is guided by 

algorithms which, based on the internal and exter-

nal environmental conditions, identify the optimal 

opening level. The opening or closing of windows 

is represented in the model by an opening factor, 

which is a value of between 0 and 1. 0 means total 

closure and 1 full opening of the window (an open-

ing factor of 0.2 indicates, for instance, a bottom 

hung window opening) (Table 1). All doors be-

tween rooms are assumed to stay half-opened all 

the time. In order to find the most suitable natural 

ventilation strategy, internal and external envi-

ronmental conditions, such as internal temperature 

and CO2 concentration, outdoor temperature and 

relative humidity, are considered in the analysis 

(Table 2). 

Table 1 – Range of window opening factor 

Output Description Value 

WIN_LR Living room window 

opening factor 

0-11 

WIN_BR1 Single bedroom window 

opening factor 

0-1 

WIN_BR2 Double bedroom win-

dow opening factor 

0-1 

 
1 In this study 0.2 is considered because of the vasistas opening mode 

Table 2 - Controlled natural ventilation input 

Input Description Unit  

of measurement 

TAIR_EXT Convective outside air tem-

perature 

°C 

HR_EXT Relative humidity of the 

outside air 

% 

TAIR_LR Convective air temperature 

in the living room 

°C 

TAIR_BR1 Convective air temperature 

in the single bedroom 

°C 

TAIR_BR2 Convective air temperature 

in the double bedroom 

°C 

CO2_LR CO2 concentration in the 

living room 

ppm 

CO2_BR1 CO2 concentration in the 

single bedroom 

ppm 

CO2_BR2 CO2 concentration in the 

double bedroom 

ppm 

Table 3 – Control parameters for the activation of controlled 
natural ventilation 

Parameter  Description Default Value 

TAIR_EXTmin Minimum outdoor 

temperature 

16 °C 

HR_EXTmax Minimum relative hu-

midity 

85 % 

TAIRcmf Convective air temper-

ature for the activation 

of CNV 

25 °C 

CO2_LRmin CO2 concentration limit 

in the living room 

750 ppm 

CO2_BR1min CO2 concentration limit 

in the single bedroom 

1000 ppm 

CO2_BR2min CO2 concentration limit 

in the double bedroom 

1000 ppm 

 

Assuming that the apartment is equipped with 

measurement points of the parameters shown in 

Table 2, these are compared with the threshold 

values shown in Table 3. 
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In Table 4, the control signals are listed, defined as 

Booleans calculated with logic functions of meas-

ured data, control parameters or a combination of 

other control signals. 

Table 4 – Control signals of controlled natural ventilation 

Signal Logic function 

Y_SN SN=1-0 

Y_CR CR=1-0 

A TAIR_EXT > TAIR_EXTmin 

R HR_EXT < HR_EXTmax 

G_ZONE TAIR_EXT < TAIR_ZONE 

F_ZONE TAIR_ZONE > TAIRcmf 

E_ZONE CO2_ZONE > CO2 min2 

H MIN(F_LR+F_BR1+F_BR2,1) 

L MIN(G_LR+G_BR1+G_BR2,1) 

In Fig. 7 and Fig. 8 the processes that led to the 

activation of CNV-SN and CNV-CR are summa-

rized. In particular, the activation of the CNV is 

regulated according to the external environmental 

conditions (external temperature greater than 16 °C 

and relative humidity less than 85 %). 

2.2 Mechanical Ventilation 

A CO2-based demand-controlled ventilation strate-

gy (DCV) is applied to trigger the operation of the 

mechanical ventilation unit, which considers the 

CO2 concentration threshold value greater than 200 

ppm compared with those designed for the activa-

tion of the CNV. 

More detailed information is reported in Table 5. 

2 It refers to CO2_LRmin - CO2_BR1min - CO2_BR2min 

Table 5 – MVT properties 

Air flow 

rate per 

occ [m3/h] 

Specific 

fan pow. 

[Wh/m3]3 

Heat 

rec. 

eff 

Free cooling mode 

ON 

36 0.28 70 % 

TAIR_EXH4 >23.5 °C 

TAIR_EXT<TAIR_ZONE 

TAIR_EXT>16 °C 

2.3 Mixed-Mode Ventilation 

Mixed-mode ventilation allows the use of CNV 

and MVT. There are no conditions imposed a priori 

on the alternative or simultaneous use of the two 

ventilation techniques, but the control logic set-

tings of both systems prioritize the use of natural 

ventilation when the outdoor conditions are ac-

ceptable. The activation of CNV occurs after an 

increase of indoor temperature above the reference 

comfort temperature or for hygienic ventilation 

needs, while mechanical ventilation intervenes 

only when the CO2 concentration exceeds the 

threshold and natural ventilation is not effective in 

providing hygienic ventilation rates. In fact, the 

pollutant concentration thresholds defined for the 

activation of controlled natural ventilation and 

mechanical ventilation are different, with lower 

threshold values for the activation of CNV. From 

this perspective, it will be possible to encourage 

the use of natural ventilation compared with me-

chanical ventilation, reducing electrical consump-

tion. The performance indicators considered in the 

analysis of the results are summarized in Table 6 

and refer to IAQ, thermal comfort and electricity 

consumption for MVT. 

3. Results and Discussion

The study examines and compares three different 

scenarios: (1) only CNV, (2) only MVT, (3) a com-

bination of the two (mixed ventilation strategies).  

3 “SIA-Shop Produkt - ‘SIA 2024 / 2015 D - Raumnutzungsdaten Für 

Energie- Und Gebäudetechnik (Normenwerk => Architekt).’” 

n.d. Accessed March 31, 2022. 

http://shop.sia.ch/normenwerk/architekt/sia 

2024/d/2015/D/Product. 

4 TAIR_EXH = exhaust air temperature 
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Table 6 – Performance indicators  

Symbol Unit of 

 measurement 

Description 

Non h 
No. of hours of activation of 

the CNV and MVT strategies 

Dop h 
Avg duration of window 

opening 

Natt No 
No. of actv. of the window 

actuators 

WMVT kWh 
Electricity consumed by the 

MVT 

WMIX-SN kWh 
Electricity consumed by the 

MIX-SN 

WMIX-CR kWh 
Electricity consumed by 

theMVT-CN 

OHh % 
% of occ. hours Tair>26 °C 

(Nicol, 2013) 

OHi K 
Avg. intensity OH during occ. 

hours 

CO2, C1-4 % % of occ. hours CO2 (cat I-IV)5 

HR, C1-4 % % of occ. hours HR (cat I-IV)6 

The results of the simulation model are analyzed in 

terms of IAQ, thermal comfort and electricity con-

sumption connected to ventilation. Fig. 2 shows the 

average distribution of occupied hours of the three 

thermal zones (living room, single bedroom, dou-

ble bedroom) in the four categories of environmen-

tal quality (“CEN/TR 16798-2:2019 Energy Perfor-

mance of Buildings - Ventilation for Buildings - 

Part 2: Interpretation of the Requirements in EN 

16798-1 - Indoor Environmental Input Parameters 

for Design and Assessment of Energy Performance 

of Buildings Addressing Indo” 2019) defined by 

concentration of CO2 in the thermal zones during 

the summer period (May-September). As regards 

 
5 CO2 categories were defined according to EN16798-1 Annex B assum-

ing 400ppm as the average outdoor concentration (“EN 16798-

1:2019 Energy Performance of Buildings - Ventilation for 

Buildings - Part 1: Indoor Environmental Input Parameters for 

Design and Assessment of Energy Performance of Buildings 

Addressing Indoor Air Quality, Thermal Environment, Lighting 

and Acous” 2019) 

6 relative humidity cat. were defined according to EN16798-1 Table I.11 

CNV, it guarantees excellent levels of IAQ in terms 

of CO2 concentration for the greatest number of 

hours (55 % of occupied hours fall into category I), 

while, for the remaining part of the time, the IAQ 

falls in category IV (where Category I corresponds 

to a high level of expectation, Category II to a me-

dium level). This is probably due to the fact that 

the activation of the CNV is regulated according to 

the external environmental conditions (external 

temperature and relative humidity, see Fig. 7 and 

Fig. 8), which, if they were not favorable, would 

not allow the opening of the windows for the cor-

rect hygienic replacement. 

The optimal results are those obtained from the use 

of mixed-mode ventilation strategies, able to ex-

ploit the potential of natural ventilation strategies 

and to use MVT as a backup if the activation of 

natural ventilation is not convenient. 

Compared to CNV, MVT guarantees a greater 

number of occupied hours in which the CO2 con-

centration level corresponds to the one required by 

categories I and II of indoor environmental quality 

(IEQ).  

Focusing on controlled and mixed-mode natural 

ventilation strategies, Fig. 3 shows the distribution 

of the activation hours of the strategies in the liv-

ing room for the summer season by type of ventila-

tion.  

Only with controlled natural ventilation strategies 

are the windows open for about 60 % of the sum-

mer hours, while for about 40 % of the hours natu-

ral ventilation cannot be activated, despite the 

need for ventilation, because of unfavorable out-

door conditions. In the case of mixed ventilation, 

this eventuality is considerably reduced to about 

15 % of the total summer hours, thanks to the con-

tribution of mechanical ventilation, which is active 

for about 30 % of the hours. It is also observed that 

the number of hours in which both natural and 

mechanical ventilation are active is very low (about 

2 % of the hours). 
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Fig. 2 – Distribution of IAQ categories (C I–C IV) for the CO2 

concentration during the occupied hours considering the five 

ventilation strategies during the summer period (May-September) 

Even if the two control systems do not communi-

cate with each other, their control prevents their 

simultaneous activation, allowing the two types of 

ventilation to alternate with each other. In addi-

tion, Fig. 4 shows the influence that outdoor tem-

perature and humidity conditions (see Table 3) 

have on the activation of CNV strategies. As the 

figure shows, the outdoor temperature is the most 

critical parameter (higher than 70 % of hours dur-

ing the summer period), when the outside temper-

atures are lower and, during the night, they can 

drop below 16 °C. In general, no significant im-

provement occurs by activating the CNV-CR strat-

egy, probably due to the fact that air mixing within 

the apartment was ensured by an open door all the 

time. As regards the hygrometric results, Fig. 5 

shows the distribution of the relative humidity in 

the four categories of environmental quality during 

the occupied hours considering all the ventilation 

scenarios. 

Fig. 3 – Average activation hours of the strategies in the LR 

during the summer period 

Fig. 4 – LR % of hours in which it is not possible to take ad-

vantage of CNV due to the thermal and hygrometric limits im-

posed on its activation [%] 

Fig. 5 – Distribution of hygrometric categories (C I – C IV) for the 

relative humidity assessed during the occupied hours considering 

the five ventilation strategies during the summer period 

In all scenarios, most of the occupied hours fall 

into category I or II, i.e., with a relative humidity of 

between 25 % and 60 %. Only the MVT scenario 

guarantees better results, probably due to the fact 

that the air intake with MVT is localized in the 

rooms where there is the greatest generation of 

water vapor. A percentage of hours greater than 0 

% falls into categories III-IV, assuming that unfa-

vorable external conditions do not allow the open-

ing of the windows.  

As regard overheating, the graph in Fig. 6 shows 

the average percentage of occupied hours with 

overheating risk (reference temperature equal to 

26 °C) and the average intensity. As the figure 

shows, the highest overheating occurs in the MVT 

case with monthly average overheating hours of 

80 % and monthly average intensity of 2.7 °C.  

The higher overheating rate in the MVT case is 

probably due to (1) the presence of the heat recov-

ery unit, which has an undesirable recovery effect 

even in free cooling mode, (2) the limited air flows 

moved by the ventilation and finally (3) the lack of 

forced ventilation control dedicated to ventilative 

cooling. The scenarios with CNV and MIX strate-

gies show a lower overheating rate, even if lower 
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percentages of monthly average overheating hours 

and monthly average overheating intensity are no-

ted in the second case. 

 

Fig. 6 – Average overheating hours and overheating intensity 

across  all the model zones 

As regards electricity consumption, with MVT only 

this is equal to 75 kWh, MIX-SN to 35 kWh and 

MIX-CR to 34 kWh. MIX therefore allows a saving 

of approximately 40 kWh of electricity to be 

achieved, which corresponds approximately to a 

reduction of 54 % of electricity consumption for 

ventilation compared with the case of MVT only.  

In the case of CNV, during the cooling season, it is 

relatively lower than  MVT, since the only energy 

use is for opening and closing the windows. 

4. Conclusion 

The aim of this research is to demonstrate the po-

tential of mixed-mode ventilation strategies in 

comparison with the performance of CNV and 

MVT (without free-cooling option) applied sepa-

rately, in the context of a dwelling located in a 

multi-family house in Bolzano (Italy) during the 

summer season. 

This study analyzes and compares three different 

scenarios in the climate conditions of Bolzano dur-

ing the cooling season: (1) only CNV, (2) only 

MVT, (3) a combination of the two (mixed-mode 

ventilation strategies). 

The main results show that CNV and MIX allow a 

reduction in the overheating risk and  an excellent 

level of IAQ to be achieved, although inadequate 

outdoor conditions may prevent window opening. 

MVT allows acceptable IAQ and humidity levels. 

However, overheating can occur up to 80 % of the 

time over the summer period due to: (1) the pres-

ence of the heat recovery unit, which has an unde-

sirable recovery effect, even in free cooling mode, 

(2) the limited amount of air flows moved by the 

ventilation machine and (3) the lack of a forced 

ventilation control for the ventilative cooling. MIX 

provides excellent performance in terms of IAQ 

and overheating control, compared to the former 

strategies. The lower use of MVT makes it possible 

to achieve a saving of approximately 40 kWh of 

electricity for the summer season, which corre-

sponds approximately to a reduction of 54 % of 

electricity consumption for ventilation compared 

with the case of MVT only. As shown in the system 

activation trends, the greater use of natural ventila-

tion corresponds with less frequent use of mechan-

ical ventilation, with a very reduced number of 

hours of simultaneous activation of the two (ap-

proximately 2 % of the total hours). 

More in-depth analyses will be carried out on 

overheating to compare strategies in summer con-

ditions, through an adaptive analysis of thermal 

comfort. 
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Abstract 

Building energy simulations are important for assessing 

the performance of buildings and for designing solutions 

aimed at reducing energy consumption and carbon emis-

sions. Many software tools perform these simulations, 

focusing on systems operations and energy losses and 

gains. When it comes to modelling historical buildings, 

the simulations could be also used to estimate the risk of 

damage and decay processes. This paper presents prelim-

inary results based on twelve standardised exercises of 

increasing complexity for the comparison of microclimate 

simulations modelled through three whole-building hy-

grothermal dynamic simulation (BDS) software tools, 

specifically IDA ICE, WUFI PLUS and ENERGY PLUS. 

Different to the testing procedures already available, this 

research focused on the physical variables that are rele-

vant for conservation of historical buildings (i.e., temper-

ature (T) and relative humidity (RH)). Starting from 

Common Exercise 0 (CE0), seven simulations were cus-

tomised to capture differences in T values. Then, five 

building models were specifically conceived to consider 

some typical features of Historical Buildings (HB0): small 

window size, heavyweight structures, low insulation of 

roofs, large volume and free-floating conditions. In the 

case of CE0, good agreement was found in the simulation 

of indoor T. In addition, detailed windows reduced the 

discrepancy in T results compared with the use of simpli-

fied windows. In the case of HB0, small windows slightly 

affected the microclimate simulations regardless of the 

number of transparent elements and their position. RH 

variability was driven only by T, as the partial water 

vapor pressure was affected only by infiltrations through 

the building. To conclude, the comparison allowed a 

highlighting of some critical points due to different mod-

el implementations, such as weather file timestamp in-

terpretation, window models or irradiation calculations. 

HB0 models could be used for software and model com-

parisons, new software testing and training activities. 

1. Introduction 

Whole-building dynamic simulation (BDS) has 

been extensively applied over the last decades to 

study the energy performance of new and existing 

buildings. BDS can be used as a tool to identify 

measures aimed at reducing energy consumption 

and greenhouse gas emissions, as required by the 

Green Deal to be climate neutral in 2050. In the 

case of historical buildings, which account for a 

relevant portion of the total amount of energy con-

sumption (Filippi, 2015) and are part of the cultural 

heritage, designing efficient and cautious interven-

tions to accomplish the Green Deal goals is a com-

plex matter. In addition, since humidity plays a 

key role in the different deterioration phenomena 

affecting materials (making the choice of unique 

critical thresholds challenging (EN 16893:2018)), 

simulation can identify the conservation risks of 

materials triggered by indoor climate conditions 

(Akkurt et al., 2020; Frasca et al., 2021). 

In this context, it was demonstrated that the hygro-

thermal modeling through BDS can be used advan-

tageously to design solutions for minimizing the 

energy demand whilst keeping the risk of deterio-
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ration low. However, whole set of BDS software 

needs to accurately model the time behavior of the 

key hygrothermal variables (e.g., temperature and 

relative humidity) responsible for degradation on a 

short and long-term scale. Several commercial BDS 

software tools are available for hygrothermal mod-

eling. However, since they are based on different 

numerical methods and parameterizations to solve 

physical equations, discrepancies may occur in the 

simulation of indoor climate conditions when the 

same building is modeled using different BDS 

software. For this reason, it is worth estimating to 

what extent the variability among the outputs from 

different BDS software can affect decision-making 

on energy (e.g., setup of HVAC systems (Nicolai et 

al., 2021; Tarantino, 2020)) and conservation issues 

in real applications (e.g., estimation of climate-

induced conservation risks (Frasca et al., 2021; 

Libralato et al., 2021a)). This evaluation is im-

portant, as it offers the chance to provide compara-

ble indoor climate projections regardless of the 

BDS software in use. This aspect plays a key role 

when it comes to assessing the impact of the on-

going climate change on material conservation 

(Campisi & Colajanni, 2021) and the effectiveness 

of materials for retrofitting/strengthening historical 

structures. In such a way, the BDS becomes a pow-

erful approach to be applied with the aim of con-

tributing towards meeting global 2030 Sustainable 

Development Goals (SDGs) in the historical build-

ing sector (e.g., definition of adaptation pathways 

and mitigation strategies against climate change). 

This study aimed to compare three commercial 

whole-BDS software tools (namely EnergyPlus, 

IDA Indoor Climate and Energy (ICE) and WUFI 

Plus) frequently validated and commonly used in 

research activities for the indoor climate modeling 

of historical buildings (to cite but a few Angelotti 

et al., 2019; Frasca et al., 2018; Gori et al., 2021; 

Libralato et al., 2021b). The comparison, based on 

standardised exercises, was not conceived to iden-

tify the most suitable tools for historical buildings 

modeling, but rather to evaluate the effect on simu-

lations due to the differences in interfaces and 

modeling approaches. In this contribution, indoor 

humidity balance considered only the water vapor 

in/exfiltration through the envelope, to limit the 

initial uncertainties related to heat and moisture 

transfer through walls. Further investigations on 

this topic will be the subject of future studies. 

2. Materials and Methods

According to ANSI/ASHRAE 140 Standard, there 

are three ways to evaluate the accuracy of BDS 

software tool: empirical validation (comparison 

with measured data), analytical verification (com-

parison with a known analytical solution) and 

comparative testing (the software is compared with 

itself or to other programs). In this paper, we 

adopted the comparative testing to estimate the 

differences among the three BDS software tools. 

Comparison among BDS software was conceived 

Fig. 1 – Set of simulations based on standardised exercises for the comparative assessment of commercial whole-building dynamic simu-

lation software. CE0: Common Exercise 0; HB0: Historical Building 0; IR: insulated roof; not-IR: not-insulated roof; S: south façade; E: east 

façade; W: west façade; 2: two windows; 4: four windows 
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following the schema in Fig. 1. The simulation set 

consisted of twelve standardised exercises that 

considered both the BESTEST (Building Energy 

Simulation TEST) Common Exercise 0 (hereafter 

called CE0), developed in the framework of the 

International Energy Agency (IEA), and a historical 

building (HB0) proposed by the authors. CE0 in-

cluded seven sub-cases aimed at studying both the 

influence on simulations of detailed/simplified 

south-oriented windows as well as the role of a flat 

insulated/not-insulated roof. HB0, on the other 

hand, included five sub-cases with a sloping insu-

lated/not-insulated roof and an increasing number 

of differently oriented windows (South, East-

West). 

All simulations were run with an initialization pe-

riod of 31 days and a weather file of data having 

time steps of 1 hour. All simulations covered one 

calendar year. 

In this study, *.EPW files were used for the weath-

er file. Energy Plus uses the “next hour interpola-

tion scheme”, assigning the 1:00 time stamp to the 

average of the weather file values at hour 0:00 and 

1:00. IDA ICE interprets the weather file, assigning 

the value around the time stamp (average value 

measured between 30 minutes before and after the 

time stamp) and the results are reported as the 

average of the hour preceding the output time 

stamp. WUFI Plus uses the *.EPW file provided by 

the user, as it is, starting from hour 01:00 (first ob-

servation) and automatically converting radiation 

and rain (the latter is not included in simulations 

within this research) in order to consider these 

loads in accordance with the orientation and the 

inclination of the individual building component.  

IDA ICE climate calculations were based on the 

“BDFwall” thermal model using a finite differences 

algorithm of a multi-layer component including 

wind-dependent bidirectional heat and moisture 

transport through leaks. 

WUFI Plus performed thermal calculations includ-

ing methods for wind-dependent heat transfer on 

external surfaces and moisture balance due to 

in/exfiltration. 

In Energy Plus, the heat balance algorithm used is 

the “Conduction Finite Difference” algorithm, 

based on the finite difference method. The surface 

convection algorithm for the external surfaces is 

the “DOE-2” algorithm, wind-dependent and 

based on measurements, while for the internal sur-

faces, constant convection coefficients are used. 

In all simulations, a constant air infiltration was 

set, meaning that no wind-driven air and vapor 

infiltrations were considered. 

2.1 BESTEST Developed in the  

Framework Of IEA Annex 

The CE0 exercise was used to investigate differ-

ences in free-floating (FF) simulations among the 

three BDS software for both lightweight (Case 600) 

and heavyweight (Case 900) buildings, using the 

weather at the site of Denver-Stapleton. The FF 

cases were chosen, as in most historical buildings, 

active climate control systems are not used. The 

common exercise adopted was slightly modified to 

study the features of the BDS software in the simu-

lation of indoor temperature through cases at in-

creasing complexity. All features were retrieved 

from the Publications and Work Reports available 

online for the IEA Annex 41 (Rode & Woloszyn, 

2007). The influence of solar radiation incident on 

opaque and transparent surfaces was evaluated 

modeling the building firstly without windows 

and, then with windows on the southern façade 

(U-value = 3.0 W∙m-2∙K-1; hemispherical SHGC = 

0.686). Specifically, windows were modeled using 

both simplified and detailed models available in 

the BDS software to estimate the influence of the 

input parameters on the indoor temperature. Win-

dows models differ from the number of input pa-

rameters that users can set. In addition, we decided 

to modify Case 900 FF by replacing the original 

roof with a not-insulated roof. This case, renamed 

Case 900 FF (*), was conceived to understand the 

influence on indoor temperature simulations of 

not-insulated roof in heavyweight structures (i.e., 

typical features in historical buildings). 

2.2 Standardised Exercise for  

Historical Building (HB0) 

A new standardised exercise for historical build-

ings (HB0) was proposed by the authors, starting 

from the average features extracted from the litera-

ture on the topic (Akkurt et al., 2020) and from the 

Italian technical report UNI/TR 11552:2014. All the 
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cases are considered in free-floating conditions, 

without internal gains (occupants and other devic-

es) in accordance with CE0. 

Fig. 2 shows the 3D geometry of the HB0 model 

used in the tested sub-cases. Table 1 summarizes 

some features of the opaque elements in HB0. The 

simulations are performed using the IWEC weath-

er file for Rome. 

Fig. 2 – 3D sketch of the standardised exercise HB0 used to 

compare commercial whole-building dynamic simulation software 

in case of a historical building. Net floor area = 80 m2; net vol-

ume = 620 m3 

U-value of the floor is extremely low in accordance

with the BESTest and to avoid the effect of ground 

modeling on the indoor climate simulation. Win-

dows were modeled as single pane glass with a 

total transparent area of 0.75×1.5 m2 without frame 

and a U-value of 5.5 W∙m-2∙K-1. Five sub-cases were 

modeled (Fig. 2): 

- no transparent elements and insulated roof

(hereafter called IR);

- no transparent elements and not-insulated roof

(not-IR);

- two windows on south façade (2S);

- two windows on both east and west façades

(2EW);

- four windows on both east and west façades

(4EW).

The air infiltrations were set to a constant air 

change of 0.7 h-1, i.e., an average infiltration rate in 

historical churches (Akkurt et al., 2020). In addi-

tion, solar emissivity and absorption of inter-

nal/external opaque surfaces were set equal to 0.9 

and 0.6, respectively. 

2.3 Statistical Analysis 

The average of the maximum semi-dispersion 

(max, i.e., the mean half spread between the small-

est and largest number over the simulation period) 

was used as a synthetic index to compare the vari-

ability of hourly microclimate values (i.e., tempera-

ture and relative humidity) resulting from the an-

nual simulations modeled by the three BDS soft-

ware tools. As no reference has been defined so far 

to estimate  agreement between simulations run by 

different BDS software tools, we decided to use the 

threshold suggested in (Frasca et al., 2021; Rajčić et 

al., 2018) for the accuracy assessment of the hygro-

thermal simulations with respect to microclimate 

observations: high agreement, if data are within ± 

1 °C for T and ± 5 % for RH, good agreement, if 

data are within ± 3 °C for T and ± 10 % for RH, and 

poor agreement, if data are beyond ± 3 °C for T and 

± 10 % for RH. 

Table 1 – Summary of thermo-physical properties of opaque 

elements in HB0 

Building com-

ponent 
Area U-value

Thermal 

mass 

Unit [m2] [W∙m-2∙K-1] [kJ∙m-2∙K-1] 

External walls 264 0.67 1184 

Roof 88 2.48 255 

Floor 80 0.04 112 

In the case of CE0, the daily evolution of indoor 

and outdoor temperatures was plotted to assess 

agreement at a short-term time scale among the 

three BDS software tools on the coldest and the 

hottest days of the year of the weather file, respec-

tively. 

In the case of HB0, a 3-by-3 matrix of plots was 

used to analyse the differences in the microclimate 

outcomes (temperature and partial water vapor 

pressure). The scatter plots in the matrix allowed a 

comparison of the outputs between pairs of BDS 

software (inter-comparison). Along the matrix diag-

onal, stair plots were displayed to study the influ-

ence of different HB0 configurations on the micro-

climate variables within the same BDS software 

(intra-comparison). 
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3. Results 

3.1 BESTEST in IEA Annex (CE0) 

Table 2 shows that: 

- in the case without windows, temperature 

simulations were in good agreement both in 

light- and heavyweight structures; 

- the highest variability is associated with the 

simulations of Case 600 FF with simplified 

windows; 

- the use of detailed windows allowed a reduc-

tion in dispersion among simulated indoor T 

values from 1.4-2.2 °C to 0.9-1.8 °C. 

Table 2 – Summary of the maximum semi-dispersion (max) of the 

hourly temperature values modeled by the three BDS software 

tools in case of CE0 in free-floating conditions 

Case 
No 

windows 

Simplified 

windows 

Detailed 

windows 

Case 600 FF 1.0 2.2 1.8 

Case 900 FF 0.7 1.4 0.9 

Case 900 FF (*) 1.1 - - 

 

In addition, for both Case 600 FF and Case 900 FF 

with detailed windows, the modeled minimum 

annual temperature values (i.e., when the impact of 

solar radiation is limited) were in accordance with 

the reference ranges reported in (Rode & Wolo-

szyn, 2007). 

On the other hand, lower agreement was observed 

with the reference ranges in terms of the average 

and maximum annual temperature values, due to 

differences in the calculation of solar gains through 

windows. The first source of discrepancy in the 

time series of the results is different interpretation 

of the weather file (WF) due to the different con-

version of the time stamp to specific points in time 

used by the BDS software.  

As an example, Figs. 3 and 4 show that the weather 

file temperatures considered by each software (WF 

series) have a time shift of at least one hour. 

The discrepancy in the WF series influences the 

simulation of indoor temperatures. Indeed, alt-

hough highly correlated, T peaks modeled by WU-

FI Plus and Energy Plus models showed a one-

hour delay compared with IDA ICE. This behavior 

is also affected by differences in the calculation of 

the wind-driven coefficients of convection and ra-

diation heat transfer, as described in Section 2. 

 

 

Fig. 3 – Time evolution of temperature on the coldest day (upper 

panels) and the warmest day (lower panels) in Case 600 FF 

without windows (a, d), with simplified windows (b, e) and with 

detailed windows (c, f). The WF series indicates the weather file 

temperature considered by the software 

 

Fig. 4 – Time evolution of temperature on the coldest day (upper 

panels) and the warmest day (lower panels) in Case 900 FF 

without windows (a, d), with simplified windows (b, e) and with 

detailed windows (c, f). The WF series indicate the weather file 

temperature considered by the software 

Moreover, the three BDS software tools calculate 

the resulting solar radiation incident on surfaces 

differently, leading to a different indoor heat bal-

ance due to the solar net radiative balance. For ex-

ample, Energy Plus and IDA ICE use the Perez 

model, but with a different set of coefficients. This 

effect was evident when comparing the intensity of 

T peaks in the case of simplified windows models, 

which seem to be differently reproducing the 

transparent surface behavior in both Case 600 FF 

(Fig. 3) and Case 900 FF (Fig. 4). 
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3.2 Standardised Exercise for Historical 

Building (HB0) 

In the case of HB0, simulations were run using 

detailed windows. 

The values of total annual incident solar radiation 

on opaque surfaces (walls and roof) were com-

pared to better interpret whether some of the dif-

ferences in T simulations were ascribable to this 

contribution (Fig. 5). The smallest differences can 

be seen for the east side of the roof, as well as for 

east and west façades. However, specific imple-

mentations of the combination of direct and diffuse 

solar radiation result in different solar gains at 

each opaque surface. For example, in WUFI Plus, 

the total annual incident solar radiation is higher 

on north and lower on south façades than those of 

the other two BDS software tools. In addition, in 

IDA ICE, the total annual incident solar radiation 

on the west side roof is higher not only than that of 

the other two BDS software but also than that of 

the east side roof. 

Fig. 5 – Total irradiance incident on opaque elements modeled by 

the three BDS software for each HB0 case 

It was found that T and RH simulations resulting 

from the three BDS software tools showed good 

agreement with max ranging between 0.9-1.5 °C for 

T and 4.9-6.1 % for RH (Table 3). 

T simulations modeled by WUFI Plus were on av-

erage higher (up to 2 °C) than those modeled by 

IDA ICE and Energy Plus. For the sake of brevity, 

only the minimum values were plotted in Fig. 6 as 

differences in max, for average and maximum val-

ues are negligible.  

Table 3 – Summary of the maximum semi-dispersion (max) of the 

hourly temperature (T) and relative humidity (RH) values mod-

elled by the three BDS software in case of HB0 in free-floating 

conditions 

Sub-case Code T (°C) RH (%) 

no windows 

insulated roof HB0_0 0.9 4.1 

not-insulated roof HB0_1 1.5 6.1 

two S-windows HB0_2S 1.4 5.6 

two E-W- windows HB0_2EW 1.4 5.6 

four E-W- windows HB0_4EW 1.4 5.3 

Fig. 6 – Annual minimum temperature values (T) modeled by the 

three BDS software for each HB0 case 

As HB0 differed from Case 900 FF (*) only for the 

building net volume (Fig. 1), we can assume that 

differences among the three software tools can be 

mainly ascribable to the amount of air mass in the 

calculation. Fig. 7 shows a matrix plot that allows a 

comprehensive assessment of the differences 

among HB0 sub-cases (BDS intra-comparison, i.e., 

stair plots along diagonal matrix with the frequen-

cy distribution) and among BDS software (inter-

comparison, scatter plots of paired BDS software). 

Looking at the stair plots, transparent elements did 

not strongly affect T distributions within the same 

BDS software. In addition, simulations performed 

by Energy Plus were not sensitive to the insulation 

on the roof (HB0_0 and HB0_1), as no significant 

difference in annual T values and distributions was 

detected (on the contrary, IDA ICE and WUFI Plus 

simulated lower T values in HB0_0 than those in 

HB0_1 due to the lower heat transmittance of the 

roof). Looking at the scatter plots, T simulations 

resulting from IDA ICE and Energy Plus are scat-
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tered around the bisectrix (dashed grey line in 

Fig. 6), whereas T values simulated by WUFI Plus 

were usually above the bisectrix in all the sub-

cases. If we compare T simulations of WUFI Plus 

and Energy Plus, it is evident that they were more 

in agreement in HB0_0 than in the other sub-cases, 

where T by WUFI Plus were higher than those by 

Energy Plus. This might be due to differences in 

the convective heat transfer coefficient in vertical 

upward flow. 

Regarding RH simulations (Table 3), max ranged 

from between 4.1 % (HB0_0) and 6.1 % (HB0_1), 

showing good agreement among BDS software. To 

study the indoor humidity conditions without de-

pendence on T, the partial water vapor pressure 

(ev) values were compared in the matrix plot 

(Fig. 6). Since ev did not change from one sub-case 

to another, the differences in RH values were driv-

en only by the difference in T, meaning that mois-

ture exchanges occurred only by infiltration. Alt-

hough BDS software were able to similarly simu-

late water vapor saturated conditions, IDA ICE and 

Energy Plus modeled a higher frequency of satura-

tion conditions (for the sake of brevity, RH plots 

are not shown). 

4. Conclusion 

In this paper, a new set of benchmarks for histori-

cal building models was presented and used with 

three BDS software tools with the aim of evaluat-

ing the effect on indoor climate simulations related 

to the differences in their modeling approaches. 

The benchmarks are designed to represent the 

characteristics of historical buildings and consist of 

twelve standardised models, seven of them being a 

variation of the BESTEST Common Exercise 0 

(CE0), while the others are a variation of a single 

zone historical building (HB0), proposed by the 

authors. All the buildings are considered in the 

free-floating condition, without internal gains (oc-

cupants and other devices). The results of the com-

parison of IDA ICE, WUFI Plus and Energy Plus 

were presented, showing how the benchmark 

could be used to identify the differences between 

software. 

The variables considered for the comparison are 

the ones of interest for the conservation of histori-

cal buildings, such as indoor air temperature and 

relative humidity. Incident solar irradiation is also 

considered for its relevance in the calculations. The 

maximum semi-dispersion between the time series 

is used to evaluate the differences between the 

simulations. Because of their relevance, the time 

Fig. 7 – Matrix plots of temperature (T) and partial water vapor pressure (ev) modeled by the BDS software for each HB0 case. Stair plots 

along the diagonal show the frequency distribution (F) 
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series of the temperatures of the coldest and the 

hottest day of the year are compared. 

When the benchmark comparison is performed on 

the three software tools, the results highlighted the 

differences in the software models and implemen-

tations: 

- the comparison among the temperature simu-

lations in the case of CE0 showed good agree-

ment in the sub-case without windows both in

light- (Case 600 FF) and heavyweight struc-

tures (Case 900 FF);

- the addition of the windows increased the var-

iability among the results, with the highest

dispersion associated with the Case 600 FF

with simplified windows and the lowest with

the Case 900 FF with detailed windows;

- in the case of HB0, the annual minimum val-

ues of temperature simulated by the BDS

software showed low agreement. In general, T

simulations modelled by WUFI Plus were on

average higher than those modelled by IDA

ICE and Energy Plus. These differences are

probably ascribable to the amount of air mass

considered in the calculation.

- some discrepancies found in the modeled inci-

dent solar radiation might have been caused

by the different implementations in the BDS

software of the combination of direct and dif-

fuse solar radiation resulting in different solar

gains at each opaque surface.

These preliminary results provided a basis for two 

potential future research lines:  

- a more detailed comparison of the BDS soft-

ware, including models of simultaneous heat

and moisture transfer through walls, would

require an in-depth study of the hygrothermal

properties of historical building materials, in-

cluding also simplified models (Zu et al.,

2020);

- a software-independent procedure for the cali-

bration of a hygrothermal model of a historical

building should be defined using indoor tem-

perature and relative humidity observations

collected in a real context.

Both these research lines could lead to a better in-

terpretation of the energy and indoor climate sce-

narios through hygrothermal simulation and an 

increased awareness of the confidence of calibra-

tion in the case of historical buildings (Frasca et al., 

2019). 
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Nomenclature 

Acronyms 

BDS Building Dynamic Simulation 

CE0 Common Exercise 0 

E East 

ev Partial water vapor pressure 

HB0 Historical Building 0 

IEA International Energy Agency 

IR Insulated Roof 

N North 

S South 

SHGC Solar Heat Gain Coefficient 

U-value Thermal transmittance 

W West 
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Abstract 

Urban-scale evaluations of aerodynamic and morpholog-

ical parameters allow correction of the wind speed within 

the urban boundary layer, as the wind profile is strongly 

influenced by the presence of roughness elements. This 

can have important implications for defining urban strat-

egies for the reduction of buildings’ energy consumption 

and the improvement of air quality and liveability of 

outdoor spaces. Among the current models for assessing 

the air flow rate by natural ventilation in buildings at 

urban scale, this study aims to define a GIS-based meth-

odology, using existing databases and an open source 

QGIS plug- in. From a digital surface elevation dataset, 

and considering prevalent wind directions, the displace-

ment height (zd) was determined. The wind speed was 

corrected, applying the logarithmic or turbulent laws of 

wind profile, respectively, above and below zd. This 

method could determine the spatial distribution of wind 

speed, considering each building façade characteristics 

and its surroundings. Resulting wind pressure on wind-

ward and leeward façades drives the air flow rate inside 

the buildings. Further developments of this work will 

improve the air flow modelling in buildings with other 

tools for applications at urban scale.  

1. Introduction  

Understanding and modeling the urban local wind 

environment has been a focus of attention for many 

researchers, especially in high density urban areas. 

Here, the heterogeneity of urban morphology, due 

to the presence of different type of roughness ele-

ments, strongly influences local wind performance 

(Peng et al., 2019). Studying air flow properties has 

important implications for urban design in terms of 

energy consumption, outdoor thermal comfort, and 

air quality, and building energy performance for 

space heating and cooling (Suszanowicz, 2018). 

Relations between urban morphology and wind 

flow can be assessed with different methods: i) 

field measurements, whose high time and cost lim-

itations mean that they are not suitable for large 

scale studies; ii) wind tunnel experiments, which 

constitute the reference dataset, despite operating 

costs and application limits; iii), Computational 

Fluid Dynamic (CFD) numerical modellings with 

high computational requirements (Buccolieri & 

Hang, 2019); iv) parametric models, mainly based 

on wind tunnel test or CFD simulations, having a 

good cost-benefit ratio but limited application 

field; v) Geographical Information System (GIS) 

and remote sensing techniques that retrieve 

roughness parameters based on interactions with 

buildings’ geometries at city-scale, especially at 

mesoscale (Wong et al., 2010). Into the last group 

fits the place-based methodology presented in this 

work: a flexible integration of physical laws of 

wind phenomena and local characteristics of the 

urban context, based on the open-source software 

QGIS and existing databases, already used by ur-

ban planners. The study is part of broader research 

that aims to implement an hourly GIS-based engi-

neering model to assess the energy consumption 

for the space heating and cooling of residential 

buildings at urban and district scales (Mutani & 

Todeschi, 2020; Mutani et al., 2022). The implemen-

tation concerns the monthly and hourly detail def-

inition of number of air change per hour (ach) that 

influences thermal loads by natural ventilation in 

the building’s thermal energy balance, considering 

the air flow rate for infiltration caused by wind- 

driven effects. The wind pressure generated on a 

building façade is evaluated as a function of the 

vertical and horizontal distribution of wind speed, 

starting from the characterization of roughness and 
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built environment characteristics. After a brief de-

scription of natural wind profiles in urban areas, 

this work aims to present some QGIS tools current-

ly available to assess the urban wind field and its 

relationship with roughness parameters, applying 

the methodology to a case study. 

2. Physical Laws of Wind Profiles

The wind phenomenon is influenced by the surface 

roughness of the ground and other objects (i.e., 

buildings, vegetation) that create obstacles to the 

undisturbed flow. A wind profile is associated 

with different environmental contexts (i.e., urban, 

sub-urban, rural areas), describing mathematically 

the mean wind speed (Uz) as a function of height 

(z) from the ground. Reference heights individuate

boundary layers that limit air flow zones in which 

different physical laws can be applied.   

2.1 Boundary Layers and Heights 

In this work, reference was made to an older bibli-

ography for defining wind phenomena, and to a 

more recent one for applying physical laws. Consi-

dering the horizontal scale of wind influence, three 

scale of interest exist (Oke, 2004): i) the mesoscale, 

where weather and climate are influenced by the 

whole city; ii) the local scale, where landscape fea-

tures or topography are considered; iii) the mi-

croscale, where variations occur over very short dis-

tances, causing great airflow perturbations around 

roughness elements. Regarding the vertical scale of 

wind influence, relevant boundary layers and 

heights are defined:  

- Atmospheric Boundary Layer (ABL)

In the ABL, or Planetary Boundary Layer, which 

extends up to 1-2 km (ZABL in Fig.1), the undis-

turbed wind flow present in upper layers is pro-

gressively slowed down due to friction with the 

ground and roughness elements. In the case of 

smooth soils (i.e., rural areas) the wind speed 

reaches upper layers values more quickly than ur-

ban areas.  

- Urban Boundary Layer (UBL)

The UBL identifies the part of the ABL influenced 

by the presence of a large city. It is divided into: 

Mixed Layer (ML), whose upper limits coincide 

with the height of UBL (Zi, in Fig.1), and Surface 

Layer (SL) whose depth is about a tenth of UBL 

(Zi/10, in Fig.1), and which, in turn, is divided into 

two.  

- Internal Sub-Layer (ISL)

In the upper layer of SL, the flow is free of individ-

ual wakes associated with roughness elements, and 

wind can be assumed as a constant flux with a lam-

inar, horizontally homogeneous flow (Re <2000). 

Here, the wind log law can be applied to determine 

average wind speed (Uz).   

- Roughness Sub-Layer (RSL)

This extends from ground level to the blending 

height ZRSL (Fig. 1), where effects of individual 

roughness elements are visible. Airflow perturba-

tion caused by individual surface and obstacles 

persists for a certain distance until it is mixed with 

the effect of turbulent eddies. Blending distance 

depends on the magnitude of the effect, the wind 

velocity, and the stability of the flux. Minimum 

ZRSL = 2·ZH is suggested by observations in dense 

urban settings (Oke, 2004); it can vary with density, 

staggering, and heights of objects.  

- Urban Canopy Layer (UCL)

This is equivalent to the mean height ZH (Fig. 1) of 

the main roughness elements. To overcome the fric-

tional effect of surface roughness elements, the wind 

flux loses its momentum: turbulent flows are gener-

ated near the surfaces (Re > 4000). Lower wind 

speed can occur, and turbulent models are required 

to calculate wind velocity inside urban canyons. 

2.2 Aerodynamic Roughness Parameters 

At local and micro scale, in the air zone where the 

flow is free from roughness-element turbulent 

wakes, two aerodynamic parameters are used to 

describe the wind speed profile influenced by sur-

face roughness elements (Fig. 1):  

- Zero-plane displacement height (zd)

It is intended as a new “ground level” from which 

the wind profile originates, after the wind passes 

over high-density buildings (Lv et al., 2022), and it 

is used for setting a base for the application of the 

wind log law (Oke, 2004). According to (Abubaker 

et al., 2018), it is the depth of still air trapped 

among the roughness elements.   
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- Roughness length (z0)

This is the height above Zd at which wind velocity 

becomes zero when the logarithmic wind profile is 

applied and represents the size of the eddies pro-

duced from wind moving over a rough surface 

(Abubaker et al., 2018). It depends on turbulence 

intensity and, therefore, on the surface drag.  

In urban areas, three flow regimes were classified 

when aerodynamic parameters are morphometri-

cally determined (Oke, 2004): i) isolated flow, where 

buildings are individual wake generators; ii) wake 

interference flow, where wakes reinforce each other 

as space between buildings is close; iii) skimming 

flow, where main flow skips over the top of the 

great density of buildings. The wake interference 

regime is the one in which the greatest roughness 

activity can be generated. The building density (λp) 

is very important in cities, where the high variabil-

ity of roughness height can cause complex surface 

morphology and turbulent wakes that are chal-

lenging to assess.  

Fig. 1 – Boundary layers and their reference height (y axis) at 

mesoscale (in orange) and local scale (in purple) 

2.3 Wind Profiles Laws at District Scale 

In this work, two methods were compared to de-

termine the wind speed (Uz), from measured Uref at 

reference height (zref): the Cp methodology and zd 

methodology, whose procedures are schematized in 

Fig. 2. Uref need to be adjusted considering the 

wind incident angle (Eq. 1, in Fig. 2) and objects 

and terrain roughness of the context. For wind 

fluxes that occur above the displacement height zd, 

two wind profiles can be applied.  

The power law wind profile is based on empirical 

assumption for mesoscale application for large 

heights (30 m < z < 300 m), but it is less accurate 

when close to the ground. It can be determined 

according to Eq. 2 (Fig. 2), where Vz is the wind 

speed at height z [m·s-1], Uref,corr is the adjusted 

reference wind speed  [m·s-1] at height zref, zUBL is 

the height of the UBL [m], and ν the terrain rough-

ness coefficient (wind speed profile exponent) [-]. 

The last two parameters refer to tabular data, de-

termined through empirical assumptions from real 

measurements or wind tunnel tests. Several refer-

ences exist in the literature, including the unified 

terrain roughness categories given by (Choi, 2009). 

Table 1 reports typical values for roughness pa-

rameters for the most used terrain categories.  

Table 1 – Referenced roughness parameters for terrain typology 

Terrain roughness type 
ZUBL

[m] 

υ 

[-] 

Zo  

[m] 

Zd 

[m] 

Level surfaces, grass land 250 0.10 - - 

Flat open country  280 0.14 0.03 0.0 

Rolling/level surfaces  300 0.22 0.1 0.0 

Heterogeneous surface  330 0.28 - - 

Low density suburban areas 390 0.34 0.5 0.7.zH 

Mid-high density urban areas 450 0.40 1.0 0.8.zH 

Very high density city areas 510 0.45 > 2.0 0.8.zH

The logarithmic law wind profile allows an ap-

proximation of the wind profile at lower boundary 

condition (z ≤ 200m). Its lower limit of application 

at urban local scale is identified by z0 and zd, ac-

cording to the logarithmic function of Eq. 3 (Fig. 2), 

where Uz is the wind speed [m·s-1] at height z, 

Uref,corr is the corrected wind speed at height zref, zd 

is the zero-plane displacement height [m], and z0 is 

the roughness length [m]. At microscale, inside the 

urban canopy layer, where turbulent fluxes occur 

at a height z lower than displacement height zd, the 

log-law is not valid and turbulent models should 

be applied.  The k-epsilon (k−ϵ) model is the most 

common model in CFD analyses for simulating the 

mean flow characteristics for turbulent flow condi-

tions. It belongs to the Reynolds-averaged Navier 

Stokes (RANS) models that represent an optimal 

compromise between accuracy and efficiency for 

microclimate studies in urban environments (Ja-

vanroodi et al., 2022).  
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2.4 Wind Flow at Building Local Scale 

Natural ventilation in buildings is driven by pres-

sure differences on building façades by two forces: 

the stack (or buoyancy) effect and the wind-driven 

effect. This work focuses on the latter, while in 

future works, buoyancy will be considered in a 

multi-zones airflow model to assess ventilation 

loads in buildings. Wind generates positive pres-

sure and negative pressure on windward and lee-

ward façades, respectively. The surface pressure 

(Ps, Pv) can be calculated according to Eq.4 or Eq.5 

(Fig. 2), respectively, with Cp and zd methodology, 

where ρ is air density [kg·m-3], Vz (power law) and 

Uz (log-law) are the adjusted wind speed [m·s-1] 

and Cp is the pressure coefficient [-]. It is a non-

dimensional coefficient estimated according to i) 

real scale measurements, ii) wind tunnel tests, iii) 

CFD and iv) parametric models, among which 

there is Cpcalc+ software (Chiesa & Grosso, 2019), 

whose input data are listed in Table 2. Even if the 

power law application determines a vertical varia-

tion of wind velocity at the local urban scale, the Cp 

allows the distribution of wind speed horizontally 

and vertically at the scale of interesting points on a 

building façade with respect to the windward and 

leeward façade dimensions; it also considers build-

ing geometry and orientation, urban density, and 

roughness characteristic of the surrounding envi-

ronment. The algorithm used in Cpcalc+ is based on 

experimental wind tunnel tests results, considering 

different typical buildings and urban contexts (e.g., 

Fracastoro et al., 2001). Limitations of the software 

concern the scale of the application field (suitable 

at building scale, not at district-urban scale), and 

the application range of some parameters, especial-

ly the relative building height and the aspect ratios 

(0.5≤FAR≤4 and 0.5≤SAR≤2). 

Table 2 – Input data required by Cpcalc+ software 

(https://iris.polito.it/handle/11583/2579969) 

Climate data 

Wind speed Wind direction 

Urban parameter 

Plan Area Density Surroundings 

building height 

Wind profile 

exponent 

Building Characteristic 

Frontal/Side Aspect 

Ratio (FAR/SAR) 

Building 

dimension 

Building 

azimuth 

Roof 

slope 

2.5 Place-Based Tools and Plug-Ins for 

Wind Analysis at Urban Scale  

In this paragraph, GIS-based tools and a plug-in to 

assess wind at urban scale are described.  

SAGA GIS software presents some useful tools for 

wind correction at the mesoscale, to consider ter-

rain influence on observed meteorological condi-

tions. In the Climate and Weather section, the Wind 

Effect Correction tool allows the scaling factor of the 

wind effect in determining ABL conditions (e.g., 

precipitation, cloudiness) to be calibrated. In the 

Terrain analysis - Morphometry section, the Wind 

Effect tool classifies wind exposed and shades area 

through a dimensionless index, considering terrain 

elevation and specifying wind data; these tools 

were created for topo-climatic wind assessments. 

Existing methods to determine the aerodynamic 

parameters at urban scale can be grouped into 

three main classes: i) reference-based values from field 

observations, which  provide a wide range of values 

whose application in complex and heterogenous 

urban areas has some limitations; ii) anemometric 

methods requiring experimental campaigns, appli-

cable on a limited and non-replicable scale; iii) 

morphometric methods based on the relationships 

between aerodynamic parameters and roughness 

elements geometry, described through urban mor-

phological parameters, already used both at 

mesoscale (Darmanto et al., 2017) and local scale 

(Badach et al., 2020). This work aims to present zd 

methodology (Fig. 2), determining zd and z0 using 

the open-source QGIS plug-in Urban Multi-scale 

Environmental Predictor (UMEP), version 1.6.1 

(Lindberg et al. 2016). Among the pre-processing 

tools, there are the Urban Morphology- Morphometric 

Calculator (Grid) and (Point), which only differ in 

the geometry of the calculation area. Both calculate 

five morphometric parameters (Table 3, Fig. 3) 

based on digital surface models (DSM) to calculate 

the two aerodynamic parameters according to six 

different methods (Table 4). The required input 

data are three separate raster files (geoTIFF) with 

the same pixel resolution: DSM, digital elevation 

model (DEM, only ground elevation), and rough-

ness elements elevation, calculated with the QGIS 

Raster calculator tool, by subtracting the other two 

rasters (DSM-DEM).  

334334



QGIS-Based Tools to Evaluate Air Flow Rate by Natural Ventilation in Buildings at Urban Scale 

Fig. 2 – Comparison between the Cp and zd methodologies for the assessment of surface pressure generated by the wind flow 

 Fig. 3 – Plan area index (λp) within its range (0-1) for a squared 

cell grid, considering building heights in a selected area 

The main setting concerns the extension of the cal-

culation area that will be considered to determine 

the morphological and aerodynamic parameters, 

indicating the radius length from the selected point 

or the centroid of each grid cell. There are no uni-

fied standards for the size of calculation area, 

though it greatly affects the accuracy of results (Lv 

et al., 2022). In addition, it is possible to specify the 

wind direction (in degrees, from north - clockwise). 

The five morphometric parameters calculated in 

UMEP correspond to some of the most frequently 

used urban parameters in the urban planning re-

search field; Table 3 reports their definitions. The 

morphological and aerodynamic parameters can 

vary according to the analyzed wind direction, 

allowing more precise results of zd and z0, consid-

ering the variability of the roughness surfaces 

(Oke, 2004).  

Table 3 – Urban parameters defined in QGIS-UMEP tool 

Urban parameter Unit Formula 

Plan Area Index [-] 

Frontal Area Index [-] 

Mean Height [m] 

Maximum Height [m] 

Height variability [m] 

The UMEP tool calculates the aerodynamic rough-

ness parameters (zd, z0) by applying six different 

morphometric methods (Kent et al., 2017). For each 

method, Table 4 reports urban parameters used in 

the calculation: plan area density (λp), frontal area 

ratio(λf), average (zH) and maximum (zHmax) build-

ings height and height variability (zHstd). In this 

work, the Kanda method was used (Kanda et al., 

2013), as it is more suitable in dense, city-center 

districts, due to the importance of considering 

roughness elements’ height heterogeneity. The 

flow chart in Fig. 4 summarizes the zd methodology 

used to determine the aerodynamic parameters 

and the proper wind profile with the QGIS UMEP 

plug-in.   
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Fig.4 – Flow chart of the zd methodology based on QGIS-UMEP tools 

Table 4 – Morphometric methods included in the UMEP plug-in 

Method Urban Parameter 

λp λf ZH ZHmax ZHstd 

Rule of thumb X 

Raupach X X 

Bottema  X X X 

Macdonald X X X 

Millward-Hopkins X X X X 

Kanda X X X X X 

3. Application of the UMEP Tool
at District Scale in Turin

The place-based methodology was applied to a 

central district in the city of Turin (Italy). For an in-

depth analysis of case study zone (200 m x 200 m) 

selection criteria and characteristics, refer to (Mu-

tani et al., 2021). The local monthly prevalent wind 

is from North-NorthEast and West-SouthWest, 

with a mean velocity of 1.4 m/s. Table 5 shows 

main the urban parameters calculated in QGIS to 

describe the case study area.  

Table 5 – Morphological and roughness characteristic of the area 

Urban parameter Unit Study area 

Built Coverage Ratio (BCR) [-] 0.33 

Plan Area Density (PAD) [-] 1.66 

Volume Area Ratio (VAR) [-] 0.30 

Surrounding buildings‘ height [m] 19.5

Height of boundary layer (zUBL) [m] 450

Wind speed profile exponent (ν) [-] 0.4

Short urban canyon (L/H) [m] ≤ 3

Long urban canyon (L/H)  [m] > 5

For the UMEP tool application, a grid vector poly-

gon was created, with a 5-m-squared grid, and 

results were assigned to grid cells and related 

buildings. Three raster files were created, starting 

from a 1-m resolution surface elevation dataset 

(DSM). From the centroid of each cell of the grid, a 

300m radius study area was set, obtaining, for each 

cell, 12 different results of morphological and aer-

odynamic parameters, for 12 wind directions.   

4. Results and Discussion

The UMEP tool results are the anisotropic and iso-

tropic output: the first gives values for each wind 

direction, the second reports mean values of all 

wind directions. Fig. 5 shows the isotropic results 

of the displacement height zd for the case study 

zone. The anisotropic results of zd consider the two 

prevalent wind directions (N-NE, Fig.6a and W-

SW, Fig.6b). Results were assessed at the building 

scale. According to building heights (z) and floor 

numbers, for each floor, the wind speed was ad-

justed applying the log law (if z > zd) or the turbu-

lent motion equation (if z ≤ zd). Buildings were 

classified into those with logarithmic and turbulent 

wind profile, or only turbulent profile (red and 

blue points, in Fig. 6a-b, respectively). Figs. 6a-6b 

show that the buildings for which the log law is 

valid are those located in urban canyons oriented 

parallel to the prevailing wind direction. In this 

work, the wind speed above zd was calculated ap-

plying the log law equation (Eq.3, in Fig.2), while 

below zd, it was calculated based on correlations 

336



QGIS-Based Tools to Evaluate Air Flow Rate by Natural Ventilation in Buildings at Urban Scale 

 

found from the CFD model results (Javanroodi et 

al., 2022). Reference was made to a case study with 

similar urban morphological characteristics (Table 

5); linear and exponential correlations were deter-

mined for short and long canyons (Fig. 7).  

A block of buildings (red rectangle, Fig. 6a) well 

exposed to the N-NE wind, was selected to assess 

the surface pressure generated by the wind on the 

windward façade of buildings, comparing results 

of the two different methodologies (Fig. 2). Wind 

speed was corrected applying the power law (Cp 

method) and log law (zd method), at three representa-

tive heights for each building in the block (first 

floor-z1, average floor-z2, top floor-z3) and 30 points 

on windward block façade (i.e., 1-30).  

 

Fig. 5 – Isotropic result of the displacement height zd [m].   

 

 

Fig. 6 a,b – Anisotropic result of displacement height zd, for wind 

direction N-NE (a) and W-SW (b) 

 

Fig. 7 – Correlations for long (blue) and short (orange) canyons 

To horizontally distribute the wind speed along the 

windward façade, Cp was calculated with the 

Cpcalc+; in the zd method, a value of zd and z0 was 

determined for each cell of the grid, obtaining a 

different wind velocity for each cell spatially dis-

tributed in front of the façades. Considering the 

three heights of building, Fig. 8 shows results of 

the surface pressure Ps and Pv, calculated with Cp-

method and zd-method, respectively.  

 

Fig. 8 – Surface pressure calculated with the cp method (Ps, 

dotted lines) and the zd method (Pv, continuous line)  
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It can be noticed that, for the height z3 (blue line), 

above zd, results of zd-method are more precise than 

the cp-method one when describing variations that 

occur on façades and that are mainly due to the 

wind wakes generated from surrounding build-

ings. The main limit of the cp-method concerns its 

range of application, since the analyzed block ex-

ceeds the aspect ratio range (FAR>4). For heights 

(z1, z2), below zd, surface pressures are very low in 

both methods, due to the reduced wind speed in-

side the canyon (Fig. 8). 

5. Conclusion and Further Development 

This study aims to determine the variation in wind 

speed at local scale as a function of roughness ele-

ments and their effects on the urban context. The 

model's place-based approach, based on accessible 

databases and open-source software (QGIS), is ap-

plied at neighbourhood scale and it is adaptable to 

other contexts and urban scales. The methodology 

presented determines heights of boundary canopy 

layer (zd, z0) to apply the proper wind profile law, 

in relation to building heights. If compared to the 

Cp method, it can assess horizontal wind speed dis-

tribution along building façades, and to calculate 

surface pressure driving the air flow rate inside 

buildings. This aspect can be further investigated 

thanks to the flexibility of GIS place-based meth-

odology. In fact, the novelty of this work lies in the 

possibility of adapting and integrating new or al-

ready existing software into QGIS, in the attempt 

to calculate the natural ventilation loads with a 

lumped model for all buildings at urban scale. A 

recent upgrade of the CpCalc+ algorithm in a Py-

thon script (Chiesa & Grosso, 2019), constitutes an 

interesting opportunity for methodology imple-

mentation. Therefore, different scenarios can be 

investigated, including exploiting the GIS tool to 

retrieve all input data at urban scale necessary for 

Cp calculations, or directly integrating the CpCalc+ 

algorithm into a dedicated QGIS plug-in. A simpli-

fied parametric model to evaluate wind flows 

around buildings at urban scale is essential for 

supporting urban planning in increasing buildings’ 

energy performance and liveability of urban envi-

ronments. 
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Abstract 

The built environment generates nearly 40 % of annual 

global CO2 emissions. To reduce these emissions, alterna-

tive materials able to store CO2 have started to be used in 

the construction sector. In the case of hemp concrete, part 

of this storage occurs during its service life leading to a 

potential decrease of indoor CO2 levels. Assuming that 

CO2 is used to control ventilation rates in certain build-

ings, the use of this material might lead to lower ventila-

tion requirements and, thus, reduced energy consump-

tion. The aim of this work was to develop an energy model 

including the CO2 sequestration capability of hemp con-

crete to estimate the potential energy savings derived from 

its use in a typical residential building in South Tyrol with 

CO2-based demand controlled ventilation. This result was 

later compared with the energy consumption of the same 

building made of clay bricks and the influence of air infil-

tration on indoor CO2 levels was also evaluated. The re-

sults obtained from the simulations showed that indoor 

CO2 levels were always lower in the hemp concrete build-

ings compared to the building made of clay bricks. How-

ever, in hemp concrete buildings with high air infiltration 

rates, the effect of the CO2 absorption by the hemp con-

crete wall might be negligible. The energy required for the 

mechanical ventilation to maintain the CO2 levels under 

the 1200 ppm threshold was estimated to be 0.28, 0.02 and 

0.01 kWh/(m2 yr), for the clay brick with low infiltration, 

hemp concrete houses with low and high air infiltration, 

respectively. Therefore, the operation of hemp concrete 

buildings with CO2-based demand-controlled ventilation 

may have a slightly lower energy consumption as well as 

environmental impact than the equivalent clay brick 

buildings. 

1. Introduction

The revised Energy Performance of building di-

rective (EPBD) is reinforcing the need to reduce the 

energy consumption of buildings with the vision of 

a decarbonized building stock by 2050. Achieving 

zero emissions from the existing building stock will 

require not only increasing energy efficiency and 

generating 100 % renewable energy, but also reduc-

ing the emissions associated with the manufacture 

of the construction materials, the so-called embod-

ied carbon emissions. Therefore, the construction 

sector plays a critical role in fighting climate change 

and a significant shift is required towards the use of 

more eco-friendly and sustainable materials to meet 

the European climate-neutral targets. In this con-

text, hemp concrete has been recently adopted as an 

innovative solution by the building industry to re-

duce emissions, as this material stores more than 

90 % of the carbon dioxide (CO2) emitted during its 

production (Jami et al., 2019). Part of this storage oc-

curs during its service life leading to a decrease of 

indoor CO2 levels. Given this feature, the use of this 

material in buildings with CO2-based demand-con-

trolled ventilation might lead to lower ventilation 

requirements and a potential reduction of the en-

ergy consumption of the building.  

Several studies have been conducted to characterize 

the CO2 sequestration potential of hemp concrete 

(Arehart et al., 2020; Jami et al., 2016), most of them 

being focused on the assessment of its carbon foot-

print through Life Cycle Assessment (Pretot et al., 

2014). However, the influence of CO2 storage capac-

ity of hemp concrete on the energy consumption of 

a building made with this material has not been ex-

plored so far. Thus, the aim of this research was to 
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develop an energy model including CO2 absorption 

by hemp concrete to estimate the energy savings 

achievable in a hemp concrete residential building 

with CO2-based demand-controlled ventilation and 

compare them with the energy consumption of the 

same building made of clay bricks. 

2. Methodology 

In this study, dynamic thermal simulations were 

used to evaluate the performance of hemp-based 

constructions. The thermal transmittance of a hemp 

concrete wall was calculated based on the data pro-

vided by the manufacturer, and experimental meas-

urements were conducted to estimate CO2 absorp-

tion rate of a hemp concrete wall. Then, these exper-

imental data were included in a building energy 

model created using EnergyPlus to estimate the en-

ergy consumption of a hemp concrete building with 

CO2-based demand-controlled ventilation. The 

same model was used to estimate the energy con-

sumption of an identical house made of clay bricks 

for comparison. 

2.1 Modeling 

2.1.1 Reference Building  

The case study building is representative of typical 

new single-family houses in the South Tyrol region 

(northern Italy). This building was chosen as a result 

of the analysis of a building stock in a valley in 

South Tyrol obtained from the TABULA project1 

and the guidelines and database of the local energy 

certification agency called Agenzia per l’Energia 

Alto Adige-CasaClima. 

The case-study building was modeled and simu-

lated with EnergyPlus 9.3.0 (US Department of En-

ergy’s (DOE), USA). Each simulation was per-

formed over an entire reference year using an 

hourly timestep. For the simulations, the city of Bol-

zano (capital of South Tyrol) was selected and the 

corresponding weather file was taken from the en-

ergy plus weather platform (https://ener-

gyplus.net/weather). 

 

 
1 https://episcope.eu/iee-project/tabula/ 

2.1.2 Geometry And Construction Type 

The geometry of a building has a major impact on 

the efficiency of the building. In particular, the vol-

ume-to-surface ratio determines the relative heat 

loss on the thermal envelope. In order to partially 

reduce the heat losses, the building was assumed to 

be a semi-detached house, as illustrated in Fig. 1. 

The opaque components of the building are listed in 

Table 2. These elements were taken from a freely 

available catalogue (dataholz.eu) which is a cata-

logue of wood and wood-based materials, building 

materials, components and component connections 

for timber construction covering thermal, acoustic, 

fire and ecological performance levels, released by 

accredited testing institutes or accepted research in-

stitutions.  

The case-study building consists of 9 thermal zones: 

one living room, two bathrooms, three bedrooms 

and one studio. The building has a net floor area of 

124 m2 and a floor-to-ceiling height of 2.7 m. The 

east façade was assumed to be adjacent to another 

similar building (adiabatic). 

 

Fig. 1 – Reference case-study building 

For the external walls, two typologies were simu-

lated: 

- A supporting structure of wood, filled with clay 

bricks and an external insulation (see Table 1) 

- A supporting structure of wood, filled with 

hemp bricks (see Table 2). 

2.1.3 Internal Gains, Heating And Ventila-

tion 

The internal gains, heating and ventilation systems 

were modeled as in previous work (Babich et al., 

2020). The key points are as follows:  

Schedules for occupancy, lighting and electric 

equipment set according to the 2014 Building Amer-

ica House Simulation Protocol (Wilson et al., 2014) 

were applied, as this protocol considers 
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disaggregated schedules for living room and bed-

rooms, as well as for weekdays and weekends.  

Table 1 – Brick wall stratigraphy 

n. Material
S 

[m] 

λ 

[W/(m K)] 

Ρ 

[kg/m3] 

c  

[J/(kg K)] 

1 External 

Plaster 
0.015 0.7 1400 1000 

2 Insulation 0.16 0.04 18 1450 

3 Clay Brick 0.3 0.22 930 1450 

4 Interior 

Plaster 
0.015 0.7 1400 1000 

Total thickness = 0.49 m 

U-value = 0.18 W/(m2 K)

The total number of occupants in the house was as-

sumed as being equal to four. Based on typical met-

abolic heat generation for domestic activities 

(ASHRAE, 2009), the heat gains related to the occu-

pancy were assumed to be 126 W for a standing re-

laxed person and 72 W for seated person. 

The amount of carbon dioxide generated by a per-

son depends on their activity level. In this model, 

the activity for the occupants of the living room was 

assumed to be equal to 1 met (i.e., seated quiet per-

son) and 0.7 met for people occupying the bedroom 

(i.e., sleeping person). Based on these activity levels, 

the rate of CO2 generation was calculated according 

to Eq. 2 (ASHRAE, 2009): 

𝐺𝐶𝑂2
=  𝐺𝑂2

∗ 𝑅𝑄 =
0.00276∗𝐴𝐷∗𝑀

(0.23∗𝑅𝑄+0.77)
∗ 𝑅𝑄        (1) 

Where 𝐺𝐶𝑂2  is a CO2 generation rate per person

(L/s); AD is the Dubois area (m2); RQ is the respira-

tory quotient (-); and M is the metabolic rate (met). 

The heating setpoint was set to 20 °C during the day 

and a constant setback of 18 °C during the night. The 

heating system was modeled as an ideal system 

with infinite heating capacity that supplied condi-

tioned air to the zone, meeting all the load require-

ment and consuming no energy.  

To guarantee acceptable indoor air quality, pollu-

tants must remain below a certain threshold. In this 

study, only CO2 was considered and a CO2 thres-

hold value of 1200 ppm was selected for the activa-

tion of the mechanical ventilation based on category 

2 (i.e., normal level of expectation, which is the sug-

gested level for residential buildings) of the stand-

ard EN 16798-1:2019. 

The reference building was intended to represent a 

typical new residential building of the South Tyrol 

region. According to the local legislation, air tight-

ness of n50 = 1.5 h-1 was selected to meet the require-

ments of CasaClima A and B standard. Addition-

ally, a value of n50 = 3 h-1 was also simulated to in-

vestigate the relevance of the air tightness on the 

CO2 absorption capacity of hemp concrete walls. 

2.1.4 Carbon Dioxide Sequestration 

To model contaminant levels in EnergyPlus, the 

ZoneAirContaminantBalance object is commonly 

used. It can be used also to model CO2 levels, alt-

hough carbon dioxide is not considered an indoor 

contaminant. In this object, the outdoor CO2 concen-

tration was assumed to be equal to 400 ppm. The 

carbon dioxide sequestration capability of hemp 

concrete was modeled using a ZoneContami-

nantSourceAndSink:Carbondioxide object. This ob-

ject allows the input of carbon dioxide sources or 

sinks in a zone. To model the hemp concrete walls 

as a sink, a value of -1 for the design carbon genera-

tion rate (m3/s) was set for each room. The design 

value is modified by the schedule, which was de-

fined based on the experimental measurements con-

ducted in the hemp concrete prototype house.  

2.2 Thermal Transmittance Calculation 

The thermal transmittance (U value) defines the 

ability of an element of structure to transmit heat 

under steady-state conditions (Willoughby, 2002). It 

is a measure of the quantity of heat that will flow 

through a given element subjected to a temperature 

difference on its external surfaces. The measure-

ment of transmittance allows an estimate of the ther-

mal conduction characteristics of vertical and hori-

zontal opaque closures, which are necessary for cal-

culating the heating requirements of buildings and, 

consequently, energy demands. 

The composition of the hemp concrete façade inves-

tigated in this work is presented in Table 2. The wall 

was composed of an external plaster, two rows of 

hemp bricks of 24 cm each and an internal plaster. 
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Hemp bricks were composed of a mixture of hemp 

shives and a lime binder. 

The thermal transmittance of a wall was estimated 

according to the standard UNI EN ISO 6946:2008 

based on the thermal transmittance of the different 

elements of the wall provided by the manufacturer. 

Knowing the thickness (𝑠𝑖) and the conductivity

(𝜆𝑖) of each layer, it is possible to calculate its ther-

mal resistance and then the thermal transmittance 

(see Eq. 1) of the wall.  

𝑈 =  
1

𝑅
 =

1

𝑅𝑠𝑖+
𝑠𝑖
𝜆𝑖

+
𝑠𝑛
𝜆𝑛

+
1

𝐶
+𝑅𝑠𝑒

 (2) 

Where 𝑅𝑠𝑖  is the internal surface resistance, 𝑅𝑠𝑒 is the 

external surface resistance and 𝑅 the total thermal 

resistance of the wall. 

Table 2 – Stratigraphy of the analysed wall 

n. Material
S 

[m] 

λ 

[W/(m K)] 

ρ 

 [kg/m3] 

C 

[J/(kg K)] 

1 External 

Plaster 

0.020 0.7 1400 1000 

2 Hemp 

brick 

0.24 0.07 330 1700 

3 Hemp 

brick 

0.24 0.07 330 1700 

4 Plaster 0.020 0.7 1400 1000 

Total thickness = 0.40 m 

U-value = 0.18 W/(m2 K)

2.3 CO2 Monitoring 

To estimate the CO2 absorption rate of hemp con-

crete, CO2 levels were monitored in a prototype 

house (see Fig. 2). The interior of the prototype 

house consisted of a wooden floor and ceiling and 

hemp concrete walls, whereas the façade was made 

of wood. In this house, two CO2 sensors (K30, CO2 

meter, USA) were installed one inside and another 

outside the house to continuously monitor CO2 lev-

els from July to October 2021.  

Outdoor air is an additional source of CO2, there-

fore, the outdoor air supply entering the prototype 

house should be considered in order to estimate the 

CO2 absorption rate of hemp concrete. A blower 

door test was conducted to determine the number of 

air exchanges per hour in the prototype house. 

Fig. 2 - Prototype house made of hemp concrete and wood 

3. Results And Discussion

3.1 Thermal Transmittance 

The thermal transmittance calculated according to 

UNI EN ISO 6946:2008 was equal to 0.18 W/(m2 K). 

This value is lower than the required thermal trans-

mittance by the National standard (Ministero Dello 

Sviluppo Economico, 2015), which is set at 

0.26 W/(m2 K) for new buildings in climate zone E, 

indicating that hemp concrete has high insulation 

properties.  

The same thermal transmittance value was obtained 

for the modeled clay brick wall, thus the energy con-

sumption related to the heating requirements is ex-

pected to be similar in both buildings. However, it 

is important to mention that the hemp brick wall 

does not have any thermal insulation layer and 

hence a lower variety of raw materials is needed for 

its manufacture. In the case of clay bricks, an insu-

lation layer is required to meet the national stand-

ards for new buildings in terms of thermal transmit-

tance. Therefore, besides the energy consumption 

and CO2 emissions associated with the manufactur-

ing  process of the bricks, an additional amount of 

resources is needed for the manufacture of the insu-

lation layer, which may potentially increase the en-

vironmental impact of the building construction. 

3.2 CO2 Absorption Rate 

To estimate the CO2 absorption rate, the CO2 levels 

measured inside the prototype house were analyzed 
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and the air exchange rate of house was determined. 

The air exchange rate (n50) per hour in the prototype 

house determined by the blower door test under a 

pressure difference of 50 Pa was found to be 7.22 h-

1. However, it is important to mention that this value

represents the number of air exchanges at a pressure 

difference of 50 Pa when, at ambient pressure levels, 

this difference is approximately between 1 and 4 Pa. 

Therefore, the air exchange rate at 1 Pa was esti-

mated from the air exchange rate at 50 Pa to be equal 

to 0.57 h-1 using the equations proposed in ASHRAE 

Handbook of Fundamentals.  

The CO2 levels inside the prototype house were an-

alyzed and a repetitive daily pattern was identified 

over the different weeks of the monitoring cam-

paign as illustrated in Fig. 3. During the morning, 

the indoor CO2 concentration was closer to the am-

bient levels (~400 ppm) and slightly higher (500-

750 ppm) when occupants were inside the house. 

Every evening, when the occupants were gone and 

the house was closed, CO2 levels sharply decreased 

down to 50-100 ppm. As can be seen in the figure, 

the upper part of the CO2 concentration curve is lin-

ear, but the lower part has the shape of an exponen-

tial function indicating that steady-state concentra-

tion was reached overnight.   

During the monitoring campaign, the different lin-

ear intervals (from 400 to 50-100 ppm) of the CO2 

level decreases were analyzed and an average CO2 

concentration variation of -103.2 ppm/h was esti-

mated. This concentration variation was the result 

of two processes: i) addition of CO2 coming from the 

outdoor air due the infiltration in the building and 

ii) CO2 absorption by hemp concrete.

Fig. 3 - CO2 levels measured inside and outside the prototype 

Thus, considering an outdoor CO2 level of ~400 

ppm, an air exchange per hour at 1 Pa of 0.57 h-1, and 

assuming steady-state conditions in a ventilated 

space with a uniform CO2 concentration the average 

CO2 absorption rate of hemp concrete was estimated 

to be equal to 331.2 ppm/h. 

3.3 Indoor CO2 Levels 

The simulation was run for the three investigated 

house configurations. The CO2 concentrations ob-

tained over a day in the living room are presented 

in Fig. 4. As it was the most crowded room, the liv-

ing room was selected to illustrate the effect of 

hemp concrete walls on indoor CO2 concentrations. 

Due to the CO2 sequestration capability of hemp 

concrete, the CO2 levels in the houses made with 

this material were always lower than in the brick 

house. Comparing the two hemp concrete houses, 

the CO2 trends are very similar, most of the time the 

levels being slightly lower in the house with a lower 

infiltration rate. Interestingly, between 8 pm and 3 

am, the CO2 levels were lower in the hemp concrete 

house with n50 = 3 h-1 than in the one with n50 = 1.5 

h-1. This fact might be explained by the higher infil-

tration rate, which allowed a faster air renewal and 

thus contributed to the dilution of the indoor CO2 

concentrations.  

According to the results obtained, hemp concrete 

walls might influence indoor CO2 levels, however, 

the impact of this absorptive property on the indoor 

CO2 levels strongly depends on the air infiltration 

rate. In buildings with infiltration rates higher than 

3 h-1, the CO2 sequestrated by the hemp wall might 

be negligible, as the rate of air renewal is much 

higher than the absorption rate and thus the indoor 

CO2 is evacuated before it can be absorbed by the 

wall. 

3.4 Energy consumption 

The energy consumption was estimated for the 

three house configurations investigated. The main 

sources of energy consumption were the district 

heating and the mechanical ventilation. As ex-

pected, the energy consumption associated with the 

heating is very similar for the hemp concrete and the 

clay brick buildings with a low infiltration rate (see  
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Table 3), as these walls have similar thermal prop-

erties. In the case of the hemp concrete building 

with higher infiltration rate, the energy consump-

tion significantly increased due to the heat losses re-

sulting from the faster air renewal. On the other 

hand, the energy required to run the mechanical 

ventilation and maintain the CO2 levels under the 

1200 ppm threshold was estimated to be 0.28, 0.02 

and 0.01 kWh/(m2 yr), for the clay brick and the 

hemp concrete houses with low and high air infil-

tration, respectively. In this case, as clay bricks are 

not able to sequestrate CO2, a great difference was 

observed between the house made of this material 

and the ones made of hemp concrete, regardless of 

the air infiltration. However, even if the difference 

is remarkable, the absolute value is relatively small 

and might not have a significant impact on the over-

all energy consumption of the building.  

Nonetheless, the energy consumption should be 

evaluated in context. An increase in the energy con-

sumption also means an increment in greenhouse 

emissions. To uniformly express the climate impact 

of different greenhouse gases, the CO2 equivalent 

unit is commonly used. 

In Italy, the CO2 emission factors used to convert 

from energy data to CO2 equivalents are defined 

and regularly updated by the Italian National En-

ergy Efficiency Agency ENEA (Agenzia Nazionale 

Efficienza Energetica). These factors depend on the 

primary source used to generate electricity and the 

generation efficiency. 

Table 3 - Final energy and mechanical ventilation needed for 

three different configurations 

 Thermal Energy 

Demand 

[kWh/(m2 yr)] 

Energy Needs for 

Mechanical  

Ventilation  

[kWh/(m2 yr)] 

Hemp brick  

n50 = 1.5 h-1 
29.55 0.02 

Clay brick 

n50 = 1.5 h-1 
31.25 0.28 

Hemp brick  

n50 = 3 h-1 
46.75 0.01 

 

In Bolzano, there is a district heating plant that pro-

vides heating from waste incineration. For this type 

of energy generation, the CO2 emission factor is 0.17 

kgCO2,equi/kWhfin. Conversely, the mechanical venti-

lation requires electrical energy and the CO2 emis-

sion factor for this conversion is equal to 0.46 

kgCO2,equi/kWhfin (Istituto Superiore per la Protezione 

e la Ricerca Ambientale, 2021). Based on these fac-

tors, the associated greenhouse emissions were cal-

culated in CO2 equivalents. As shown in Fig. 5, the 

emissions produced by the hemp concrete house 

with lower air infiltration are 8 % and 58 % lower 

than the ones associated with the clay brick house 

and the hemp concrete house with higher air 

 

Fig. 4 - CO2 concentration in the living room of the three investigated configurations 
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infiltration, respectively. These results indicate that 

the operation of hemp concrete buildings with CO2-

based demand-controlled ventilation may have a 

slightly smaller environmental impact than its clay 

brick counterparts. 

Fig. 5 - CO2 equivalent emissions for the three different house con-

figurations 

4. Conclusion

The research presented in this paper aimed to de-

velop an energy model including the CO2 absorp-

tion by hemp concrete to estimate the potential en-

ergy savings achievable in a hemp concrete residen-

tial building with CO2-based demand controlled 

ventilation and compare them with the energy con-

sumption of the same building made of clay bricks. 

The key findings are: 

- Indoor CO2 levels in hemp concrete buildings

are lower than in clay brick buildings due to the

CO2 sequestration capability of hemp concrete.

- In hemp concrete buildings with high air infil-

tration rates, the effect of the CO2 absorption by

the hemp concrete wall may be negligible.

- Regardless of the air infiltration, there is a sig-

nificant difference in the electrical energy re-

quired to run the mechanical ventilation and

maintain the CO2 levels under the 1200 ppm

threshold between hemp concrete and clay

brick houses.

- The operation of hemp concrete buildings with

CO2-based demand-controlled ventilation may

have a slightly lower environmental impact

than the equivalent clay brick buildings.

4.1 Limitations And Future Work 

Estimation of CO2 absorption rate strongly depends 

on the temperature, the relative humidity and com-

position of the hemp concrete. In this study, only 

one type of hemp concrete was investigated, thus 

the results obtained can only be considered for 

hemp concretes with comparable composition. 

Moreover, CO2 measurements in the prototype 

house were conducted from July to October. The 

data collected during those months were averaged 

to estimate an average CO2 absorption rate. How-

ever, this time interval does not represent the full 

year and seasonal variability (i.e., low temperatures 

during winter) could potentially affect the CO2 ab-

sorption rate. Therefore, the CO2 absorption rate av-

eraged over the entire year might be slightly differ-

ent from the estimated value. More studies in which 

CO2 is monitored over a longer period including all 

seasons of the year are needed in order to accurately 

determine the CO2 absorption rate of hemp con-

crete.  
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Nomenclature 

Symbols 

s Thickness (m) 

λ Thermal Conductivity (W/(m K)) 

ρ Density (kg/m3) 

С Specific heat (J/(kg K)) 

U Thermal transmittance (W/(m2 K)) 

Ug Thermal transmittance of glass 

(W/(m2 K)) 

Uf Thermal transmittance of window 

frame (W/(m2 K)) 
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Abstract 

Improving the performance of buildings is a core pillar to 

attaining future energy and environmental goals in differ-

ent countries, considering that the building sector is a ma-

jor contributor in terms of both energy consumption and 

carbon emissions. These ambitious goals and the call for 

smarter, energy-efficient, and flexible buildings have 

called for innovative and scalable energy and indoor ther-

mal comfort modeling and prediction approaches. This 

work presents a fully automated and scalable solution us-

ing Artificial Neural Networks to forecast indoor room 

temperatures in buildings. A case study of an 8500 m2 uni-

versity building in Denmark was considered for testing 

and evaluating the proposed approach. An extensive da-

taset was constructed with sensor data from 76 rooms that 

contain both readings on indoor temperature, CO2 concen-

trations, and actuating signals on radiator valves and 

dampers, as well as outdoor ambient conditions. Using 

this dataset, a well-performing architecture is identified, 

which provides accurate temperature predictions in the 

various rooms of the building for prediction horizons of 24 

hours.  

1. Introduction

Buildings are widely regarded as one of the major 

contributing sectors in terms of both energy con-

sumption and CO2 emissions. Furthermore, future 

energy systems with high fractions of Renewable 

Energy Sources (RES) depend on high demand-side 

flexibility. Therefore, there is a clear need for in-

creasing not only the performance but also the flex-

ibility of buildings. However, to achieve feasible 

and intelligent operation strategies for both cost 

minimization and flexibility services implementa-

tion without compromising the indoor  

comfort levels of buildings, reliable and accurate 

forecasting of building indoor thermal behavior is 

vital. In terms of indoor temperature forecasting, 

Artificial Neural Network (ANN) models have 

shown great potential in capturing the dynamics 

with high prediction accuracy (Alawadi, et al., 

2022). In addition, these models can also be easily 

adapted and scaled up to different building cases.  

This work presents an ANN-based approach that re-

quires no prior specifications for the modeled build-

ing and can achieve accurate indoor temperature 

predictions for long prediction horizons of 24 hours 

or more. The models developed generalize well 

enough to be used for scenario planning and what-

if analyses, e.g., to test the impact of custom setpoint 

and shading schedules on indoor temperature.  

2. Case Definition

The building under consideration in this work is an 

8500 m2 highly energy-efficient university building 

from 2015. It is located in Denmark, and it primarily 

consists of space types such as classrooms, study 

zones, corridors, and offices. In each of these spaces, 

indoor air temperature 𝑇 and CO2 concentration 𝐶 

are measured through installed sensors. In addition, 

each space contains space heaters of specific capaci-

ties with equipped mechanical valves that control 

the water massflow. The position of these valves 

𝑢𝑣 ∈ [0,1] is managed centrally by the Building 

Management System (BMS) with 𝑢𝑣 = 0 meaning 

fully closed with no massflow and 𝑢𝑣 = 1 meaning 

fully open with maximum massflow. The supply 

water temperature is kept constant at approxi-

mately 60 °C. 
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The building is also equipped with a weather station 

that measures outdoor air temperature 𝑇𝑜, longwave 

solar irradiance Φ𝐿, shortwave solar irradiance Φ𝑆, 

and wind speed. The supply air temperature set-

point is constant, at either 21-22 °C, depending on 

each space. The supply and exhaust airflows are 

controlled in each space by the supply and exhaust 

damper positions 𝑢𝑑 ∈ [0,1], with 𝑢𝑑 = 0 meaning 

fully closed with no airflow, and 𝑢𝑑 = 1 meaning 

fully open with maximum airflow. These damper 

positions are also managed through the BMS with 

Demand Controlled Ventilation (DCV), aiming at 

keeping the measured CO2 concentration below 600 

ppm. Finally, each space is also equipped with 

shades that are controlled by the BMS through a po-

sition parameter 𝑢𝑠ℎ ∈ [0,1], with 𝑢𝑠ℎ = 0 meaning 

fully exposed with no shading, and 𝑢𝑠ℎ = 1 meaning 

fully enclosed with maximum shading. The shades 

are controlled based on outdoor and indoor illumi-

nance with a safety roll-up mechanism that sets 

𝑢𝑠ℎ = 0 at wind speeds higher than 15 m/s.  

3. Methodology 

3.1 Model Architecture 

This work makes use of a specific type of ANNs 

called Recurrent Neural Networks (RNN) to model 

the transient temperature dynamics of a room. Spe-

cifically, Long Short-Term Memory (LSTM) net-

works were chosen due to their numerous demon-

strations of adaptability and robustness in time-se-

ries black-box modeling, including indoor environ-

ment modeling (Fang et al., 2021; Mtibaa et al., 

2020). LSTM models are a specific kind of RNN that 

were originally developed to deal with the vanish-

ing and exploding gradient problem of traditional 

RNN models. A detailed explanation of the LSTM 

model is provided in the references (Hochreiter & 

Schmidhuber, 1997; Van Houdt et al., 2020). 

To properly account for all phenomena that can sig-

nificantly influence the energy balance of the room, 

it is very important to choose appropriate dynamic 

inputs for the model. In this work, the inputs are de-

termined by considering the following energy trans-

fer mechanisms: 

- Heat transfer by conduction through external sur-

faces is considered by including indoor air tem-

perature 𝑇, and outdoor temperature 𝑇𝑜 as in-

put. 

- Heat transfer by radiation is considered by in-

cluding longwave solar irradiance Φ𝐿, 

shortwave solar irradiance Φ𝑆, and the position 

of the shades 𝑢𝑠ℎ in the model input. 

- Internal heat gains through occupancy are in-

cluded indirectly by including measured CO2 

concentration 𝐶, and damper position 𝑢𝑑. These 

inputs can, to a certain extent, represent occu-

pancy due to the direct correlation between CO2 

concentration, ventilation airflow, and occu-

pancy presence (Franco & Leccese, 2020). 

- Heat added by the space heater is considered by 

adding the measured valve position 𝑢𝑣 as input, 

which represents the water massflow. The sup-

ply water temperature is constant and does not 

therefore contribute as input.   

- Heat transfer by ventilation is considered by add-

ing the supply and exhaust damper positions 

𝑢𝑑 as inputs, which represent the airflow rates. 

The supply air temperature is constant and 

therefore does not contribute as input. 

The model architecture is seen in Fig. 1 with inputs 

and outputs of the model. As shown, the model con-

sists of two sequential LSTM models, A and B. All 

previously mentioned weather and sensor inputs 

from the previous timestep are fed to LSTM A. In 

addition, the LSTM also receives the cell state vector 

𝑐𝐴,𝑡−1 ∈ ℝ𝑛 and hidden state vector ℎ𝐴,𝑡−1 ∈ [−1,1]𝑛, 

where 𝑛 is a hyperparameter that determines the 

size of these vectors. These two state vectors are an 

integral part of LSTM models. which essentially dic-

tate the state of the system modeled during a given 

timestep. LSTM A outputs 𝑐𝐴,𝑡 and ℎ𝐴,𝑡, which rep-

resents the updated state vectors. 

LSTM B has 𝑛 = 1 and is only given three inputs, the 

cell state 𝑐𝐵,𝑡−1 ∈ ℝ, the hidden state ℎ𝐵,𝑡−1 ∈ [−1,1], 

and the hidden state vector ℎ𝐴,𝑡. LSTM B outputs 𝑐𝐵,𝑡 

and ℎ𝐵,𝑡, which represent the updated state vectors 

of LSTM B. The training task is then to find an opti-

mal set of parameters in LSTM A and B to minimize 

the error between ℎ𝐵,𝑡 and the chosen prediction tar-

get over multiple sequences of data. 
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Fig. 1 – Model architecture with inputs and outputs of the sequential LSTM models, A and B 

In the studies reviewed, the prediction target of the 

learning algorithms employed was indoor tempera-

ture in all cases. During initial testing, it was found 

that this configuration yielded good prediction re-

sults when testing with historical data as input. 

However, it was found that the models generalized 

poorly when fed with custom inputs instead of his-

torical data, e.g., when using the model for setpoint 

control, as shown later in Section 4.2. When collect-

ing operational data from a building, the actuation 

signals, e.g., valve positions, are typically directly 

correlated with indoor temperature through a ther-

mostat with a simple control law, e.g., in the form of 

a Proportional (P) or Proportional Integral (PI) con-

troller. Therefore, if the prediction target is temper-

ature, the model will likely overfit the specific mode 

of operation that is reflected in the historical data 

used to train and test the model. We hypothesize 

that the model essentially learns to map the inverse 

control law of the thermostat instead of the actual 

thermal physics of the room. In this work, we are 

proposing that the model should predict the indoor 

temperature change Δ𝑇 instead of the actual temper-

ature value, as this disrupts the direct correlation 

that is otherwise present between input and output. 

3.2 Data Preprocessing 

The dataset was constructed with all the weather 

and sensor readings introduced for 76 rooms in the 

case study building at a 10- minute interval for two 

years spanning January 1st 2018 to December 31st 

2019. The raw data were pretreated and validated to 

ensure that proper and clean data were used. Fol-

lowing this, all inputs were min-max scaled be-

tween -1 and 1. After preparing the dataset, 24-hour 

sequences of 144 timesteps with no missing data 

were selected to form a collection of sequences for 

each space. In Fig. 2, the distribution of data se-

quences available among spaces is shown monthly. 

As shown, the number of sequences varies between 

rooms. The month with the most data is January, 

with a median of about 6000 sequences, while the 

month with the least data is August, with a median 

of about 3000 sequences.  
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Fig. 2 – Number of sequences available per space for each month 

Fig. 3 – Number of sequences available per space for each season 

In Fig. 3, the distribution is shown on a seasonal 

level. Here, the dataset generally appears to be more 

balanced with less variation. Hence, it is expected 

that the constructed datasets have enough diversity 

to cover most of the seasonal variance in the opera-

tion and thermal dynamics of the building.  

3.3 Training and Testing Method 

After preprocessing, the data is split into training, 

validation, and testing data sets with the splits [2/3, 

1/6, 1/6], respectively. These data splits were care-

fully designed to ensure no overlap between se-

quences in the three data sets, while ensuring that 

seasonal and monthly variations are reflected in 

each dataset. For training, the machine-learning li-

brary Pytorch was used with Stochastic Gradient 

Descent (SDG) as optimizer, a momentum of 0.9, a 

batch size of 32, and a learning rate of 10−1. The size 

𝑛 of cell state 𝑐𝐴 and hidden state ℎ𝐴 was set to 20 for 

all space models.  

During training, the model loss was evaluated on 

the validation dataset and saved at every 64th gradi-

ent update. At every 3000th gradient update, a copy 

of the model was saved, along with an average of 

the last 100 validation loss evaluations. After 

100,000 gradient updates, the model with the lowest 

saved validation loss was selected. If the model had 

not converged after 100,000 gradient updates, the 

procedure was repeated up until 400,000 gradient 

updates. This approach was used to train models for 

all 76 spaces. To properly test the trained space 

models, two modes of operation were presented. 

The first mode was aimed at assessing the prediction 

accuracy of the space models given historic inputs. 

Here, the developed models were employed in a 

closed-loop configuration, as shown in Fig. 4, where 

future temperature predictions were based on past 

predictions. Perfect forecasting was assumed by 

feeding historical data for all weather and sensor in-

puts, except for the indoor temperature.  

Fig. 4 – Closed-loop configuration designed to forecast indoor tem-

perature for an arbitrary number of timesteps 

The model then, for each timestep, predicted the 

temperature change to obtain the indoor tempera-

ture of the next time step, which was fed back to the 

model. This could be repeated as long as historical 

inputs were available. By repeating this for all 

timesteps in a simulation period, the produced tem-

perature profile could then be compared with the 

actual measured temperature profile of the room to 

assess the prediction accuracy of the space model.  

The second mode of operation was aimed at testing 

whether the developed space models generalize 

well enough to provide reasonable predictions un-

der unseen operational conditions. Here, custom in-

puts were thus be fed to the model to observe the 

response. This was a very important property that 

made it possible to use the model for testing differ-

ent operational strategies or what-if scenarios and 

their influence on indoor comfort in a safe environ-

ment.  
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Fig. 5 – Closed-loop configuration designed for temperature set-

point control through the valve position of the space heater 

In this work, two model inputs were considered for 

this purpose; 𝑢𝑣 and 𝑢𝑠ℎ. In one simulation, the 

space heater valve position input 𝑢𝑣 was con-

structed by implementing the space models in a 

closed-loop configuration for temperature setpoint 

control, as shown in Fig. 5. Here, all inputs were his-

torical except for 𝑢𝑣 and temperature 𝑇. The imple-

mented controller was a simple proportional con-

troller that each timestep scales the input signal 

𝑢𝑣,𝑡−1 proportionally to the error 𝑒𝑡−1 = 𝑇𝑠𝑒𝑡 − 𝑇𝑡−1, 

where 𝑇𝑠𝑒𝑡 was the temperature setpoint in the 

room. In another simulation, the shades position in-

put 𝑢𝑠ℎ was constructed by implementing a simple 

predetermined schedule that operates based on the 

time of the day. All inputs except for 𝑢𝑠ℎ and 𝑇 were 

thus historical.  

4. Results and Discussion

4.1 Quantitative Performance Assessment 

First, the quantitative model performance was eval-

uated by using the first mode of operation as de-

scribed in Section 3.3. Here, the Mean Absolute Er-

ror (MAE) between measured indoor temperature 

and predicted temperature was calculated for each 

space model across all 24-hour sequences in the test 

dataset. Fig. 6 shows the performance of each 

trained space model. Specifically, it shows the rela-

tionship between MAE, Standard Deviation of pre-

diction targets 𝜎(Δ𝑇), and number of sequences 𝑁𝑠. 

The three marked space models were used for a 

qualitative performance assessment in Section 4.2. 

As seen in the figure, most of the space models 

(~86 %) achieve MAE values below 0.5 °C, which is 

lower than the required measurement accuracy of 

temperature sensors of ± 0.5 °C (ISO, 1998).  

Fig. 6 – Relationship between Mean Absolute Error MAE, Standard 

Deviation of prediction targets 𝜎(Δ𝑇), and number of sequences 

𝑁𝑠. The three space models chosen for qualitative assessment are 

marked 

The best performing space model represents an of-

fice with 𝑁𝑠 = 66297 and MAE = 0.17, while the 

worst performing model is of a classroom with 𝑁𝑠 =

24210 and MAE = 0.88. As seen from the colormap 

in Fig. 6, there seems to be a negative correlation be-

tween the prediction error and the number of se-

quences available, agreeing with the general notion 

in machine-learning, that more data yields lower 

prediction error and better model generalization. 

Therefore, it is expected that the poor-performing 

space models could attain similar performance with 

more data. Furthermore, there seems to be a positive 

correlation between prediction error and the varia-

tion observed for the prediction target Δ𝑇. This 

means that the prediction error will be higher for 

datasets that have a more fluctuating temperature 

profile. This is to be expected, as a fluctuating in-

door temperature is generally harder to predict than 

a steady temperature.  

4.2 Qualitative Performance Assessment 

And Applications 

To provide a qualitative performance assessment of 

the models developed, three case study spaces were 

selected, one classroom and two offices, as also 

marked in Fig. 6. For each of these space models, a 

winter period and a summer period of 24 hours 

were chosen to evaluate how the space models per-

form under different ambient conditions. The mod-

els were first simulated for these periods using the 

first mode of operation, as explained in Section 3.3. 
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Fig. 7 – 24-hour temperature forecast in a winter month compared with actual measured temperature. The weather input is shown on the plot  

furthest to the right, while the individual inputs for the three selected space models are shown on the plots to the left  

Fig. 8 – 24-hour temperature forecast in a summer month compared with actual measured temperature.  The weather input is shown on the plot 

furthest to the right, while the individual inputs for the three selected space models are shown on the plots to the left  

For the winter simulation, the results are shown in 

Fig. 7, with the weather inputs in the plot furthest to 

the right, while the results for each of the three cho-

sen rooms can be seen on the left. As seen, all three 

space models accurately predict the indoor temper-

ature, although Office 1 seems to slightly overesti-

mate the temperature during the last 6 hours. The 

space heater valve position has a clear significance 

in all three spaces, where the general trend is that 

𝑢𝑣 = 0 results in decreasing room temperature, 

while 𝑢𝑣 > 0 results in increasing room tempera-

ture. The models are also able to account for heat 

gains and heat losses associated with occupancy 

and ventilation. This is mostly seen in the Class-

room and Office 1 in the period from 09:00 to 15:00, 

where the CO2 concentration rises above 600 ppm 

and the dampers are positioned at around 50 %. 

Here, the model correctly predicts that the indoor 

temperature increases, although the space heater is 

not in operation. The shades are all rolled up (𝑢𝑠ℎ =

0) as they have no desirable effect during winter. 

Moving to the simulation results for the summer pe-

riod, the results are shown in Fig. 8. The weather 

data inputs are again seen on the plot furthest to the 

right, where the ambient temperature and irradi-

ance levels are much higher compared with the win-

ter period. As seen, this has a significant impact on 

the predicted and actual temperatures in the three 

spaces, especially for Office 1, where temperatures 

are above 30 °C during the whole 24 hour-period. 

The cause for large differences in both shape and 

peaks of the temperature profiles was different ori-

entation, shading, and geometrical properties of the 

spaces. As seen, all three space models have learned 

to correctly account for these properties and pro-

vide accurate predictions for all 24 hours, although 

Office 1 slightly underestimates the temperature 

during the first 12 hours of the period. From the CO2 

levels, which have a very constant profile of around 

450 ppm, the occupancy appears to be close to zero. 

However, this is expected during July and August, 

where the students are on summer leave. The 

shades are, to some extent, utilized in the Classroom 

and Office 2. However, it is expected that the high 

temperatures could be mitigated even more, by in-

creasing the duration of the shades being rolled 

down (𝑢𝑠ℎ = 1). This will be investigated further in 

the following analysis. 
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Fig. 9 – 24-hour setpoint control in a winter month. The weather input is shown on the plot furthest to the right, while the individual inputs for 

the three selected space models are shown on the plots to the left along with the predicted temperature and the setpoint  

Fig. 10 – 24-hour shades control in a summer month. The weather input is shown on the plot furthest to the right, while the individual inputs for 

the three selected space models are shown on the plots to the left along with the predicted temperature. The original measure d temperature in 

this period is shown as a reference 

As just demonstrated, the models perform well 

when predicting temperatures under historical con-

ditions. However, to demonstrate the applicability 

of the models, the second mode of operation, as pre-

sented in Section 3.3, was employed. The tempera-

ture setpoint control was implemented for the same 

winter period as shown in Fig. 7, while the shades 

control was implemented for the same summer pe-

riod as shown in Fig. 8.  

The results for the temperature setpoint control are 

shown in Fig. 9. As seen, the setpoint was varied, 

depending on the time of day. From 06:00 to 18:00, 

the setpoint was 23 °C, while from 18:00 to 06:00, the 

setpoint was 20 °C. The controller adapted to these 

setpoint signals by varying the valve position ac-

cordingly. For all three spaces, the valve was closed 

during the night, where the temperature was al-

lowed to decrease. At 06:00, when the setpoint was 

raised to 23 °C, the valve was opened, and the in-

door temperature increased until around 12:00, 

where the indoor temperature in all three rooms 

reached the specified setpoint. At this point, the 

valve position was operated between 0 and 1 in an 

attempt to keep the indoor temperature at the set-

point. For Office 2, it was noticed that the tempera-

ture and valve position profile was smoother com-

pared to the Classroom and Office 1, which had 

small fluctuations in temperature. However, as 

seen, the Classroom and Office 1 also had more dis-

turbances in the form of varying CO2 levels and ven-

tilation airflows. Despite these disturbances, the 

simple controllers managed to keep the temperature 

at 23 °C in all three space models until 18:00, where 

the setpoint was again decreased to 20 °C. Here, the 

valve was again shut, and the temperature started 

to decrease. 

Moving on to shades control during the summer pe-

riod, the results are shown in Fig. 10. Here, the 

shades were rolled down (𝑢𝑠ℎ = 1) from 06:00 to 

18:00 and rolled up (𝑢𝑠ℎ = 0) from 18:00 to 06:00. 

This had a significant effect on the predicted indoor 

temperature when compared with the original 

measured temperature (temperature reference), 

where the duration of shading was very limited. The 
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effect was very clear for Office 1, where the peak at 

17:00 shifted from around 33 °C to 30 °C. The Class-

room and Office 2 also had a reduced temperature 

response, although not as significant as Office 1.  

5. Conclusion 

In this work, a fully automated and scalable ap-

proach for temperature forecasting in buildings was 

presented and assessed. The presented method re-

lied on ANNs in the form of two sequential LSTM 

models to predict temperature change within a 

room, given weather data and sensor inputs such as 

space heater valve positions, damper positions, 

shades positions, and CO2 concentration. Hence, the 

developed approach needed no prior information 

about the building such as geometry, material prop-

erties, design data, etc.  

The methodology developed was implemented con-

sidering 76 rooms of an 8500 m2 university building 

in Denmark with 86 % of the rooms achieving a 

Mean Squared Error of less than 0.5 for 24-hour fore-

casting. The difference in prediction performance 

between space models was explained by differences 

in the amount of data available. However, more 

work is needed to identify more robust criteria con-

cerning the amount, type, and quality of data that is 

needed to obtain accurate space models. The ap-

plicability of the models was demonstrated by im-

plementing three selected models in a closed-loop 

setpoint control configuration for a 24-hour winter 

period. Additionally, different shading schedules 

were also explored to show their impact during a 24-

hour summer period.  

In line with the emerging initiatives toward digital-

ization of the building sector, building digital twins 

has promising technical and economic impacts. In 

this context, a fully scalable and automated energy 

modeling approach is vital, so that these twins can 

provide a robust, generic, and effective solution for 

various applications in the building sector. The 

modeling approach proposed in this study serves as 

a core for future building digital twin development 

and could be used as a backbone for various auto-

mated services, including performance monitoring, 

scenario assessment, and operational management. 
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Abstract 

Building energy simulations are a key tool in designing 

high performance buildings capable of facing the future 

challenges and in helping emission reduction targets to 

be met. Currently, thermal properties of materials used in 

most building energy simulations are assumed to be con-

stant and not dependent on moisture content and tem-

perature. Heat and moisture dynamic transfer models 

allow a simulation of building envelope performance 

considering thermal resistance reduction due to moisture 

effects. These models are generally considered more ac-

curate than the heat transfer models, and they could be 

used to simulate the heat transfer (increased by water 

vapor storage) and the moisture buffering effect on the 

indoor environment. For the simulation to be performed, 

hygrothermal material properties should be known as 

functions of moisture content. Nevertheless, hygrother-

mal material properties are rarely available and correla-

tions from the literature have to be used. In this study, 

the moisture storage curves of CLT, OSB and two types 

of wood fibre insulation have been measured with a dy-

namic vapor sorption analyser. The other hygrothermal 

properties are estimated from values measured in previ-

ous studies or taken from the literature. The simulations 

of two small single room buildings in four Italian loca-

tions are performed with the software EnergyPlus, con-

sidering an ideal HVAC system, to calculate the heating 

and cooling needs of the building. The HAMT (heat and 

moisture transfer) module of EnergyPlus is used. With 

the results presented in this study, it is possible to evalu-

ate how an approximated curve affects the results of a 

whole-building simulation in terms of wall average water 

content, indoor air relative humidity and heating/cooling 

loads. 

1. Introduction

The energy required for heating and cooling build-

ings is a large fraction of the total consumption and 

therefore of greenhouse gas emissions. These emis-

sions need to be reduced as soon as possible and 

Building Energy Simulation (BES) methods are 

essential for designing high performance buildings 

and predicting their energy needs. Researchers and 

practitioners are using dynamic detailed building 

energy models that consider the transient behavior 

of the building envelope and of the HVAC systems 

to minimize the carbon emissions and reduce the 

energy demands during both heating and cooling 

seasons. When the building envelopes are com-

posed of porous materials, water vapor diffusion 

plays a significant role in heat transfer. The main 

effect on the materials is the increase of the value 

of thermal conductivity, which results in larger 

heat losses during the heating season and larger 

heat gains during the cooling one (Danovska et al., 

2020a and 2020b). Using the appropriate software, 

it is possible to model whole buildings using heat, 

air and moisture transfer models (HAMT) for the 

building envelope, calculating the effects of mois-

ture diffusion and storage in building materials 

(Libralato et al., 2021a and 2021b), as well as the 

moisture buffering effect on the air conditions of 

the thermal zones (Zu et al., 2020). 17 BES tools 

based on HAMT models (including EnergyPlus) 

are presented in Woloszyn and Rode (2008), defin-

ing a benchmarking process included in IEA EC-

BCS Annex 41. All these models require advanced 
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hygrothermal material characterizations, which are 

possible with time-consuming testing activities. 

The thermal and hygroscopic properties of the ma-

terials have to be tested at different temperatures 

and moisture contents, often requiring months of 

conditioning in climatic chambers (depending on 

the size of the samples). 

This research is focused on the comparison be-

tween Moisture Sorption Curves (MSCs) interpola-

tion models (Fig. 1), commonly used for timber 

materials when few Equilibrium Moisture Content 

(EMC) values are available. The study is based on 

the MSCs of four wood-based materials, measured 

at the Thermal Systems Laboratory of the Universi-

ty of Udine, and the thermal conductivity of three 

of the same set of materials, previously measured 

at different moisture contents and temperatures at 

the Building Physics Laboratory of the Free Uni-

versity of Bozen-Bolzano (Danovska et al., 2020a 

and 2020b). 

First, the points of the moisture curve are meas-

ured using a Dynamic Vapor Sorption (DVS) ana-

lyser. Then, a piece-wise linear curve is developed 

to represent a MSC starting from the measured 

points. At this stage, using only three EMC points 

from the measured ones, three commonly used 

MSC models are adopted to interpolate the values. 

Finally, two small single-zone buildings are simu-

lated in four locations, using the 4 MSC modeling 

approaches and comparing the results. The simula-

tion tool used is EnergyPlus (version 9.5). 

 

 

Fig. 1 – Study procedure scheme. In this study the effects of the 

choice of the function interpolation of MSC are quantified in terms 

of energy demands and indoor air conditions 

The effect of HAMT models on BES energy con-

sumption results has been already studied in the 

literature (Yang et al., 2015), finding differences of 

5-10 % from the thermal simulations. The aim of 

this comparison is to assess to what extent an ap-

proximated sorption curve can alter the results of a 

whole-building hygrothermal simulation. Indeed, 

little information exists in the literature on the in-

fluence of different MSCs on BES. 

The topic of the effects of MSC has been mainly 

tackled when considering moisture hysteresis in 

HAMT wall simulations for moisture-related risk 

analysis or for moisture buffering evaluations 

(Berger et al., 2020; Libralato et al., 2021a; Scheffler, 

2008), comparing the effects of including hysteresis 

sorption models in the material sorption process. 

In this paper, hysteresis will not be considered, 

since EnergyPlus cannot model moisture hystere-

sis, but the adsorption and desorption curves of the 

materials will be taken into account separately. 

2. Material Characterization 

To perform heat and moisture transfer transient 

simulations, knowledge of several hygro-thermal 

material properties is required. In this study, the 

MSCs and thermal conductivities are obtained from 

measurements, while heat capacity and vapor per-

meability is taken from the literature. The study is 

limited to the hygroscopic range (under 95 % RH). 

The MSCs of four materials were measured using 

the Proumid VSORP basic DVS analyser (Fig. 2). 

The instrument was set to perform gravimetric 

tests of the five samples every 20 minutes in a 

small climatic chamber with controlled dry bulb air 

temperature (T) and relative humidity (RH). T and 

RH being kept constant, and the samples are 

weighed until they reach equilibrium conditions. 

This procedure is performed automatically for eve-

ry point of the MSCs. The environment was set to 

23 °C and the relative humidity was set sequential-

ly to 0 %, 30 %, 40 %, 50 %, 60 %, 70 %, 80 %, 90 %, 

80 %, 70 %, 60 % and 50 % RH. The air RH is kept 

constant until the equilibrium condition is met by 

all the samples. The equilibrium condition is set to 

a mass change lower than 0.01 % in 350 minutes. 

The balance resolution is 0.1 mg. The whole test 

lasted approximately 42 days for a total of 12 EMC 

points. 
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The measurement procedure used differs from the 

standard ISO 12571 (CEN, 2021) on the following 

points:  

- the sample’s mass shall be at least of 10 g, and

100 mm x 100 mm if the material has a density

lower than 300 kg/m3. Smaller samples can be

used but it should be demonstrated that the

result will not be affected;

- three samples shall be tested for each material;

- the equilibrium is reached when three consec-

utive weights, made 24 h apart, differ less than

0.1 % of the total mass;

- the starting point for the desorption curve

should be at least 95 % RH.

Using the DVS analyser in place of the standard 

procedure removes the error caused by moving the 

sample from the controlled air environment to the 

scale, and reduces the time required by the test. 

Fig. 2 – Experimental device (Vsorp Basic dynamic vapor sorp-

tion analyser) and studied samples of wood-based materials 

The materials studied (Fig. 2) are spruce timber 

(used for Crossed Laminated Timber (CLT) panels), 

Orientated Standard Board (OSB), Low-density 

Wood Fibre (LWF) and High-density Wood Fibre 

(HWF). Since the instrument can measure 5 sam-

ples at the same time, two samples of CLT are test-

ed and the MSCs used in the simulations is ob-

tained averaging the two values. 

The dry weight, volume, and free saturation mois-

ture content of the samples are presented in Ta-

ble 1. The dry weight is obtained after conditioning 

the samples at 0 % RH at 23 °C. The free saturation 

moisture contents of the five samples are obtained 

from the weight of the samples submerged in wa-

ter until the weight variation is under the 0.1 %. A 

scale with 0.01 g resolution is used. The results of 

the sorption analysis are presented in Fig. 3. The 

EMCs of the five samples for the adsorption pro-

cess are measured starting from the dry state up to 

the 90 % RH, and for the desorption process, start-

ing at 90 % RH and back to 50 % RH. 

Table 1 – Sample description 

Sample 

ID 

Dry weight 

[mg] 

Volume 

[mm3] 

Sat. M.C. 

[mg] 

CLT1 7577.0 14570 13270 

CLT2 7094.2 15850 14740 

OSB 8632.1 18045 19890 

LWF 2449.5 47740 41410 

HWF 8654.5 80686 46390 

Fig. 3 – Adsorption and desorption curves measured for the five 

samples 

2.1 Other Hygrothermal Properties 

The thermal conductivity and specific heat values 

of the materials are taken from (Danovska et al., 

2022), except for the OSB values which are ob-

tained from the correlation reported in (Vololonor-

ina et al., 2014) at 25 °C. The values of thermal 

conductivity are measured at different moisture 

contents and temperatures, but for this paper only 

the values at 20 °C with different moisture contents 

are considered. As an overall description of the 

materials, the hygrothermal properties are present-

ed in Table 2. The values of permeability μdry and 

specific heat cdry of the dry materials are taken from 

(Carbonari, 2010), except for OSB, which is from 

(Igaz et al., 2017). 
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Table 2 – Hygrothermal properties of the materials 

Material 
λdry 

[W m-1K-1] 

ρbulk 

[kg m-3] 
cdry 

[J kg-1 K-1] 

μdry 

[-] 

CLT 0.104 467 1380 34 

OSB 0.096 478 1287 46 

LWF 0.039 51 2100 6 

HWF 0.048 107 1380 6 

The values of density ρbulk are calculated from Ta-

ble 1. The values of μ used in the models are de-

pendent on the moisture content and are described 

by linear piecewise functions connecting the values 

presented in (Vololonorina et al., 2014). The values 

of the vapor resistance factor at 0 % RH, μdry are 

presented in Table 2. 

2.2 Moisture Sorption Curve Functions 

In this study, four types of MSC interpolation are 

compared: 

1 - Piecewise linear function (PLF) 

2 - Brunauer–Emmett–Teller model (BET) 

3 - Guggenheim-Anderson-de Boer model (GAB) 

4 - Modified BET (B80) 

The PLF case is obtained from the list of measured 

points. The interpolated EMC are calculated be-

tween the known points with a linear interpolation. 

The BET and the GAB model isotherm functions 

are considered in the form described in (Thybring 

et al., 2021) and they are used to obtain a correla-

tion for the MSCs from three points of the meas-

ured EMC values series using the parabolic form 

presented also in (Thybring et al., 2021). The B80 

modified BET model is presented in (Künzel, 1995) 

and it is used in the WUFI software family to de-

fine the unknown MSCs. The parameters of the B80 

curve are defined by the EMC at 80 % RH and by 

the free water saturation point, set at 100 % RH, 

therefore it is the only function in this study that 

includes information on the over-hygroscopic 

range. The analytical curves obtained are used to 

define the sorption curve in EnergyPlus in the hy-

groscopic range for both adsorption and desorp-

tion curves. Fitting the values of EMC is commonly 

done when only few measured EMC are available. 

Therefore, to perform this situation, 3 EMC values 

are used to calculate the functions’ parameters. The 

GAB and BET adsorption curves are fitted to the 

EMC values of 30 %, 50 % and 80 % RH, while the 

desorption curves are fitted to the 50 %, 70 % and 

80 % RH points. 

3. Simulations

To perform a simple comparison a modified ver-

sion of the BESTEST Common Exercise 600 (Fig. 4) 

is used as test building (ANSI/ASHRAE, 2017). 

Fig. 4 – The BESTEST 600 geometrical model is used for the 

simulations. The model is a single room building with two large 

windows facing South 

To evaluate the effects of the variation of the MSCs, 

the Heat Balance Algorithm is set to the Combined 

Heat and Moisture Finite Element model. Then the 

materials’ MSCs are defined with 22 points (Ener-

gyPlus allows a maximum of 25 points). The 22-

point definition of the MSCs GAB, BET and B80 is 

obtained from this subdivision of the RH range: 

every 10 % RH up to the 70 % RH, while from 72 % 

RH to 96 % every 2 %; the last point of the moisture 

curve is set at 100 % RH to the free water saturation 

point. The liquid conduction coefficients are set to 

0 to avoid the over-hygroscopic moisture transport. 

Constant infiltration is set to 0.5 ACH and the in-

ternal sensible heat gains are set (as the BESTEST 

case) constantly to 200 W (60 % radiative, 40 % 

convective, 0 % latent). The weather files used are 

the ASHRAE IWEC (International Weather for En-

ergy Calculation) files for the locations of Milan, 

Rome, Palermo and Venice. Annual average T, RH 

and total solar horizontal irradiation IG of the 

weather files are presented in Table 3. The initial 

water content for every material is set to the EMC 

value correspondent to the 50 % RH value of the 

adsorption PLF MSC. 
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Table 3 – Weather files: average temperature and relative hu-

midity, and total solar horizontal irradiation 

Location 
T 

[°C] 

RH 

[%] 

IG 

[MWh/m2] 

Milan 11.8 75 1.29 

Palermo 18.8 74 1.69 

Rome 15.8 78 1.46 

Venice 13.2 77 1.15 

Two construction types are set as external vertical 

walls (yellow walls in Fig.4): a CLT wall and a 

frame wall, while the floor and the roof construc-

tions are the same for both cases. The build-ups of 

the two walls are described in Table 4.  

Table 4 – Wall types 

Wall type Material layers d [cm] 

CLT wall 

U = 0.26 W/(m2K) 

OSB (external layer) 2 

LWF 10 

CLT 10 

Frame wall 

U = 0.37 W/(m2K) 

OSB (external layer) 2 

HWF 10 

OSB 2 

Floor and Roof 

U = 0.31 W/(m2K) 

Barrier (external layer) - 

HWF 10 

LT 10 

A vapor barrier (Sd = 1500 m), not defined in the 

BESTEST, is added on the external side of the floor 

and of the roof, to remove the influence of the 

ground and of the roof. The floor external surface 

is set as adiabatic. An ideal heating and cooling 

system is set to maintain the internal temperatures 

between 20 °C and 27 °C, without air humidity 

control, and the heating and cooling demand is 

calculated. There are six warmup days required by 

EnergyPlus to reach convergence not reported in 

the results. 

4. Results

In this section, first the MSC fitted curves are com-

pared with the measured PLF curves, then the ef-

fects of using different MSCs in EnergyPlus HAMT 

whole building simulations are presented. 

4.1 Fitting Evaluation 

The curves fit the experimental points differently: 

from Fig. 5 it could be observed that the GAB mod-

el tends to follow the measured points, but it does 

not increase the EMC values after 90 % RH. Differ-

ently, the BET and B80 curves always have lower 

EMC for values of RH lower than 80 %. 

On one hand, the B80 function is constrained at the 

EMC for 80 % RH and at 100 % RH and over-

estimates the values at 90 % RH. On the other 

hand, the BET curves overestimate also the 80 % 

RH. It should be also noted that the LWF adsorp-

tion GAB curve is above the desorption curve after 

the 80 % RH, being the only case where the GAB 

curve shows high moisture contents in the higher 

RH values. 

Depending on the RH range used in the simula-

tions, the material will have different moisture 

contents. In the cases studied, the room air RH is 

calculated to be between 30 % and 60 %, therefore, 

the representativeness is evaluated only up to 

70 %. To evaluate the goodness-of-fit, the differ-

ence (in terms of moisture content) between the 

curves (BES, GAB and B80) and the EMC measured 

points (PLF) is calculated for each measured point 

of the desorption and adsorption curves, up to 

70 %. The average of the differences is presented in 

Fig. 6. The GAB curves are the closest to the meas-

ured points, except for the LWF curve. The BET 

and B80 curves have higher differences, therefore 

larger differences are expected in the simulation 

results. Despite the constraint at 80 % RH, the B80 

curves have larger average distances from the 

measured points. 
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Fig. 5 – Measured (PLF) adsorption and desorption curves, BET, 

GAB and B80 (adsorption and desorption) curves for the four 

considered materials 

 

Fig. 6 –Absolute average distance from measured points of the 

MSCs considered. The differences are expressed in percentage 

mass/mass and the points from 0 % to 70 % RH are considered 

 

4.2 Simulations 

The results of the simulations follow the expecta-

tions of the differences presented in Fig. 6. The 

hourly values (Fig. 7) show that the moisture con-

tents calculated with the measured curves are al-

most overlapping the values obtained using the 

GAB curve for both adsorption and desorption. 

The other results follow the order of the CLT sorp-

tion curves: ADS-B80, DES-B80, then ADS-BET and 

DES-BET, ADS-GAB and ADS-PLF (whose line is 

covered by the ADS-GAB), and, finally, DES-GAB 

and DES-PLF. 

 

Fig. 7 – Hourly average water content of 1 m2 of the North-facing 

wall for the CLT wall building simulation in the Milan weather file. 

The visualised values start after the 6-day warm-up period and 

are expressed in %kgwater/kgdry 

In Fig. 8, the annual mean values are reported for 

both wall typologies and for all the other climates 

considered. The relative positions of the MSCs seen 

in Fig. 6 are confirmed. Similar results with similar 

values are obtained for the Frame wall case (not 

reported here). When considering the heating and 

cooling demands, the simulations with MSCs with 

higher EMC values are expected to have larger 

values of energy needs, and lower energy needs for 

lower EMC, since the thermal conductivity is de-

pendent on the moisture content of materials. 

Moreover, also the effects of latent heat transfer 

should be expected, especially when the effect of 

initial moisture content is present. 

 

Fig. 8 – Annual mean water content of 1 m2 of the North-facing 

wall for the CLT wall building simulation in the Milan weather file 

362



Effects of Different Moisture Sorption Curves on Hygrothermal Simulations of Timber Buildings 

Heating and cooling demands are also influenced 

by the latent loads due to the walls drying or ad-

sorbing air moisture to reach EMC; this resulted in 

larger heating loads for the simulations with MSCs 

with lower EMC values and vice versa. The differ-

ences among the loads of the studied cases are the 

combination of the effect of the conductivity reduc-

tion and the effect of latent loads provided by the 

moisture migration from the walls. The results for 

the adsorption and desorption curves are present-

ed as annual energy demands in Table 4 (CLT wall) 

and Table 5 (frame wall). In most of the cases, the 

energy demands values are higher for the adsorp-

tion curve results, except for the CLT cooling de-

mands of Venice, Rome and Palermo, and the heat-

ing demands in Milan. 

Table 4 – Annual heating and cooling demands calculated for the 

CLT wall with the adsorption and desorption PLF MSC 

Location Heating demand 

[kWh/(m2 yr)] 

Cooling demand 

[kWh/(m2 yr)] 

ADS DES ADS DES 

Milan 21.77 21.80 32.40 32.32 

Venice 20.98 20.75 27.75 27.77 

Rome 4.19 4.05 40.16 40.19 

Palermo 0.17 0.16 56.45 56.61 

Table 5 – Annual heating and cooling demands calculated for the 

frame wall with the adsorption and desorption PLF MSC 

Location 

Heating demand 

[kWh/(m2 yr)] 

Cooling demand 

[kWh/(m2 yr)] 

ADS DES ADS DES 

Milan 28.22 27.95 33.54 33.28 

Venice 26.05 25.80 28.11 27.89 

Rome 7.52 7.34 40.48 40.19 

Palermo 0.69 0.65 56.03 55.90 

The desorption curves have higher moisture con-

tents, and this is expected to lead to higher de-

mands, caused by higher thermal conductivity val-

ues of the envelope materials. However, when the 

loads due to the drying process are larger, the re-

sulting effect is the opposite. The charts in Fig. 9 

show the deviation from the adsorption and de-

sorption results obtained using MSC fitting curves. 

In these charts the difference for the adsorption 

and desorption fitting curves is calculated from the 

results of the adsorption and desorption PLF 

curves, respectively. The calculated differences for 

the heating demands are all below 1.2 kWh/m2, 

with Milan CLT ADS-BET having the highest cor-

responding to a deviation of 5 % from the PLF val-

ues. The higher relative deviations are found for 

Palermo CLT DES-B80 (38 % of 0.16 kWh/(m2 yr)) 

due to the very low heating loads. The cooling 

loads differences are below 1 kWh/m2 (e.g., for 

Milan frame wall DES-B80), which is also the max-

imum relative difference (2.5 %). As expected, in 

every case, the GAB model produces the lowest 

differences, while the B80 the largest. The negative 

values of the CLT wall cooling demands are caused 

by the drying process due to the initial moisture 

contents of the walls. To verify this, multi-year 

simulations have been performed (removing the 

dependence on the initial moisture content), ob-

taining positive differences in the last year of the 

simulations. 

The effect of the MSCs on the internal environment 

for the CLT wall case is presented in Fig. 10. While 

the internal temperature values are controlled by 

the ideal heating and cooling system, the relative 

humidity is influenced by the constant air infiltra-

tion and by the moisture buffering effect of the 

building materials on the internal environment. 

The results show that the MSCs compared can also 

have an influence on the annual average moisture 

content. The variation due to the MSC of the aver-

age value is less than 2 % RH, while the maximum 

values have variations up to 4 % RH. The mini-

mum annual average values are found for the CLT 

ADS-B80 case (e.g., 41.3 % RH in Milan), while the 

maximum is found for CLT DES-GAB (e.g., 43.0 % 

RH in Milan). The ADS simulations have 1 % RH 

higher values than the respective DES simulations, 

and the BET and B80 have higher values than PLF 

and GAB. Sorption curves with lower EMC ob-

tained lower wall moisture contents (Fig. 8) and 

higher air RH values. 
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Fig. 9 Annual heating and cooling demands deviations. The dif-

ferences of the ADS and DES fitting curves are calculated from 

the respective ADS and DES PLF curves (Table 5) 

 

 

Fig. 10 – Annual average indoor air RH calculated with different 

MSCs at different locations. The error bars indicate the annual 

hourly maximum and minimum RH values 

5. Conclusions 

In this preliminary research the moisture adsorp-

tion and desorption curves of four wood-based 

building materials have been measured with a DVS 

analyser. The measured values have been com-

pared with three commonly used fitting functions 

based on different MSC models. 64 simulations of a 

small building have been performed, with two dif-

ferent envelopes composed of the materials ana-

lysed, in four Italian locations, for four MSC fitting 

curves, for both adsorption and desorption curves. 

The simulations have been performed with the 

software EnergyPlus considering moisture de-

pendent hygrothermal material properties.  

The effects of every fitting function on the results 

of the simulation have been quantified in terms of 

heating and cooling annual demands, moisture 

content in walls and air relative humidity. The 

main findings are: 

- The GAB function represents better the meas-

ured EMC in the hygroscopic range. 

- For the studied cases, using the BET and B80 

functions in hygrothermal building energy 

simulations caused errors in the heating de-

mand up to 1.2 kWh/(m2 yr) (case of CLT simu-

lation in Milan, with 5 % difference from the 

same PLF case) and 1 kWh/(m2 yr) in cooling 

demands (Milan frame wall DES-B80, with 5 % 

difference from the same PLF case). 

- When considering the internal annual average 

air relative humidity, the influence of the fit-

ting function is found to be of 2 % RH, and of 4 

% RH on the annual maximum values. 

In conclusion, the differences are of a small order, 

and could be of interest when high precision re-

sults are required (for example, with high perfor-

mance buildings, in risk evaluations, or in model 

calibration procedures). The desorption curves, as 

expected, led to the calculation of higher moisture 

contents and internal relative humidity values, and 

should be preferred to adsorption curves when 

conservative simulations are needed.  

Further research is required to increase the accessi-

bility of hygrothermal simulations. Future work 

will focus on extending the analysis on the other 

hygrothermal material properties and on the over-

hygroscopic range, considering the effects of rain 

and extreme weather conditions. Occupants’ com-

fort parameters and multi-year results will also be 

considered.  
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Nomenclature 

Symbols 

cdry Specific heat capacity (J·kg-1 K-1) 

λdry Thermal conductivity (W·m-1 K-1) 

μdry Water vapor resistance factor (-) 

ρbulk Density (kg·m-3) 

U 
Air-to-air thermal transmittance 

(W·m-2K-1) 

Abbreviations 

ADS Adsorption 

B80 BET model with 80 % RH constraint 

BES Building Energy Simulation 

BET Brunauer–Emmett–Teller model 

CLT Cross-Laminated Timber 

DES Desorption 

DVS Dynamic Vapor Sorption analyser 

EMC Equilibrium Moisture Content 

GAB Guggenheim-Anderson-deBoer model 

HAMT Heat Air and Moisture Transfer 

HWF High-density Wood Fibre 

LWF Low-density Wood Fibre 

MSC Moisture Sorption curve 

OSB Oriented Strand Board 

PLF Piecewise Linear Function 

RH Relative Humidity 
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Abstract 

The nZEB target is increasingly becoming one of the main 

objectives in building renovation, but a unique nearly-

Zero Energy Building definition is not explicitly available 

in the 31/2010 EU directive, the so-called “Energy perfor-

mance of buildings directive”. Nevertheless, the technical 

implementation of the nearly-Zero Energy Building con-

cept into defined constraints and requisites is a determin-

ing factor for the consequences of energy-economic perfor-

mance . In fact, in the renovation process of a building, dif-

ferent technical requirements lead to different design so-

lutions that affect investment and operative costs, as well 

as energy performance. Through an optimization process 

based on dynamic simulations for energy and economic 

performance assessment, a comparison between different 

approaches for the nZEB building retrofit for a demo-case 

building has been performed. First, an energy target which 

is stricter than the nZEB standard is examined. In particu-

lar, the so-called “Positive Energy Building” approach, 

consisting of the design of a building that produces more 

energy than it consumes in the overall year, is evaluated. 

Then, the results of the Positive Energy Building target are 

compared to a nearly-Zero Energy Building approach in 

which self-sufficiency is promoted, instead of the energy 

production/consumption balance. Also, the nearly-Zero 

Energy Building target promoted by the Italian legislation 

has been evaluated, comparing the result of a plausible im-

plementation with the other more stringent approaches. 

The simulation work has been aimed at comparing signif-

icant Key Performance Indexes, regarding both energetical 

and economical aspects. In particular, initial investment 

costs, expected net present value of the investment after 25 

years and energy performance indexes have been evalu-

ated. The discussion demonstrates that, according to the 

assumptions adopted for the investment and energy costs, 

the Positive Energy Building target is excessively econom-

ically inconvenient for a renovation intervention of this 

type. Moreover, designers should prioritize the self-suffi-

ciency of the building energy system with respect to the 

production/consumption yearly ratio. Finally, the discus-

sion demonstrates that a renovation design in accordance 

with the Italian nearly-Zero Energy Building target is eco-

nomically sustainable but the PV system size to meet the 

minimum requirements could be non-optimal. 

1. Introduction

1.1 Background 

To achieve the goal of a strong reduction of build-

ing-related CO2 emissions for the next decades in 

the EU, a significant contribution must come from 

acting on the existing residential building stock ren-

ovation. The target of nearly-Zero Energy Buildings 

(nZEB) for new buildings has been set by the EU 

Commission with the 31/2010 EU directive, the “En-

ergy performance of buildings directive” (EPBD). 

Nevertheless, a unique approach for the definition 

of the technical requirements has not been defined, 
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since each country should take charge of the imple-

mentation of the directive (D’Agostino et al., 2021).  

The nZEB as target performance also applies to 

major building renovation since 2021. Moroever, 

building deep retrofit is one of the key actions 

capable of decarbonizing the building sector to meet 

global targets to address climate change 

(D’Agostino et al., 2017). Reaching nZEB targets 

when renovating a building allows a greater reduc-

tion in fossil energy savings and greenhouse gas 

emissions compared with a traditional retrofit inter-

vention (Holopainen et al., 2016). In the literature, 

cost-optimum calculations have been performed to 

identify which renovation interventions lead to the 

best economic benefits while meeting the nZEB tar-

get (Zangheri et al., 2018). Nevertheless, the 

renovation rate in Europe is around 1 % (A Renova-

tion Wave for Europe, 2020) - still quite below the 

target of 2 %. In this framework, the trend of a 

prefabricated and industrialised retrofit is attracting 

more and more attention thanks to a set of research 

projects (D’Oca et al., 2018) and bottom-up national 

initiatives (e.g. EnergieSprong, ...). Prefabricated 

solutions could allow an increase of the annual 

renovation rate of the European building stock, also 

thanks to the integration of different functions and 

technologies in the same element (Pernetti et al., 

2021; Pinotti, 2020).  

After the introduction of the nZEB target, Positive 

Energy Buildings (PEBs) are somehow considered 

as the next phase for building sector sustainability. 

The requirements in terms of energy consumption 

efficiency are the same as the nZEB target, but a re-

inforcement of the building energy production is ex-

pected. Barriers and challenges in the Positive En-

ergy Building implementation have been investi-

gated by Ala-Juusela et al. (2021). PEBs also allow a 

significant contribution to the energy support of the 

local neighborhood, the so-called Positive Energy 

Neighborhood. Good et al. (2017), analysed this 

topic, highlighting its challenges and opportunities. 

1.2 Italian Framework for nZEB Buildings 

In the Italian framework, the implementation of the 

EU directive for nZEB buildings has been carried 

out by the “Decreto ministeriale 26/06/2015”. In both 

cases of new construction or renovation, the decree 

requires that the project building is compared with 

a reference building.  

The reference building is a fictitious building that 

has identical geometrical shape (same volume, floor 

areas, envelope surfaces etc.), climatic conditions, 

orientation, destination of use and surrounding sit-

uation. The differences from the project building lie 

in the thermal characteristics of the envelope and in 

the energy system characteristics. These values are 

reported in specific tables. 

A series of indexes that indicate the quality of the 

envelope and the efficiency of the energy system are 

calculated both for the project building and the ref-

erence building. Then, a comparison is made to as-

sess whether the building can be considered as 

nZEB or not, considering the reference building as 

the minimum standard to be achieved by the project 

case. 

Specifically, the previously mentioned indexes are:  

- H’T, which is the overall average coefficient of 

heat transfer by transmission 

- Asol,est/ Asup utile, which is the so-called equivalent 

summer solar area per useful area unit 

- Solar transmission factor, also considering the 

shadings 

- Thermal inertia properties, such as superficial 

mass (Ms) and periodic thermal transmittance 

(YIE) 

- Thermal transmittance of the internal partition 

walls and of the outward-facing structures of 

non-air-conditioned rooms. 

- Useful thermal performance indexes for heat-

ing (EPH,nd) and cooling (EPC,nd) 

- Energy performance indices for winter space 

heating (EPH) and summer space cooling (EPC) 

and overall building performance, in non-re-

newable and total primary energy (EPgl) 

- Seasonal average efficiency of the system for 

winter space heating (ηH), summer space cool-

ing (ηC) and domestic hot water production 

(ηw). 

In addition, the building must accomplish some re-

quirements in terms of renewable energy produc-

tion. These requisites are reported in the “Allegato 

3, DLgs 3 marzo 2011 n. 28”. The building must 

guarantee:
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- production of electrical energy by means of

systems from renewable sources (mandatory

installed on or inside the building or in its out-

buildings) with a power measured in kW calcu-

lated according to the following formula:

𝑃 =
1

𝑘
∙ 𝑆 [𝑘𝑊]

where: 

S is the floor area of the building at ground 

level, measured in m2; k s a coefficient that takes 

the value K = 50 m2/kW if the application for the 

authorization is submitted after 1 January 2017. 

- Contemporary coverage, by means of renewa-

ble energy sources, of the 50 % of the domestic

hot water, space heating and cooling demand,

and the 50 % of domestic hot water. In case the

building is public, these percentages must be

increased by 10 %.

1.3 Aim and Research Objective 

The ambitious target of nZEB to be achieved by a 

prefabricated solutions approach for the renovation 

of a building is still lacking a technical feasibility 

analysis. In other words, from the literature it is still 

not clear which technical features of a retrofit action 

are compliant with the nZEB definition. Moreover, 

a techno-economic comparison between different 

nZEB definitions to be achieved with prefabricated 

technologies has not been performed. Such research 

questions are national-dependent and will be 

discussed in this paper for a case study in Italy. The 

case study is a residential building undergoing an 

innovative renovation process. The renovation in-

tervention consists of the installation of prefabri-

cated multifunctional envelope modules (façade 

and roof) that might integrate the following availa-

ble technologies depending on needs: building-inte-

grated photovoltaic or solar thermal panels (BIPV 

and BIST), mechanical ventilation machine units 

and green façade modules. Coloured BIPV panels 

are taken into consideration to optimize the build-

ing integration from an aesthetic point of view.  

For the support activities in the preliminary design 

phase, dynamic simulations have been performed to 

examine the relationship between possible different 

renovation scenarios and the fulfilment of the nZEB 

definitions. In particular, a preliminary design of 

the BIPV system, with the possibility of integrating 

a Battery Energy Storage System (BESS), has been 

carried out.  

The whole analysis aims at investigating how differ-

ent renovation building scenarios – all targeting the 

nZEB level, perform from a techno-economic point 

of view. 

2. Methodology

The building to be renovated is located in Greve in 

Chianti (Florence), and consists of two heated 

floors, with four apartments overall. The renovation 

aims to convert the building energy system into a 

full-electric system, producing electricity on-site to 

cover the energy demand. The heating and cooling 

services are set to be provided by an electric air-to-

air heat pump, which will be, at least partially, fed 

by the BIPV system. 

To achieve the goal of evaluating different renova-

tion scenarios and their impacts in terms of nZEB 

definitions, energy performance and costs, the fol-

lowing methodology has been defined. First, the tar-

get scenarios have been defined: 

- Scenario 1, based on the Positive Energy Build-

ing (PEB) target d1, for which the building pro-

duces more energy than it consumes in a yearly

balance. As a consequence, the BIPV system has

been sized to cover more than 100 % of the

building's electric demand.

- Scenario 2 assumes that the system has to guar-

antee a level of self-sufficiency equal to the one

resulting in Scenario 1 while minimizing the

cost per kWh produced (Levelized Cost Of

Electricity, LCOE). It means the BIPV system is

optimized in a way that a specified portion of

the energy demand is covered by self-produced

electricity, also considering the support of a

battery storage system.

- Scenario 3 assumes that the system has to guar-

antee self-sufficiency equal to 30 %, i.e., a typi-

cal value achieved in residential applications

(McKenna et al., 2017).

- Scenario 4 aims to meet the Italian nZEB target

described in Section 1.2. Unlike in the previous

scenarios, here the PV configuration is an input

of the BIPV optimization tool, which is used in
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simulation mode, and the building electric load 

is not taken into account for the sizing of the 

components. In particular, the PV nominal 

power is the result of a previous calculation 

(UNI/TS 11300 and “Allegato 3 del D. Lgs. 

28/2011”), aimed at ensuring the minimum 

compliance with the Italian regulation; the PV 

module position is determined considering the 

most irradiated building surfaces, i.e., in this 

case, the south-facing roof pitch.  

These scenarios are summarized in Table 1. 

Table 1 - nZEB scenarios for the simulations 

Scenario nZEB approach Energy target 

1st scenario 
Zero Energy 

Building 

Energy produced 

is equal to energy 

consumed in a 

yearly balance 

2nd scenario 
Prioritization of 

self-sufficiency 

Same self-suffi-

ciency of the 1st 

scenario, but the 

Levelized Cost of 

Electricity is min-

imized 

3rd scenario 
Prioritization of 

self-sufficiency 

Self-sufficiency is 

lower than in 2nd 

scenario, Lev-

elized Cost of 

Electricity is still 

minimized 

4th scenario 
Italian nZEB 

standard 

Requirements of 

the “Allegato 3 

del D. Lgs. 

28/2011” and 

other technical 

requisites 

Then, the final Key Performance Indicators to com-

pare the renovation scenarios against been defined 

as the following:  

- Initial investment costs for the BIPV system (in-

cluding the battery cost)

- Expected NPV (Net Present Value) after 25 years

- Self-sufficiency (i.e., the portion of building de-

mand directly covered by self-consumed PV

electricity)

- Self-consumption (i.e., the portion of PV-pro-

duced electricity directly consumed or stored in

the building)

- Annual cumulative production – consumption

rate

The electrical energy demand for the different reno-

vated building scenarios has been calculated with 

an energy dynamic model (TRNSYS). After that, the 

electrical demand curve is considered as input in a 

“BIPV optimization tool”, able to find optimal BIPV-

battery configurations to meet the previously de-

scribed requirement scenarios. The outcomes of the 

optimization are processed and evaluated in terms 

of energy and economic performance through the 

set of KPIs that have been previously described. 

Hence, the solutions suggested for the BIPV and bat-

tery system design are compared. Considerations 

regarding different nZEB approaches and requisites 

are also reported. 

2.1 Electrical Energy Demand Calculation 

For the purposes of this work, the dynamic energy 

modeling tool TRNSYS (Thermal Energy System 

Specialists) has been used to model and simulate the 

building thermal behavior, calculating the space 

heating and cooling energy demands, the indoor 

thermal comfort and the electrical energy consump-

tion needed by the heating/cooling and ventilation 

systems (plug loads are not considered). The re-

quired input data are reported in Table 2. Specifi-

cally, a 3D model is produced to represent the ge-

ometry of the building (Fig. 1). Information regard-

ing the actual thermal characteristics of the enve-

lope, as well as the ones related to the energy system 

are retrieved from a previous building energy audit. 

The characteristics of the existing building are then 

crossed with the planned renovation project, defin-

ing the future building energy model. In fact, the 

thermal transmittance of the envelope-renovated 

portion is updated to the designed conditions and 

the new Heating, Ventilation and Cooling (HVAC) 

system is implemented, using a heat pump TRNSYS 

type developed at Eurac Research. This type has 

been developed as a grey-box model, in which the 

generated heat and the electrical consumption are 
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determined by developed algorithms out of perfor-

mance maps provided by manufacturers. Generated 

heat and electrical consumption of the heat pump 

are calculated as a function of boundary conditions. 

After the boundary conditions of the simulation are 

set, together with the expected building occupants’ 

behavior and the expected internal gains (SIA 

2024:2015), the total electrical energy demand is cal-

culated. 

Table 2 - Input for the TRNSYS model 

Input data Source 

Geometry of the building SketchUp 3D model 

Thermal properties of the 

building envelope 

Energy audit report; thermal 

characteristics of the prefab-

ricated panels and new win-

dows 

HVACS characteristics 

Properties of the system that 

is expected to be installed 

during the renovation pro-

cess; heat pump perfor-

mance is simulated with a 

black-box model developed 

by EURAC Research 

Boundary weather condi-

tions 

Typical meteorological year 

(TMY) of the building loca-

tion 

Occupancy schedule and 

internal gains 
SIA 2024:2015 

Simulating the behavior of the building in hourly 

time-steps, the electrical energy consumption is cal-

culated in TRNSYS. This electricity curve is later 

used as input in the “BIPV optimization tool”.  

2.2 BIPV Optimization 

For the BIPV system optimization, a Python-based 

tool (EnergyMatching) (Lovati et al., 2019) has been 

used. 

Fig. 1 - 3D model of the building case study 

This has been developed by Eurac Research to sup-

port designers and other professionals who want to 

integrate a photovoltaic system in buildings or dis-

tricts. The tool is based on a direct search algorithm 

applied to a minimization/maximization problem, 

which can be constrained or unconstrained, de-

pending on the target function selected (minimiza-

tion of the Levelized Cost of Electricity, Maximiza-

tion of the Net Present Value, etc.). As a solution, it 

suggests the optimal BIPV configuration, i.e., how 

many PV modules and where to integrate them over 

the building envelope (on roofs, façades, shading 

devices, balustrades, etc.). It can also suggest in-

cluding an electric storage system to increase the ra-

tio of self-consumed energy. The BIPV configura-

tions are optimized according to the specificities of 

the cases (building geometry, local weather, sur-

rounding shade, unitary costs of the system and cur-

rent benefits to produce electricity, sold or self-con-

sumed), also considering how much energy is in-

deed needed by the building throughout the day 

and the seasons. Moreover, different target func-

tions can be assigned to the tool, to achieve energy, 

economic and/or environment-related goals. Based 

on hourly time-step calculations that allow evalua-

tion of the energy fluxes between the photovoltaic 

system, the battery, the load and the grid, the tool 

can provide a set of KPIs showing the expected per-

formance of the photovoltaic system, from energy, 

economic and environmental points of view. Fur-

ther information and details on the BIPV optimiza-

tion tool calculation model are available in (Ener-

gyMatching, 2022). 

The assumptions and input data for the BIPV-BESS 

optimization are reported in Table 3. It has to be 

noted that the technology prices are higher than 

benchmark on-the-market PV modules because it 

refers to aesthetically appealing glass-glass BIPV 
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modules able to comply with the requirements of fa-

çade integration also in culturally preserved urban 

contexts. 

Table 3 - Assumptions and input data for BIPV optimization 

Price of electricity bought 

from the grid  

0.215 [€/kWh] 

Price of electricity sold to the 

grid  

0.05 [€/kWh] 

BIPV module efficiency 0.13 [%] 

BIPV cost 2800 [€/kWp] 

BESS cost 800 [€/kWh] 

3. Results Analysis and Discussion 

The results obtained for the four renovation scenar-

ios considered are shown in Table 4 and discussed 

case-by-case in this section. 

Table 4 - Results of BIPV optimization tool in the four scenarios 

Scenarios 1 2 3 4 

Suggested PV capacity [kWp] 15.7 11 5.4 4.4 

Suggested electric storage capacity 

[kWh] 

0 3.4 0 0 

Investment costs [€] 44045 33533 14976 12333 

Expected NPV after 25 years [€] -18018 -10034 -60 571 

Self-sufficiency [%] 48 48 30 27 

Self-consumption [%] 46 66 86 91 

Annual cumulative ratio produc-

tion/consumption 

1.03 0.73 0.36 0.29 

Scenario 1: considering the design target of a ratio 

production/consumption (on a yearly basis) higher 

than one, the photovoltaic nominal power sug-

gested by the BIPV optimization tool is the highest 

among the scenarios considered and is equal to 

15.7 kWp. On the contrary, the electric storage ca-

pacity is 0 kWh, since it does not contribute towards 

achieving the design target. From an economic point 

of view, this solution is the less cost-effective, from 

both the investment and NPV perspective.  

Scenario 2: results obtained show the same perfor-

mance in terms of self-sufficiency as Scenario 1 (be-

cause it has been set as optimisation target for this 

scenario) but with lower investment costs and a bet-

ter NPV, due to the presence of a battery storage. As 

the suggested PV capacity is lower, the annual ratio 

production/consumption decreases to 0.73. 

Scenario 3: in this scenario, the annual cumulative 

ratio production/consumption is lower compared 

with Scenario 1 and 2 (below 0.4) but the investment 

payback is achieved during the system lifetime of 25 

years considered. Self-sufficiency is only 30 %, 

meaning that the BIPV system contributes less com-

pared with the previously described scenarios to 

cover the electricity demands of the building. 

Scenario 4 achieves similar results in terms of an-

nual balance and self-sufficiency compared with the 

ones obtained in Scenario 3. 

The best BIPV configuration obtained for Scenario 1 

turns out to be less cost-effective than the ones ob-

tained with the other approaches from both the in-

vestment and NPV perspective.  

 

Fig. 2 - BIPV and BESS characteristics 

Moreover, considering that the only design con-

straint is obtaining the target yearly energy produc-

tion, the electric storage capacity is equal to 0, at the 

cost of a low self-consumption (46 %), as seen in 
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Fig. 3. On the contrary, results obtained for Sce-

nario 2 confirm that the same self-sufficiency can be 

achieved by installing a more balanced system. This 

is confirmed by the self-consumption index (SC), 

which is increased to 66 % by decreasing the nomi-

nal power of the photovoltaic system and favoring 

the installation of an electric energy storage 

(3.4 kWh), as seen in Fig. 2. Also from an economic 

point of view, Scenario 2 can be considered a better 

approach, since the investment costs are decreased 

by 24 % and the NPV also improves. Due to the 

lower nominal power installed, the ratio consump-

tion/production decreases to 0.73, meaning that, on 

an annual basis, the building does not produce the 

same electrical energy that is consumed.  

Regarding Scenario 3, the annual cumulative ratio 

of production/consumption decreases significantly 

(below 0.4) but the payback of the system is 

achieved after 25 years. This is caused by the fact 

that a small system is installed and no battery is 

needed to meet the energy target. This is confirmed 

by the high value of self-consumption (86 %), mean-

ing that most of the energy produced is directly self-

consumed by the building. However, high values of 

self-consumption and low values of self-sufficiency 

mean that the system covers only a small fraction of 

the total energy consumption even if most of the en-

ergy produced is self-consumed. This usually indi-

cates that the system is slightly undersized com-

pared with the building energy consumption. 

Fig. 3 - Self-sufficiency and self-consumption for the scenarios 

considered 

For Scenario 4, the system was not optimized to ob-

tain a specific target but designed to respect the Ital-

ian regulation for the installation of photovoltaic 

panels in nZEB buildings. Results obtained are sim-

ilar to the ones obtained for Scenario 3 and the same 

considerations can be applied. However, the main 

limitation of this approach is that it suggests reason-

able solutions only for a limited number of cases. In 

fact, as discussed in the paperwork by Lovati et al. 

(2020), the same photovoltaic nominal power is sug-

gested for a fixed building gross area and it does not 

depend on the building floors (and as a consequence 

on the building energy consumption).  

Numerical results can change if investment costs or 

if the price of electricity are different. There are im-

portant aesthetic advantages to the selected BIPV 

panels, but they lead to higher investment costs and 

lower efficiency compared with standard solutions. 

This means that the payback time of the investment 

is also longer. 

All the analyzed have proved to be compliant with 

the nZEB Italian definition, which is the minimum 

required by law. Nevertheless, actual foreseen en-

ergy performances are very different among the sce-

narios and underline relevant discrepancies in the 

energy behavior. In particular, Scenario 1 can be-

called “yearly zero energy balance”, but requires the 

electric grid to perform the electric energy exchange 

and is the most expensive in terms of initial invest-

ment with the longest payback time. Scenario 2 can 

be considered a “low grid dependency” nZEB tar-

get. In fact, it prioritizes self-sufficiency, which con-

siders the energy produced in situ, which is directly 

consumed (or stored) without exchange with the 

grid. This approach presents better economic results 

if compared with Scenario 1, having lower invest-

ment costs and shorter payback time. Decreasing 

the self-sufficiency target, in Scenario 3, the eco-

nomic KPIs are improved and the Italian nZEB req-

uisites are still accomplished.  
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4. Conclusions 

Observing the results of the dynamic simulations, 

which assess the expected energy and economic 

consequences of renovating a building according to 

different nZEB approach targets, it is possible to as-

sert that the implementation choice of the nZEB def-

inition has a strong impact. Since the European 

guidelines are not very well defined in terms of 

technical requisites and energy performance targets, 

each EU Country has decision space to set its own 

technical requirements for the nearly-Zero Energy 

Building assessment. Because of the elevated num-

ber of factors that occur in the energy sector, identi-

fying an optimal nZEB definition is not simple. Nev-

ertheless, the authors consider that the renovation 

design for a nearly-Zero Energy Building should 

lead to an energy-efficient building, capable of sup-

plying its own energy demands through the imple-

mentation of economically and environmentally 

sustainable solutions.  

The simulation outcomes indicate that prioritizing 

the energy production/consumption yearly balance, 

having as the Positive Energy Building target as an 

objective, could lead to an oversized system in terms 

of energy generation and, consequently, to an exces-

sive investment cost compared with the economic 

benefits over time. On the other hand, prioritizing 

the self-sufficiency of the building energy system 

could lead to the design of more balanced systems 

and a significant improvement in the energy and 

economic KPIs. 

The current Italian nZEB target, which has also been 

examined, seems to be economically sustainable for 

this specific case-study, but it could lead to not-op-

timal designs in case of multi-floor buildings. 

Prioritizing the self-sufficiency target instead of the 

yearly ratio production/consumption will become 

particularly relevant and crucial in the next years, 

when subsidies such as net billing and net metering 

will be abolished in many European countries. In 

this view, the results presented in this article should 

be considered when the requirements for the PEB 

and nZEB standards are updated. 

The fluctuations of the electricity price and the in-

crease of the cost of raw materials could have an im-

pact on the results. It would be interesting to carry 

out further research regarding the impact of cost 

variability on the analysis considerations per-

formed.  

 

This paper is part of the research activities of the INFI-

NITE project, funded by the European Union’s Horizon 

2020 research and innovation programme under grant 
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Abstract 

Most existing cities were not designed to exploit wind and 

air displacement phenomena to ensure pollutant dilution 

and enhance the effectiveness of natural ventilation of the 

built environment. Although this problem is well known 

in the literature, the majority of previous studies focused 

on real case studies or on parametric layouts often char-

acterized by high-rise buildings, which are not typical for 

most Italian and European cities. In this framework, the 

goal of this research was to perform a preliminary CFD 

parametric study on street canyons with low- and me-

dium-rise buildings, focusing on the different parameters 

impacting outdoor air displacement in an urban layout. 

Seven different configurations of street canyon were sim-

ulated with ANSYS Fluent, focusing on the air displace-

ment around a low-, medium- or high-rise target build-

ing, located at the beginning, at the end, or in the middle 

of the street canyon, respectively. The velocity and pres-

sure contour plots were analysed to understand the be-

havior of airflow around the buildings in the different 

configurations, discussing in such a way the natural ven-

tilation potential. 

1. Introduction

Advances in technology and facilities available in 

urban cities have caused rapid urbanization, lead-

ing to the transfer of the population from rural to 

urban areas in search of new opportunities. The 

United Nations estimates that, by the year 2030, 

60 % of the population will live in urban areas with 

at least half a million inhabitants (United Nations, 

2018). Compared to the current situation, this phe-

nomenon will generate demand for the construc-

tion of new homes and buildings. As a result, con-

cerns about urban environmental and human 

health issues, such as air quality, natural outdoor 

ventilation, and dilution of pollutants in the built 

environment will grow (Li et al., 2020). If not 

properly managed, these urbanization trends will 

bring increased urban density, with limited spaces 

among buildings (e.g., parks, parking lots, trees, 

etc.). This will further reduce air flows coming from 

surrounding areas, affecting air quality and pollu-

tant dilution (Li et al., 2020; Song et al., 2018). 

For this reason, there are many studies that have 

been conducted on the phenomena of urban venti-

lation and effectiveness of natural ventilation in cit-

ies. In particular, several studies focused on the im-

pact of different urban parameters on natural ven-

tilation, working on generic layouts, real city lay-

outs, or both. Guo et al. (2015) selected a typical ur-

ban area in Dalian, China, to perform a comparative 

and simulative analysis about air displacement due 

to wind using CFD tools. King et al. (2017) pre-

sented a relationship between incident angle and 

ventilation rate, using an isolated cube and an array 

of irregular cubes representing generic buildings. 

Peng et al. (2017) ran CFD simulations of ten iden-

tical buildings forming a street canyon to investi-

gate wind-driven natural ventilation and pollutant 

diffusion at pedestrian level. 

When working with building layouts, there are 

some aspects to consider, such as the space between 

buildings, the size of buildings, doors and win-

dows, and the width of the streets adjacent to them. 

These parameters are useful for understanding the 

relationship between buildings, cities, and natural 

ventilation potential. Some of the important param-

eters are, for instance, building height, building 

density BD (Ding & Lam, 2019), floor area ratio 

FAR, building site coverage BSC, and street aspect 

ratio ARstreet (Yang et al., 2020). Park et al. (2020) and 

Cheng et al. (2009) investigated the flow character-

istics around step-up street canyons and ventilation 

performance with different aspect ratios using 
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CFD. Peng et al. (2019) used the floor area ratio and 

the building site coverage to find the correlation be-

tween urban morphological parameters and venti-

lation performance. By keeping the floor area ratio 

constant and changing the building site coverage, 

they established nine idealized building configura-

tions to find the correlation between these urban 

morphological parameters and ventilation perfor-

mance. Street canyons and their size can also influ-

ence natural ventilation performance. For example, 

Yang et al. (2020) and Chatzimichailidis et al. (2019) 

underlined the importance of the street canyon as-

pect ratio characterizing indoor and outdoor venti-

lation and flow patterns. 

As observed in the literature, CFD simulations have 

been used to compare and discuss in more detail 

the results obtained from experiments. For in-

stance, Padilla-Marcos et al. (2017) performed their 

simulation with Ansys Fluent for a generic building 

layout, with the aim of studying ways to increase 

natural ventilation potential in buildings. How-

ever, the majority of these studies, and, in particu-

lar, those which evaluate natural ventilation in 

street canyons, primarily focus on high-density or 

populated cities. As an example, Yuan and Ng 

(2012) examined the pedestrian-level natural venti-

lation performance in the context of a regular street 

grid in the high urban density of Mong Kok in 

Hong Kong. 

Despite the variety of research, most of this has 

paid particular attention only to high-rise build-

ings, with limited investigation into low-density 

cities and low or medium-rise buildings, which are 

more representative and typical of several coun-

tries in the European Union, such as Italy. There-

fore, the aim of this study was to perform a prelim-

inary CFD parametric analysis for low or medium-

rise buildings, focusing on the different parameters 

impacting outdoor air displacement in this kind of 

urban layout, and to discuss if there is a potential 

for natural ventilation of buildings, considering rel-

ative height and position in a street canyon. 

2. Methodology 

2.1 Generic Urban Buildings Layout 

In this work, a generic street canyon layout was 

chosen. The shape of each building considered is 

cuboidal with a cross-section equal to 20 m x 20 m. 

Each floor of the building has a gross height of 4 m, 

assuming the internal room height of 2.8 m. The 

height of the high, medium, and low-rise target 

buildings are 36 m, 24 m, and 12 m, respectively. 10 

buildings are positioned in a 5 x 2 rectangular array, 

where the target building, i.e., the object of the in-

vestigation, can be in the front corner, in the middle 

of the side, or in the rear corner. Different to other 

studies in the literature (Ding & Lam, 2019; Ram-

poni et al., 2015), the distances between adjacent 

buildings along the street canyon are modeled as 

significantly less than the street’s width, i.e., 5 m 

distance against 20 m of street width. Figs. 1 to 4 

show the different configurations of the building 

arrangements. 

 

 

Fig. 1 – High-rise and low-rise building at corner (windward) 

 

Fig. 2 – High-rise and low-rise building at side 

 

Fig. 3 – High-rise and low-rise building at corner (leeward) 

  

Fig. 4 – Buildings with same height 
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2.2 CFD Simulation 

2.2.1 Computational Domain 

The Ansys Fluent 19.0 simulation tool was used to 

simulate the cases mentioned in Section 2.1. The 

building geometries were drawn at full scale in So-

lidworks 2018 and then exported to Ansys Fluent. 

The computational domain size was based on pre-

vious examples from the literature, such as (Ding & 

Lam, 2019) and (Park et al., 2020). Following the ex-

amples of (Ding and Lam, 2019), the computational 

domain was set with a downstream length of eight 

times the building height (H) 8H, an upstream 

length of 4H, a lateral length of 4H on both sides of 

the buildings, and a height of 4H. As a whole, the 

CFD domain size was set to 1560 m x 1020 m x 300 

m (respectively, length, width, and height). The dis-

tance between the windward surface of the domain 

and the first building walls was equal to 450 m; 

both lateral distances between the surface of the do-

main and the walls of the building were 480 m; and 

the distance between the leeward surface of the do-

main and the wall surface of the rear building was 

equal to 930 m. 

2.2.2 Meshing 

Before setting up and running the CFD simulation, 

it was necessary to create a mesh. Following the lit-

erature (King et al., 2017), it was decided to use the 

hexahedral mesh for the entire domain in order to 

keep the resolution scheme simple. Fine meshing 

was applied on the buildings’ walls in order to ac-

curately capture the flow around them. The number 

of elements for the generic building layout cases 

ranged from 3 to 5.2 million. 

Fig. 5 – Mesh representation of generic building layout 

2.2.3 Boundary Conditions 

and Numerical Setup 

Choosing an appropriate boundary condition is an 

important step in CFD simulations. The windward 

surface of the domain was considered as the veloc-

ity inlet, and the lateral surfaces, the top surface, 

and the leeward surface of the domain as the pres-

sure outlet. The velocity profile (u(z)) of inlet, the 

turbulent kinetic energy profile (k) and turbulent 

dissipation rate profile (ε) were calculated in agree-

ment with the following equations (King et al., 

2017):

u(z)= 
u*

κ
ln (

z+z0

z0
) (1) 

k= 
u*

√Cμ
(2)

and 

ε= 
u*3

κ(z+z0)
(3) 

where u*, z, z0 are friction velocity (m/s), height co-

ordinate (m), and roughness length (m), respec-

tively. κ (=0.41) and Cμ (=0.09) are von Karman con-

stant and a model constant, respectively. Referring 

to the meteorological data of Bolzano (typical year 

according to the Comitato Termotecnico Italiano), 

an average wind velocity of 1 m/s was chosen. 

Reynolds-averaged Navier-Stokes (RANS) and 

Large Eddy Simulation (LES) are the most common-

ly used turbulence models for urban ventilation as-

sessment. The accuracy of the LES turbulence model 

is higher than the RANS turbulence models, but it is 

also more expensive compared with the computa-

tional cost of the RANS turbulence models (Peng et 

al., 2019). RANS turbulence models are appropriate 

because of their simplicity, reasonable ventilation as-

sessment results and less expensive computing 

power (Padilla-Marcos et al., 2017; Peng et al., 2019). 

The standard k-ε turbulence model was used. The 

standard k-ε model is a semi-empirical model 

based on model transport equations for the turbu-

lence kinetic energy (k) and its dissipation rate (ε). 

The governing equations that were solved during 

the simulation in case standard k-ε turbulence 

model are the following: 

∂

∂t
(ρk)+

∂

∂xi

(ρkui)=
∂

∂xj
[(μ+

μt

σk
)

∂k

∂xj
] +Gk-ρϵ-YM (4) 

∂

∂t
(ρϵ)+

∂

∂xi

(ρϵui)=
∂

∂xj
[(μ+

μt

σϵ
)

∂ϵ

∂xj
]+C1ϵ

ϵ

k
Gk-C2ϵρ

ϵ2

k

(5) 

μ
t
=ρCμ

k
2

ϵ
(6) 
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In these equations, Gk represents the generation of 

turbulence kinetic energy due to the mean velocity 

gradients. YM represents the contribution of the 

fluctuating dilatation in compressible turbulence to 

the overall dissipation rate. C1ε (=1.44), C2ε (=1.92) 

and μt (=0.09) are constants. σk (=1.0) and σε (=1.3) 

are the turbulent Prandtl numbers for k and ε, re-

spectively. 

The pressure-velocity coupling used was SIMPLE, 

with final second order spatial discretization meth-

ods for pressure, momentum, turbulent kinetic en-

ergy (k), and turbulent dissipation rate (ε). The con-

vergence criteria were  set to 1 x 10-6 for all the re-

siduals. 

The simulation was initialized with the first order 

spatial discretization parameters and default un-

der-relaxation factors (URFs) until the residuals’ 

stabilization. Once the residual stability was 

achieved, the spatial discretization parameters 

were changed to second order upwind and the 

URFs to 0.15 for pressure and 0.4 for density, body 

forces, momentum, turbulent kinetic energy (k), 

turbulent dissipation rate (ε) and turbulent viscos-

ity (μt). 

3. Results and Discussions

The simulation results are presented as a function 

of geometry and position of the buildings, distin-

guishing cases with the same height, low and high-

rise building cases (at side, corner windward, and 

corner leeward). 

Due to the different shapes and sizes of the build-

ings, there was a variation in the magnitudes of the 

different parameters under consideration. There 

was also a change in flow direction at various

points due to buildings, which caused a change in 

magnitude. The variations in the parameters’ mag-

nitudes help in understanding the feasibility of air-

flow and natural ventilation around buildings and 

street canyons. As specified in Section 2.1, the 

height of each floor of the building was 4 m. The 

reference plane for the analysis was set at 1.5 m 

above the ground of each floor. The airflow veloci-

ties and the corresponding static pressures at dif-

ferent locations in the reference planes can be 

viewed in the contour plots. 

3.1 Contour Plot Presentation 

of the Cases 

Fig. 6 shows the static pressure contour developed 

around the buildings due to airflow. The change in 

pressure gradient can be noticed from the first 

buildings (left in the figure) to the last buildings 

(right in the figure). As the first buildings are di-

rectly facing the incoming airflow, there is a maxi-

mum pressure on the walls facing the airflow and 

then it gradually decreases. 

Fig. 6 – Static pressure contour for buildings with same height

Fig. 7 presents the contour plot of velocity around 

the reference plane on the side. The street aspect ra-

tio (ARstreet) for the case of buildings with the same 

height is 1.2 and the aspect ratio (ARbuilding gap), con-

sidering the gap between the buildings, is 4.8, 

which greatly affects the airflow behavior and nat-

ural ventilation around the buildings. 

ARstreet= 
Htarget building

Street width
    (7)

ARbuilding gap= 
Htarget building

Gap between buildings
(8) 

Fig. 7 – Velocity contour for buildings with same height 

As mentioned in the literature, there are three main 

flow regimes: isolated roughness flow regime (IRF, 

AR < 0.1-0.125), wake interference flow regime (WIF, 

0.1 < AR < 0.67) and skimming flow regime with one 

main vortex (SF, 0.67 < AR < 1.67) (Yang, et al., 2020). 
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However, in the configuration with buildings with 

same height, the ARbuilding gap is 4.8, i.e., much higher 

than the skimming flow regime case. Indeed, two 

vortexes with low intensity can be observed in the 

gaps between the buildings (Figure 8). 

Fig. 8 – Velocity path lines for buildings with same height (side 

view) 

The cases of high-rise and low-rise buildings repre-

sent the step-up and step-down canyon cases (Li et 

al., 2020; Park et al., 2020). The ARbuilding gap for high-

rise and low-rise buildings is 7.2 and 2.4, respec-

tively. Depending on the location of the high-rise 

and low-rise buildings, step-up and step-down can-

yons were decided.

The pressure contours for different cases of high-

rise and low-rise buildings indicate that there is a 

similar trend in the pressure distribution for differ-

ent buildings configurations, as mentioned at the 

beginning of this section. This can be seen from Fig-

ures 9 to 14 for the high-rise building cases. 

Figs. 15 to 20 represent velocity contour plots for 

low and high-rise building cases. Great variation in 

the velocity magnitude can be seen near building 

walls and around buildings, as illustrated by the 

velocity contour plots illustrate. In addition, as pre-

viously mentioned, there is an occurrence of vor-

texes in the gap between buildings which assist air-

flow around buildings. Flow has been diverted due 

to buildings being obstacles and there is a recircu-

lation of the airflow at the top of the buildings. This 

also an essential condition to have an airflow 

around buildings and, in turn, suitable for natural 

ventilation around and inside the buildings. 

Fig. 9 – Pressure contour plot for high-rise building at windward 

position 

Fig. 10 – Pressure contour plot for high-rise building at center-side 

position 

Fig. 11 – Pressure contour plot for high-rise building at leeward 

position 

Fig. 12 – Pressure contour plot for low-rise building at windward 

position 

Fig. 13 – Pressure contour plot for low-rise building at center-side 
position 
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Fig. 14 – Pressure contour plot for low-rise building at leeward 
 position 

 

Fig. 15 – Velocity contour plot for high-rise building at windward  
position 

 

Fig. 16 – Velocity contour plot for high-rise building at center-side 
position 

 

Fig. 17 – Velocity contour plot for high-rise building at leeward  
position 

 

 

Fig. 18 – Velocity contour plot for low-rise building at windward 
 position 

 

Fig. 19 – Velocity contour plot for low-rise building at center-side 
position 

 

Fig. 20 – Velocity contour plot for low-rise building at leeward  
position 

3.2 Graphical Representation  

of the Cases 

The graphs in Figs. 21 to 24 illustrate the velocity 

and pressure plots determined at different heights 

at a distance of 1 m from the walls of the building 

facing the street. The vertical distance represented 

in the graphs is a normalized vertical distance, cal-

culated as the ratio of the vertical distance of the 

point measured from the ground (Yposition) to the 

height of the target building (H). Similar criteria are 

set for the normalized velocity, which is the ratio of 

the velocity at the corresponding point (Vmag) to the 

reference velocity (Vref) of 1 m/s. 

It can be observed from Figs. 21 and 22 that the 

graphs for the high-rise buildings (ARstreet,high-rise,1 = 

1.8, ARstreet,high-rise,2 = 1.2) in the center and leeward 

positions have a similar trend, while that is not true 

in case of the building in the windward position, 
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characterized by higher airflow velocities and pres-

sures. This suggests higher potential of exploitation 

of natural solutions for the ventilation of the indoor 

environments of that building. 

Fig. 21 – Velocity plot for high-rise buildings (1m from the wall fac-

ing the street) 

Fig. 22 – Total pressure plot for high-rise buildings (1m from the 

wall facing the street) 

In the case of low-rise buildings (ARstreet,low-rise,1 = 0.6, 

ARstreet,low-rise,2 = 1.2) (Fig. 23 and 24), similar trends 

can be observed, with an increase in velocity and 

pressure magnitudes along the vertical distance of 

the target building. Low-rise windward buildings 

do not follow the same path as the other two low-

rise building cases.

In the windward cases of both high- and low-rise 

buildings, the first buildings experience the de-

crease in velocity and pressure at ground floor 

level. This occurs because these buildings are di-

rectly facing the wind flow, which causes air recir-

culation (as it can be noticed from Figs. 15 to 20), 

resulting in the decreased velocity and pressure. 

Fig. 23 – Velocity plot for low-rise buildings (1m from the wall fac-

ing the street) 

Fig. 24 – Total pressure plot for low-rise buildings (1m from the 

wall facing the street) 

4. Conclusion

This work is a preliminary parametric CFD study 

about the behavior of airflow around the buildings 

in different configurations. The analysis focused on 

the generic building layout of street canyons, con-

sidering same-height buildings and different types 

of target building (high-rise, low-rise). Seven con-

figurations were evaluated, each time focusing on 

the air displacement around a target building, lo-

cated respectively at the beginning, at the end, or in 

the middle of the street canyon, and a case of same 

height building layout. Pressure and velocity vari-

ations were analyzed at different floors of the build-

ing façade, also with the help of CFD contour plots. 
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We observed that, considering the higher aspect ra-

tio of the gaps between buildings in comparison 

with that of the street canyon, vortices can be easily 

generated, inducing a recirculation that could facil-

itate the exploitation of natural ventilation solu-

tions at the different floors of the target building.  

From the contour and graphic results, it can also be 

stated that specific building configurations and 

building positions (e.g., high-rise and low-rise 

building at the center and the leeward position in 

the street canyon) show higher potential for ex-

ploiting natural solutions for the ventilation of the 

indoor environments. On the contrary, the build-

ings in a windward position show a poorer perfor-

mance. 

Further developments of this preliminary research 

will address validation and generalization of the 

findings. First, the obtained results will be verified 

and validated against small-scale experimental 

tests. Then, multiple configurations of street can-

yons will be simulated, with the goal of developing 

a set of rules and simplified correlations useful to 

engineers, architects, and urban planners to discuss 

natural ventilation potential from the early stages 

of new building design or retrofitting of the existing 

ones. 
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Abstract 

This work deals with the design of an indoor environ-

ment dedicated to autistic individuals, who may suffer 

from hypersensitivity to acoustic stimuli. Specifically, in 

this volume customized pieces of furniture are included, 

containing smart sensors, designed to help people with 

cognitive deficits to live an independent life. Among the 

indoor comfort aspects, the acoustic requirements have 

been investigated, in order to guarantee both the optimal 

functioning of the acoustic sensors and the acoustic occu-

pants’ well-being. The optimal indoor acoustic levels are 

based on a literature review. Measurements are per-

formed in order to calibrate a 3D acoustic model. Then 

diverse scenarios are analysed, and an optimized config-

uration is proposed and realized. The model is then vali-

dated with the final acoustic measurements, which con-

firm the designed results. 

1. Introduction

Many autistic individuals show particular sensitiv-

ity to noise disturbance, both indoors and out-

doors, often to a greater extent than neurotypical 

people, thus exhibiting acoustic hypersensitivity 

(American Psychiatric Association, 2013).  

In a recent study conducted in Canada involving 

168 families with an autistic child (3-16 years old) 

87 % of the respondents reported that their chil-

dren were very sensitive to noise (Nagib & Wil-

liams, 2018). Specific studies carried out on school 

environments (Tronchin et al., 2018) with autistic 

children have shown that the application of inter-

ventions aimed at reducing noise coming from 

outside the classroom (from corridors, or neighbor-

ing classrooms), have permitted them to reduce 

behavioral temperaments (self-stimulatory behav-

ior), such as obsessive behavior, specific for each 

child, including head-banging, biting their hands 

and rocking (Kanakri et al., 2017). These results are 

also confirmed by the first analysis of the 

SENSHome Interreg Project research, which fea-

tures an investigation of Italian and Austrian fami-

lies. In this case too, acoustics were found to be the 

greatest source of stress for autistic people and 

their relatives and caregivers. Many papers, insti-

tutional programs, manuals and documents related 

to acoustic individuals explained that acoustics are 

of paramount importance when designing dedicat-

ed spaces (Ahrentzen & Steele, 2015; Braddock & 

Rowell, 2011; Mostafa, 2014). 

For all these reasons, during the construction and 

setting up of an environment dedicated to a full-

scale reproduction of living environments for au-

tistic people and their families, the acoustic aspect 

was analysed beforehand and verified on site. Spe-

cifically, the SENSHome environment is located 

inside the Building Physics Laboratory at the Free 

University of Bolzano. It hosts the furniture specif-

ically designed for autistic people by the Universi-

ty of Trieste and integrated with the smart sensors 

system that make up the early warning system, 

specifically developed for the SENSHome project. 

2. Setting Up The SENSHome
Laboratory

As formerly pointed out, the determination of 

acoustic quality parameters is of paramount im-
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portance (Tronchin, 2021). The reverberation time 

RT, clarity C50 and definition D50 for environments 

dedicated to autistic people are the most common-

ly used parameters to qualify an indoor environ-

ment both for indoor comfort and for the use of 

microphone sensors (Griesinger, 2013; Marshall, 

1994; Tsilfidis, 2013). These factors were then con-

sidered as reference for the acoustic optimisation of 

this environment. 

 

Fig. 1 – Starting conditions of the building physics laboratory at 

UNIBZ 

The interior design included a frame structure of 

vertical wooden panels and some fake windows 

covered with a white acoustic-transparent mem-

brane (Fig. 2). Featuring this configuration, the 

space included three areas: an entrance, a kitchen 

and a living room (quiet space). Each area is then 

filled with furniture specifically designed for the 

project (Fig. 3). 

 

Fig. 2 – Interior covering provided in the laboratory for the prepa-

ration of the SENSHome scenario. Vertical wooden panels 

 

 

 

 

 

Fig. 3 – Layout of the internal distribution of spaces and location 

of various pieces of furniture 

From an acoustic point of view, it was possible to 

act directly at the design phase, considering the 

issues related to indoor acoustic comfort described. 

Going into detail, many elements of the designed 

furniture were implemented with sound- absorb-

ing materials (Fabbri et al., 2021) or systems. In 

particular, the coverings of the entrance furniture 

(Fig. 4a) and the quiet place armchair (refuge 

space, Fig. 4b) were produced using soft, sound-

absorbing materials, (specifically a polyurethane 

foam), featuring a thickness of 5 cm. 

Interestingly, inside the refuge space, both the high 

performance of the sound-absorbing interior coat-

ing and the huge presence of exposed surface area 

permitted a very special acoustic field for those 

sitting inside. This was highly appreciated by the 

autistic individuals, who liked this special feature 

of the refuge space, lying inside it many times and 

for significant time spans. 

 

    

        sound absorbing material    

Fig. 4 – a) entrance furniture with sound-absorbing coating;  

b) dedicated armchair (refuge space) with sound absorbing coat-

ing 

 

a b 
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Another piece of furniture which included sound- 

absorbing characteristics is the kitchen table. It is 

equipped with special panels, which could be used 

to separate every single person sitting around it. 

Indeed, some autistic individuals cannot stand 

someone else’s food or smell. For this reason, the 

panels include active carbon layers and sound- 

absorbing elements. This provides a customized 

local environment where an individual can experi-

ence her/his own personal requirements, but still 

maintain a social breakfast/lunch/dinner. In Fig. 5, 

the panels are shown. It is possible to detect the 

perforated internal surface, where both odors and 

noise could enter and be absorbed. 

Moving onto the suspended ceiling lamps, 4 ele-

ments were included. Specifically, a round-shaped 

wood panel was used and filled with microphone 

sensors, LED strips and sound-absorbing polyure-

thane foam, 7 cm thick. The lamps are 65 cm in 

diameter and suspended where the highest noise 

levels are supposed to be. Accordingly, one was 

suspended over the lunch table (Fig. 5), another 

one over the sofa where the television is seen, a 

third one in the entrance were people gather before 

entering and the last one over the kitchen space. 

Fig. 5 – Detail of the kitchen table with sound-absorbing dividers 

and ceiling lamps with sound-absorbing coating 

In addition, between the wooden frame of the cas-

ing and the cladding, a hollow space is left to be 

filled with sound-absorbing panels, usable to re-

duce internal reverberation (Fig. 6). 

Fig. 6 – Detail of the suspended sound-absorbing panels layered 

between the wooden structure and beyond the acoustic-

transparent membrane 

The sound-absorbing foam used to cover furniture 

complements and the sound-absorbing panels on 

the wall are characterized by the frequency sound 

absorption coefficients reported in Figs. 7 and 8. It 

is possible to notice how the two selected layers are 

characterized by a very good acoustic performance. 
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The main aim of the acoustic analysis was to obtain 

an indoor average reverberation value of between 

0.5 and 0.7 s (Griesinger, 2013; Marshall, 1994; Tsil-

fidis, 2013). These values represent the right com-

promise for the achievement of optimal conditions 

both for the use of the environment by autistic 

people and for the use of the microphone sensors. 

3. Acoustic Analysis of
Various Scenarios

Since it is acknowledged that acoustic models 

should be calibrated using reverberation time (Kar-

jalainen & Järveläinen, 2001; Suárez et al., 2005, 

Tronchin, 2005), only this parameter was consid-

ered in the following dissertation.  

The general criteria of the ISO 3382-1 were consid-

ered when performing acoustic measurements. The 

microphone height was 1.6 m, while the source 

height was 1.9 m in all cases (Tronchin et al., 2021). 

The measurement was set by placing the source in 

2 different positions and the 8 receivers all along 

the void space (Tronchin & Bevilacqua, 2022). The 

source played a sinusoidal sine sweep having a 

frequency of between 50 Hz and 12000 Hz and a 

duration of 20 seconds (Tronchin & Knight, 2016). 

Measurements were performed in an unoccupied 

configuration. 

The average reverberation time of the laboratory in 

the empty condition was measured and was 3.5 s. 

The average was computed considering the range 

500 Hz – 1000 Hz – 2000 Hz. Since the aim is to 

obtain an average reverberation time on the same 

frequency range of 0.5-0.7 seconds (Griesinger, 

2013; Marshall, 1994; Tsilfidis, 2013), some actions 

should be considered.  

Therefore, the correct amount of sound-absorbing 

panels had to be calculated in order to achieve the 

target reverberation values. For the acoustic opti-

misation of the laboratory environment, it was nec-

essary to provide a quantity of sound-absorbing 

materials of approx. 45 m2 (i.e., an amount equal to 

22.5 % of the total reflective surface of the room). 

Figs. 8-10 show the virtual models of the three con-

figurations of the laboratory analyzed: i) empty, ii) 

with furniture and iii) with furniture and sound-

absorbing panels. 

Fig. 8 – Virtual model of the laboratory: configuration i) empty 

Fig. 9 – Virtual model of the laboratory: configuration ii) with 

furniture 

Fig. 10 – Virtual model of the laboratory: configuration iii) with 

furniture and sound-absorbing panels 

390



Smart Sensors and Auditory Sensitivity: Acoustic Optimization of Dedicated Spaces 

In Table 1, we can see that, for the empty scenario, 

the simulation provides good results compared to 

the measured ones. In Fig. 11, the indoor sound 

field simulated at 1000 Hz is represented. It is in-

teresting to notice how its distribution it is almost 

symmetrical. Since the calibration is positive, it is 

possible to proceed with the other two scenarios 

reported in Figs. 9 and 10.  

Table 1 − Calculated averaged reverberation time for different 

scenarios 

Lab configuration Scenario (i) Scenario (ii) Scenario (iii) 

Average rever-

beration time [s] 
3.49 1.49 0.61 

Fig. 11 − spatial reverberation time distribution for different sce-

narios: i) empty room, ii) furnished room and iii) furnished room 

with sound absorbing panels. Frequency plot: 1000 Hz 

In Table 1, the average reverberation time values 

are reported, while in Figs. 12 and 13 the average 

reverberation time values at 1000 Hz are reported, 

for the analysed configurations. 

4. Model Validation

The validation of the 3D model was developed 

when the SENSHome laboratory (scenario iii) had 

been set up (Fig. 12). 

Fig. 12 − Two views of the SENSHome environment 

The results obtained in terms of reverberation time 

agree strongly with the simulated ones. Indeed, the 

measured average reverberation time value is 0.63 

seconds. Fig. 13 shows the frequency trend of 

measured results. 

These values permit the next phase of the 

SENSHome laboratory to proceed, which concerns 

testing of the operation of the microphone sensors 

and the validation of the SENSHome scenario by 

hosting autistic individuals and their families and 

i) 

iii) 

ii) 
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caregivers within it. This will permit an under-

standing of the effectiveness of the indoor sound 

field designed. 
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Fig. 13 − Reverberation time frequency trend of furnished room 

with sound-absorbing panels: in situ measurements 

5. Conclusion 

Acoustics are an indoor comfort aspect of para-

mount importance, especially for autistic people 

featuring auditory hypersensitivity. Taking care of 

the sound field of indoor environments could 

mean creating hospitable and non-discouraging 

living conditions. Using a robust procedure to de-

sign the SENSHome environment by means of 

measurements, 3D acoustic simulation and final 

validation also permitted the reverberation time of 

different scenarios to be optimised. This was also 

aimed at creating the best operating conditions for 

the microphone sensors that are part of the smart 

system included in the SENSHome environment. 

The acoustic properties of the sound-absorbing 

coverings were investigated. This led to the calcu-

lation of the surface area of the sound-absorbing 

panels to be used. The final measurements per-

formed in the SENSHome environment built per-

mitted an assessment of the effectiveness of the 

design developed. Future developments include 

validation of the microphone sensor operation 

conditions and of the internal acoustic quality per-

ceived by autistic individuals, their relatives and 

caregivers. 
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Abstract 

Energy renovation of existing buildings represents a 

fundamental action for achieving the objectives aimed at 

overcoming the climate crisis. However, several difficul-

ties are encountered in building refurbishment. Among 

these are the high costs and long construction times, the 

invasiveness of interventions, which often prevent the 

usability of the building, and the impossibility of provid-

ing maintenance and verifying degradation of the under-

lying layers of the envelope. Regarding the systems, ret-

rofit often causes substantial alterations to the building 

aesthetics, affecting its original character and defacing 

the surrounding environment. Furthermore, the integra-

tion of renewable sources is often hard to implement. The 

I-BEST system (Innovative Building Envelope through

Smart Technology) is an innovative multifunction façade 

system for the redevelopment of the existing building 

stock, which aims to overcome these limits by offering a 

valid response to the growing demand for building 

“recladding”. The system consists of sliding, modular 

and multi-functional panels, supported by a metal and 

light load-bearing structure fixed on the external wall 

and spaced from it to create a suitable cavity for contain-

ing plant ducts. The purpose of the present work is to 

evaluate, through dynamic simulation, the energy per-

formance of a building renovated with the I-BEST sys-

tem.  

1. Introduction

Based on the Green Deal objectives, the European 

Union (EU) will have to achieve zero climate im-

pact by 2050 (EU Commission). In the energy tran-

sition, a significant role is played by decarbonisa-

tion of the building stock, which accounts for 36 % 

of EU CO2 emissions (United Nations Environment 

Programme, 2021). The European Commission has 

outlined a long-term restructuring strategy, using 

primarily the principle of energy efficiency, as well 

as evaluating the use of renewable energy. Con-

sistently, each Member State has developed an 

Integrated National Plan for Energy and Climate to 

support the renovation of existing residential and 

non-residential buildings, both public and private, 

into nearly zero energy buildings, promoting cost-

effective strategies. The renovation of buildings, 

which should take place at an average rate of 3 % 

per year, will make it possible to progressively 

increase the EU’s energy independence, consider-

ing that each percentage point of increase in energy 

savings corresponds to a reduction in gas imports 

of 2.6 % (Directive (EU) 2018/844). In addition to 

energy inefficiency, existing buildings frequently 

show physical and formal degradation, which sig-

nificantly alters the quality of the urban environ-

ment. Renovation actions often entail a series of 

problems that make it difficult to implement re-

structuring plans. The most common problems 

include: high costs and long construction times; the 

invasiveness of the interventions that usually re-

quire occupancy and work activities to be sus-

pended; in the case of the application of external 

thermal insulation, the impossibility of periodic 

maintenance of the underlying elements and the 

inability to identify any cracks caused by earth-

quakes; the difficulty of integrating systems for the 
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production of energy from renewable sources; in 

the hypothesis of replacing the heating and cooling 

systems, the presence of pipes on the external fa-

çades that disfigure the appearance of the building. 

A potential solution to the aforementioned prob-

lems consists of the renovation of the building 

through systems that involve the application of a 

second skin from the outside. This technical solu-

tion has been proposed and analysed in various 

forms, characterized by different configurations 

and operating principles, and which have different 

effects on the energy performance of the buildings 

that they are applied to (Pomponi et al., 2016; 

Shameri et al., 2011). Generally, in the literature, 

the addition of a second layer on the external sur-

face of the walls is defined as a “double skin” or, 

more properly when speaking of interventions on 

existing buildings, “recladding”, meaning a coat-

ing with elements that can also be opaque. As stat-

ed by (Alberto et al., 2017), the double-skin system 

is strongly influenced by climatic conditions and 

the location of the building. The authors of this 

study developed a parametric analysis based on 

numerical simulation to evaluate the im-pact on 

the building's energy performance, of geometry, 

airflow path, cavity depth, openings area and type 

of glazing. The results showed that the most effi-

cient solution leads to a 30 % saving in energy de-

mand in a temperate climate and that the orienta-

tion of the façade (North or South) produces a dif-

ference in the results of 40 %. (Hamza, 2008) ex-

plored the possibilities of using the double façade 

in a hot and arid climate; in particular, the cooling 

loads were compared for a single skin base case 

against three possible changes to the physical 

properties of the external layer of the double skin 

façade. The simulation results showed that a reflec-

tive double façade can achieve higher energy sav-

ings than a reflective single façade. The research 

conducted by (Blanco et al., 2016) concerned the 

evaluation and optimization of perforated metal 

sheet double skin façades for a case study in Spain. 

Through simulation, the influence of different con-

figurations on heating, cooling and artificial light-

ing loads was evaluated, and a methodology aimed 

at the optimization of design sustainability based 

on minimum energy consumption was developed. 

(Jankovic & Goia, 2021) presented a literature re-

view on experimental and numerical studies of 

double-skin façades that investigates and evaluates 

the cause-and-effect connection between the con-

struction characteristics and the thermo-physical 

phenomena occurring in the system. Simple links 

between construction properties and performance 

have been identified, but only when one parameter 

is analyzed at a time. However, the authors high-

lighted that the complex interaction between mul-

tiple variables is rarely investigated. The study 

developed by (Tao et al., 2021) proposes two new 

analytical models to determine the ventilation rate 

inside naturally ventilated double façades, depend-

ing on various factors and using simple in-puts. An 

adjustable double-skin façade mock-up placed into 

a climate simulator was used by (Jankovic et al., 

2022), to investigate different double-skin façade 

configurations in combination with a wide range of 

boundary conditions. The authors provided an 

overview of several methods based on different 

types of experimental investigations with various 

levels of complexity to assess how different con-

structive features and boundary conditions affect 

the performance of double-skin façades. Recently, 

more advanced double-skin façade solutions have 

been tested. For example, (Alqaed, 2022) examined 

the use of different types of façades (simple façade, 

double-skin façade and double-skin façade filled 

with phase changing materials) based on different 

climatic conditions in Saudi Arabia. The results 

proved that the use of phase change materials in 

the double skin façade significantly reduces the 

energy demand for both heating and cooling. (Pé-

rez et al., 2021) focused on the development of a 

method for creating the 3D characterization of an 

experi-mental double-skin green façade, using Li-

DAR technologies. The proposed methodology 

enabled the 3D reconstruction of the green façade's 

outer envelope, also allowing an evaluation of the 

temperature reduction obtainable on the external 

sur-face of the building and providing a 3D object 

to be used in Building Information Modeling 

(BIM).  

In the present study, an innovative double-façade 

model, designed for the renovation of existing 

buildings, is presented and its effectiveness in re-

ducing the heating energy demand is evaluated for 

a selected case study, with reference to Mediterra-
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nean climatic conditions. The proposed system 

differs from the solutions currently available and 

discussed in the literature because: a) the façade is 

made up of opaque panels; b) the cavity of the 

double envelope is not ventilated; c) the system is 

multifunctional, in the sense that it is possible to 

adapt the cladding panels to different functions, 

according to the specific needs of the case in hand. 

2. Methodology

2.1 Description of the I-BEST System 

(Innovative Building Envelope 

through Smart Technology)  

I-BEST (Innovative Building Envelope through

Smart Technology) is an innovative multifunction 

façade system developed for the refurbishment of 

existing buildings. This system is designed to im-

plement integrated energy efficiency both in enve-

lope and plant performance. Using the I-BEST sys-

tem, in fact, it is possible to do the following: im-

prove the energy efficiency of the building; en-

hance the aesthetic quality of the building and 

therefore of the surrounding urban environment; 

avoid the degradation phenomena affecting the 

materials of the building envelope; implement non-

invasive interventions for the occupants of the 

building, who can continue to use the interior even 

during the renovation works. The I-BEST technolo-

gy consists of a system of sliding, modular and 

multifunctional panels, supported by a metal and 

light load-bearing structure, which is fixed to the 

existing building from the outside, without struc-

turally weighing on it. The application of the dou-

ble skin creates a cavity that can be used to install 

plant ducts (air conditioning, electrical, water sys-

tems and the collection and drainage of rainwater). 

The design solution meets the growing demand 

from the recladding sector, which requires the re-

placement of façades, claddings and openings of 

aged buildings with new, modern, functional and 

high-performance components. Furthermore, the 

system offers a high potential in the construction 

market, thanks to its modularity, adaptability to 

different building types, and replicability in vari-

ous climatic contexts, while maintaining low costs 

and reduced construction times. The main strength 

of the I-BEST system is its high flexibility. The mul-

tifunctional module-panels, in fact, can be used as 

a simple coating (also customizable on the surface), 

or they can include a layer of thermal insulation 

that varies according to the climate, incorporate 

solar modules for the production of renewable en-

ergy, integrate layers with vegetation to create 

green surfaces.  

2.2 Presentation of the Case Study 

For the evaluation of the I-BEST performance, its 

application to a building identified as a case study 

is considered. The building is part of the residential 

centre of the University of Calabria Campus. The 

location is characterized by a Mediterranean cli-

mate. The building consists of two adjacent blocks, 

slightly staggered in plan and two floors high. 

Each block includes two residential units, one on 

the ground floor and one on the first floor, with a 

net surface area of about 65.5 m2. Overall, the 

building includes four apartments, with a total net 

area of 262.0 m2. Fig. 1 shows the floor plan of the 

building. As regards the construction characteris-

tics of the building, the external walls are made 

with a double layer of perforated bricks and a cen-

tral cavity with thermal insulation, with thermal 

transmittance of 0.52 W/(m2 K). Fig. 2 depicts the 

detailed stratigraphy of the external wall. The roof 

is flat, not insulated, with thermal transmittance 

equal to 1.35 W/(m2 K). 

Fig. 1 – Floor plan of the case study building 

The ground floor slab, also not insulated, is charac-

terized by a U value of 1.55 W/(m2 K). The win-

dows have single glazing (Uglass=5.7 W/(m2 K) and 

aluminum frames without thermal break (Uframe=5.9 

W/(m2 K)). Each apartment is equipped with a gas 

boiler for heating and DHW production.  
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Fig. 2 – Stratigraphy of the external wall before renovation 

2.3 Calculation Assumptions 

In order to conduct a preliminary analysis, the en-

ergy model of the building was created using 

DesignBuilder software (DesignBuilder Software 

Ltd), a graphical interface of EnergyPlus (Energy 

Plus). The model was used to perform dynamic 

simulations and evaluate the effect of the introduc-

tion of the I-BEST system in the building, estimat-

ing the energy demand for heating before and after 

the installation of the double façade. The building 

was actually selected as a test building for the re-

search project within which the innovative I-BEST 

system was developed, and it will therefore be 

renovated through the installation of the I-BEST 

modules on the external façades, in order to exper-

imentally evaluate the performance of the pro-

posed system. In this study, the effectiveness of the 

I-BEST system is evaluated exclusively by simula-

tion and is limited to the analysis of the solution 

relating to the use of the I-BEST panel containing a 

layer of thermal insulation. Future studies will be 

aimed at exploring the effect produced by other 

solutions associated with the multi-functionality of 

the panel (integration of solar panels and green 

surfaces). Fig. 3 shows the stratigraphy of the ex-

ternal wall following the application of the I-BEST 

modules. Assuming the non-ventilated cavity, the 

thermal transmittance of the wall after the energy 

renovation with I-BEST is equal to 0.20 W/(m2 K), 

complying with the minimum requirements set by 

law (D.M. 26 June 2015). 

 

 

Fig. 2 – Stratigraphy of the external wall after renovation with the 

I-BEST system 

Hourly weather data provided by the Italian Ther-

motechnical Committee (CTI - Comitato Termotec-

nico Italiano) were used in the simulation. The lo-

cation is classified within the climatic zone D 

(D.P.R. 412/93), with the heating period running 

from 1 November to 15 April. The heating setpoint 

temperature is set at 20 °C. Since no specific infor-

mation on the occupancy is available, the internal 

gains have been quantified following the standard 

(UNI/TS 11300–1) and amount to 5.68 W/m2. Simi-

larly, the natural ventilation rate has been estimat-

ed based on technical specification (UNI/TS 11300–

1) and is equal to 0.3 ach. Dynamic simulation was 

conducted on an hourly basis in order to predict 

the thermal needs for heating and the primary en-

ergy required by the building at the current state 

and after the I-BEST renovation. 

3. Results and Discussion 

Fig. 3 shows the thermal heating requirement on a 

monthly basis, at present and after renovation with 

the I-BEST system. The results refer exclusively to 

the intervention on the external walls, in order to 

evaluate the impact of the proposed double façade 

system. For the purposes of this study, no other 

envelope efficiency measures were considered that 

would in any case be required to meet regulatory 

constraints (e.g., insulation of the roof and ground 

floor slab, replacement of the windows). 
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Fig. 3 – Thermal requirements for heating of the case study build-

ing before and after the renovation with I-BEST system  

The installation of the I-BEST panels, including an 

appropriate layer of thermal insulation, allows a 

reduction in the monthly thermal requirement for 

heating varying from 14.0 % to 16.4 % to be ob-

tained. Considering the whole heating season, the 

energy needs decrease from 38.08 kWh/(m2year) to 

32.58 kWh/(m2year). The improvement in the ener-

gy performance of the external walls is also evident 

in the internal air temperature. Fig. 4 and Fig. 5 

show the average daily air temperature corre-

sponding to the coldest day of the year based on 

the weather file used, that is, February 2. On this 

day, the lowest outdoor air temperature occurs, 

equal to -2.8 °C. 

Fig. 4 – Average daily internal air temperature before renovation 

(free-floating simulation carried out for the coldest day of the 

year) 

Fig. 5 – Average daily internal air temperature after renovation 

with I-BEST system (free-floating simulation carried out for the 

coldest day of the year) 

The simulation is carried out in free-floating condi-

tions, thus without considering the activation of 

the heating system. Therefore, the performance 

represented in the figures refers to the passive be-

havior of the envelope and only considers the en-

ergy efficiency measure applied on the external 

walls. The results are displayed based on a color 

graphic scale and are represented as an example 

for the ground floor of the building. From the fig-

ures, it can be noted that the use of the I-BEST 

modules produces an increase in the internal air 

temperature in all the areas of the housing units 

analyzed. This effect is due to the decrease in the 

thermal transmittance of the external walls after 

the addition of the I-BEST panels. 

The assembly of the panels on the external façades 

allows a non-ventilated cavity, which acts as a 

thermal buffer between the internal and external 

environment, to be obtained. In fact, inside this 

cavity, the temperature values are higher than the 

external air temperature, creating a transition zone 

capable of mitigating heat dispersion. Fig. 6 shows 

the temperature trend for the coldest day (Febru-

ary 2), in free-floating operation. In particular, the 

external air temperature, the internal air tempera-

ture and the air temperature inside the cavity are 

displayed in the graph, with reference to a room on 

the ground floor.  

Fig. 6 – Hourly trend of the air temperature (external, internal and 

inside the cavity) obtained from simulation conducted in free-

floating conditions for the coldest day of the year  

However, the greatest potential of the I-BEST solu-

tion derives from the fact that it is an "integrated" 

renovation system which, in addition to improving 

the performance of the building envelope, allows 

renovation of the heating plant to be carried out 

easily and economically. The unvented cavity cre-

ated by the installation of the double façade, in 
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fact, can be used to conveniently place the pipes of 

the heating system. Consequently, it is possible to 

assume the replacement of the existing heating 

plant consisting of gas boilers and radiators, with a 

more efficient system including an air-water heat 

pump (SCOP=3.5) supplying fan coils. Further-

more, this solution would also allow cooling in the 

summer. Thanks to the I-BEST technology, the new 

heating plant can be fitted quickly, without demo-

lition work and excavations for the passage of the 

pipes, and without interfering with the use of the 

internal environment. At present, a gas supply of 

11703 kWh is required. Considering the integrated 

restructuring of the envelope and heating plant, 

which involves the installation of the I-BEST sys-

tem and the replacement of the boilers with an 

electric heat pump, electricity consumption of 

2439 kWh is predicted.  

To make a comparison, the energy supplied is con-

verted into primary energy using the non-

renewable primary energy conversion factors pro-

vided by the law (D. M. 26 Giugno 2015). Fig. 7 

presents the monthly values of primary energy 

demand before and after renovation. A saving of 

61 % is achieved for the heating season, with a re-

duction from 46.90 kWh/(m2year) to 18.15 

kWh/(m2year).  

Fig. 7 – Comparison between the monthly primary energy de-

mand for heating before and after integrated renovation, involving 

the installation of the I-BEST double façade and heat pump sys-

tem 

4. Conclusions

The analysis presented in this work concerned the 

evaluation using dynamic energy simulation of the 

energy performances offered by an innovative 

building renovation system, consisting of sliding 

and multifunctional modular panels (I-BEST sys-

tem). The proposed technology allows for the crea-

tion of a double façade by realizing a non-

ventilated cavity, which can be used to set up the 

pipes of the plants. This makes it possible to oper-

ate an integrated renovation of the building enve-

lope and heating system in a short time, without 

demolition work and reducing costs. Since the I-

BEST system is designed for the combined renova-

tion of the heating system and external walls, its 

affordability is particularly evident when the fol-

lowing conditions occur: the need to install, com-

plete or renovate the air conditioning system; the 

need to place scaffolding on public land to imple-

ment the work aimed at the thermal insulation of 

the envelope. In the first case, it would be very 

expensive to operate inside the house to build the 

air conditioning system, as this involves the demo-

lition and reconstruction of the tracks where the 

pipes pass. With reference to the second hypothe-

sis, the municipal charges to be paid for the occu-

pation of public land are high, and a faster opera-

tion, such as that allowed by the I-BEST system can 

bring significant savings. 

The modular and multifunction panels confer high 

flexibility to the system, in terms of adaptation to 

different contexts and functions performed (simple 

cladding, thermal insulation, solar façade, and 

green surfaces). In particular, the analysis devel-

oped in this study focused on the evaluation of the 

configuration designed for thermal insulation. A 

building was selected as a case study and the ener-

gy saving achievable following the integrated ren-

ovation was assessed, involving the application of 

the I-BEST system and the replacement of the heat-

ing plant. The results showed that the use of the I-

BEST double façade allows for a reduction in the 

heating requirement of about 14 %. The enhanced 

performance of the walls allows an improvement 

of the internal conditions with regard to the pas-

sive behaviour of the envelope to be obtained, re-

sulting in an increase in the internal air tempera-

ture. Considering the refurbishment of the heating 

system through the installation of a heat pump, it 

is possible to achieve a saving of 61 % in terms of 

primary energy. Future studies will be aimed at 

extending the analysis to evaluate the effect of the 

I-BEST technology also in the cooling period and to
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explore the other possible alternative configura-

tions of the I-BEST system (solar façade and green 

façade). Moreover, the implementation of the sys-

tem on the building selected as test-case for the 

research project will also allow experimental anal-

yses to be performed. 
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Abstract 

Window operation in naturally ventilated classrooms is 

the only strategy for achieving proper air change rates. 

The modeling of the ventilation rate based on the win-

dow state implies knowledge of the window opening 

angle to evaluate the net exchange area. Nonetheless, the 

sensors most used to monitor window opening state are 

contact sensors, which allow only a binary state (i.e., 

open/close) to be devised. This work aims to investigate 

the effect that window opening information has on venti-

lation rates and building performance simulation by 

comparing the case in which window opening is de-

scribed by the opening angle to the condition in which it 

is described as a binary I/O variable. A measurement 

campaign was conducted on six classrooms in a second-

ary school in Morlupo, Rome. Temperature, CO2 concen-

tration and relative humidity were monitored in the six 

classes, while temperature and relative humidity were 

monitored outdoors. During school time, a few students 

per class were asked to report information concerning the 

number of occupants and the opening state of windows 

and shutters on a discrete scale. From the data collected, 

an equivalent opening area was calculated, accounting 

for the combined opening of windows and shutters, be-

ing therefore representative of the net exchange area. 

Based on the original dataset, a second dataset was gen-

erated by considering binary window opening infor-

mation both for windows and shutters. The two datasets 

were used, together with environmental data, to train 

behavioral models that were then fed into a building 

energy simulation model. The results of the simulations 

show that the simplified dataset causes an overestimation 

of the air changes and of the building energy need. 

1. Introduction

Occupant behavior is commonly recognized as an 

influential factor when seeking explanations for the 

difference between the predicted performance of a 

building and its actual performance in post-

occupancy conditions, the so-called performance 

gap (Shi et al., 2019).  

Though most of the literature on occupant behav-

ior focuses on residential and office buildings 

(Franceschini et al., 2022), the importance of study-

ing people’s behavior in educational buildings 

stems from the findings of the extensive literature 

regarding the role that ventilation plays in stu-

dents’ concentration, health, and performance 

(Bakó-Biró et al., 2012; Haverinen-Shaughnessy et 

al., 2015). 

The drivers for human interaction with the enve-

lope should be sought in a multi-domain approach. 

For instance, operating the shutters might be a con-

sequence of glare or of direct solar radiation, and 

window operation might be triggered by air quali-

ty concerns, thermal comfort, or noise protection 

(Delzendeh et al., 2017). However, the drivers that 

are mostly used in occupant behavior modeling 

relate to the thermal and indoor air quality do-

mains (Dai et al., 2020). 

The interaction between occupants and the enve-

lope is particularly relevant in naturally ventilated 

buildings, where window operation directly im-

pacts on ventilation rates and, consequently, on 

indoor temperature, air quality, and finally on the 

building energy demand. In such buildings, the 

ventilation rate can be estimated from the indoor 

403

mailto:federica.morandi@unibz.it
mailto:julian.donges@natec.unibz.it
mailto:ilaria.pittana@iuav.it
mailto:alessandro.prada@unitn.it
mailto:francesca.cappelletti@iuav.it
mailto:andrea.gasparella@unibz.it


Federica Morandi, Julian Donges, Ilaria Pittana, Alessandro Prada, Francesca Cappelletti, Andrea Gasparella  

 

and outdoor environmental conditions and the net 

exchange area (EN 16798), which can be derived by 

the combined state of windows and shutters.  

Many sensors and technologies are available to 

detect the window state. The ones that are most 

often deployed, which are relatively cheap and 

require low implementation effort, are contact sen-

sors, which report a binary status (Belafi et al., 

2018; Naspi et al., 2018; Park et al., 2019). Nonethe-

less, monitoring the opening angle besides the state 

might be relevant, as different opening angles de-

termine different net exchange areas. Window 

opening angle can be monitored, among other 

methods, using accelerometers (Andersen et al., 

2013), by implementing image recognition algo-

rithms (Sun et al., 2022), or assessed through the 

administration of questionnaires (Kim et al., 2019). 

2. Aim And Method  

In this paper, a naturally ventilated school building 

is used as a case study to develop behavioral mod-

els devoted to window opening to be used in 

building performance simulations. In particular, 

the focus is on the impact of detailed models able 

to predict the window opening angle as opposed to 

simpler binary models. The research question is: 

To which extent does detailed information on 

window state affect the building energy demand 

compared to an I/O information? 

The methodology adopted to address such ques-

tion can be summarized by the following steps: 

1. Collection of experimental data. A measure-

ment campaign was carried out in six class-

rooms of a high school in Morlupo, Rome. En-

vironmental parameters were monitored and 

detailed information on the state of windows 

and roller shutters was reported by the stu-

dents. 

2. Modeling occupant behaviour. Data were pre-

processed by calculating an equivalent open-

ing area that takes into consideration the open-

ing of the sashes and of the roller shutters. 

Then, a second dataset was created by attrib-

uting a binary status to sashes and shutters, 

i.e., simulating the dataset that would have 

been collected if contact sensors were used. 

Two behavioral models were trained on the 

two datasets based on classification trees, algo-

rithms that split the data into branches based 

on impurity criteria and assign, following the 

tree-like structure built upon predictor varia-

bles, the probability of falling within a specific 

class of the response variable.  

3. Simulation of building performance. Energy 

modeling of a reference building was carried 

out using the two different behavioral models 

to evaluate the effects of window state infor-

mation on the ventilation rate, and the overall 

energy performance. 

In the analysis proposed, only thermal and indoor 

air quality environmental variables are accounted 

for (air temperature, relative humidity, and CO2 

concentration), as these can be predicted by means 

of building energy simulations.   

3. The Measurement Campaign  

The measurement campaign took place between 

January and May 2022, for a total of 17 weeks. Six 

classrooms were involved in the reporting activi-

ties. Students participated in a training program 

organized jointly by the universities involved in 

the project and the high school.  

The layout of the monitored classrooms is depicted 

in Fig. 1 and Fig. 2. The floor surface of each class-

room is 50 m2 approx. Classrooms are equipped 

with three two-sash windows and roller shutters.  

The indoor environmental conditions were moni-

tored using HoBO MX 1102 loggers (T, RH, CO2 

concentration), which were fixed on the walls, 

while outdoor conditions were monitored using a 

HOBO U23-001A data logger (T, RH). Data acquisi-

tion was carried out with a 10-min time resolution. 

During the lecture, students were provided with 

printed spreadsheets in which they were asked to 

write down the condition of the room and the time 

at which any change in state occurred. The pa-

rameters that were monitored are:  

- State of each window sash (0-0.5-1) 

- State of each shutter (0-0.25-0.5-0.75-1) 

- State of the door (0-1) 

- Number of people in the classroom 

- State of the lights (0-0.5-1). 
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(a) Ground floor

(a) First floor

(a) Second floor

Fig. 1 – Floor plans of the IIS “Margherita Hack" in Morlupo, 

Rome, with indication of the classrooms involved in the project (in 

gray color) 

Fig. 2 – Internal view of one of the classrooms that participated in 

the project 

Fig. 3 represents the physical meaning attributed to 

the values that represent the state of windows and 

shutters. Besides the state of these elements, stu-

dents also had to report the motivation that led to 

the interaction with the environment, by choosing 

from a set of pre-determined questions, and to in-

dicate whether the request for change came from a 

student or from the teacher. 

Each classroom managed the organization of the 

data collection in a different manner. Students built 

shifts so that each component (e.g., windows, 

lights, shutters, etc) was controlled by one person 

at a time, to ease the work and not to distract them 

(a) window opening (b) shutter opening

Fig. 3 – Options available for the reporting of sashes (a) and 

shutters (b) status 

too much from their lesson. 

After these paper-based sheets were collected, they 

were transferred to a digital archive in which the 

state was reported per each time step at which an 

environmental measure was available, i.e., every 

other 10 minutes. 

4. Results

4.1 Data Pre-Processing 

Data were filtered by presence, to exclude data that 

referred to unoccupied periods from the evalua-

tion. Only complete datasets were included in this 

analysis, i.e., data was excluded from the selection, 

when even just the state of one sash was not re-

ported. 

Starting from the information on window and 

shutters status, an equivalent opening area was cal-

culated by computing, for each window, the aver-

age opening of the two sashes and by multiplying 

that value by the opening of the shutter. In this 

manner, a situation in which window sashes are 

open and the shutter is closed would be represent-

ed by a null equivalent opening area. This dataset 

will be referred to in the following as “case 1”. 

From the original dataset, another equivalent open-

ing area was calculated by considering that win-

dow sashes and shutters could only assume 1/0 

values. In the case of windows, values of 0.5 were 

then converted into 1, while in the case of shutters, 

values of 0.25-0.5 and 0.75 were converted into 1. 

Then, the equivalent opening area was calculated 

again, following the procedure described above. 

This second dataset, referred to in the following as 

“case 2”, is characterized by a less continuous dis-

tribution of values. 
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Fig. 4 – Equivalent opening areas calculated from the original da-

taset (case 1, x-axis) and from the modified dataset (case 2, y-axis) 

The scatter plot of the equivalent opening areas 

calculated for case 1 and case 2 is reported in Fig. 4. 

The levels of equivalent opening area that are de-

termined by the 1/0 discretization are clearly visi-

ble. As expected, in case 2 the equivalent opening 

area is much larger compared with the actual 

opening area. 

4.2 Modeling Occupant Behavior 

The two pre-processed datasets were then used to 

train behavioral models based on decision trees. To 

improve prediction accuracy, bagged tree classifi-

ers were used. The equivalent opening area, 

binned at 25 % intervals, was assumed as the re-

sponse variable, and the following predictors were 

used as input variables: indoor temperature, rela-

tive humidity and CO2 concentration, outdoor 

temperature, and relative humidity. It is specified 

that the classes are very unbalanced, with a great 

number of occurrences related to the “closed” con-

dition (0), and that no occurrence is found at fully 

open (1). This relates to the way the equivalent 

opening area is defined, as it is a multiplication 

between average opening of the window and of the 

shutters (which are hardly ever totally closed).  

The importance of the predictors in estimating the 

models is reported in Fig. 5. The outdoor tempera-

ture has significant impact on both models, fol-

lowed by indoor temperature and relative humidi-

ty. Outdoor humidity ranks the lowest predictor in 

terms of importance.  

 

 

       (a) Case 1 (original dataset)               (b) Case 2 (I/O) 

Fig. 5 – Importance of the predictors of the behavioral models 

 

   (a) Case 1          (b) Case 2 

Fig. 6 – Confusion matrices of the behavioral models trained 

The accuracy of the models is 81.9 % and 76.5 % for 

case 1 (original dataset) and case 2 (I/O dataset), re-

spectively. The confusion matrices of the two 

trained models are reported in Fig. 6. Green diago-

nals show that most of the classes are correctly 

identified. 

The relevant share of incorrect classifications dis-

played in the lower left part of the diagrams indi-

cates a tendency of both models to underestimate 

the equivalent opening area. 

4.3 Building Performance Simulations 

The trained models were nested in the energy sim-

ulation of a school building located in Milan. The 

building consisted of two classrooms with a total 

surface of 100 m2 and 3 m high, recalling the di-

mensions of the classrooms in which the training 

dataset was collected.  

The typical reference year developed in (Pernigotto 

et al., 2014) was used. By looping TRNSYS with 

Matlab, the decision tree was used as a black box 

that, for each time step, would read the values of 

the predictors (i.e., indoor temperature, relative 

humidity and CO2 concentration, and the outdoor 

temperature and relative humidity) and attribute a 

class to the response variable (i.e., equivalent open- 
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(a) summer season (b) winter season

Fig. 7 – Ventilation rate in the summer (a) and winter (b) season 

for case 1 and case 2 

ing area) based on a probabilistic approach. The 

information on window opening area was then 

used to estimate the ventilation rate based on the 

EN 16798 approach. A constant infiltration rate of 

0.15 ACH was assumed in addition to natural ven-

tilation to determine the overall air change rate. 

All building characteristics were left unvaried in 

the two models (e.g., occupancy profiles, envelope 

characteristics, outdoor climate, etc), the different 

results generated by the twin simulations solely 

ascribable to the behavioral model called.  

Fig. 7 provides a qualitative overview of the sea-

sonal Air Changes per Hour (ACH) returned by 

the simulations. In the heating season (15th Octo-

ber-15th April), ventilation is governed by infiltra-

tion (almost no window opening). In summer, con-

versely, higher ventilation rates are predicted and 

differences among the two models arise – the 

number of air changes per hour being sensitively 

greater for case 2.  

By summing up the ACH on a seasonal basis for 

case 1 and case 2 (Fig. 8), data displays a difference 

in ACH of 33 % in the summer season and a differ-

ence of 13 % in the winter season - case 2 leading to 

an overestimation of the ventilation rate in both 

cases.  

Since air change rate related to infiltration is 

known (0.15 ACH), by data filtering it is possible to 

distinguish when the air change is related to infil-

tration or to window operation. These data are 

presented in Fig. 9, where the number of times in 

which ventilation could be attributed to infiltration 

or ventilation is represented as a percentage relat-

ed to all observations. In case 2 (I/O opening), ven-

tilation is generally triggered by window opening 

for a greater number of times compared to case 1. 

(a) Summer season (b) Winter season

Fig. 8 – Cumulative ACH calculated over the summer (a) and 

winter (b) season for case 1 and 2 

(a) Case 1 - Summer (b) Case 1 - Winter

(c) Case 2 - Summer (d) Case 2 – Winter

Fig. 9 – Share of ventilation rates occurrences related to window 

opening (in purple) and to infiltration (in yellow) 

This effect is magnified in the summer season 

(51 % of occurrences related to window opening in 

case 2 vs 31 % in case 1).  

This qualitative analysis might suffer from a bias 

related to the effectiveness of the window opera-

tion in the two models: in case 2, does the model 

predict fewer window openings because the air 

exchange is more effective? 

The different estimates in ventilation rates affect 

the energy performance of the building. The ener-

gy demand in the winter season in case 1 corre-

sponds to 1.93 MWh, while in case 2 it is  2.04 

MWh, therefore indicating a 5 % increase in energy 

demand for case 2 in relation to case 1.  

5. Discussion

The analysis carried out so far shows that there is a 

sensitive variation in the estimate of the air change 

rate when the actual window opening angle is 
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used. In relation to the individual steps of the 

method proposed, some points call for further 

comments: 

- Experiment bound. Occupant behavior should 

be dealt with as a multi-domain-driven mech-

anism, as multiple factors contribute to deter-

mining the interaction of individuals with the 

envelope. In the present study, the environ-

mental parameters considered refer to the 

thermal and air quality comfort domains, 

through the measurement of indoor and out-

door temperature and relative humidity, and 

indoor CO2 concentration. This choice was 

made based on the consideration that these are 

the features that can be controlled in building 

performance simulations. Multi-domain simu-

lation would allow for a proper integration of 

factors.  

- Data collection. The information of window 

status was reported by students and is there-

fore subject to accuracy issues. Errors in re-

porting the window and shutter states should 

be random (one might forget to report a win-

dow opening as well as a window closing), 

and therefore it might contribute to the data 

noisiness. In any case, this should not affect 

the outcome of the present study, as a compar-

ison is proposed between the two subsets, one 

of which is generated based on the other. Con-

versely, the accuracy of data reporting might 

affect the accuracy of the behavioral models 

trained. For this reason, some of the class-

rooms analyzed in the present study were 

equipped with a device to monitor the win-

dow opening angle; data will be used in fur-

ther work to test the reliability of the data re-

ported by students.  

- Behavioral models. The behavioral models 

trained show high accuracy (82 % and 76 %, 

respectively), but the share of false negatives is 

not homogeneous among classes and shows a 

tendency of both models to underestimate the 

equivalent exchange area. That might be relat-

ed to the fact that samples are unbalanced. 

Furthermore, an extension of the original da-

taset both in terms of monitored states and of 

environmental conditions would improve the 

model accuracy. 

- Building performance simulation. The results 

of building performance simulations show a 

sensitive decrease in ventilation rate when ac-

tual opening angles are considered. For the 

case study analyzed, this translates into an 

underestimate of building energy consump-

tion by 5 %. The magnitude of this effect might 

be biased by building, weather and systems-

related factors and will be addressed in future 

work. 

6. Conclusion 

The research aimed at understanding the impact 

that window opening modeling has on energy per-

formance simulation. An experimental campaign 

was carried out in which environmental parame-

ters and the detailed states of windows and shut-

ters were monitored. Two behavioral models were 

trained to account for I/O opening information and 

the discrete dataset.  

Energy performance simulations show that ventila-

tion rate is strongly affected by the detail with 

which the window opening information is provid-

ed. A I/O discretization would, in general, lead to 

an overestimate of the ventilation rate and of the 

overall energy demand of the building. 

Future work will concern the improvement of be-

havioral models, the evaluation of the uncertainty 

brought by behavioral models into energy simula-

tion, the evaluation of the reliability of the data 

reported by the students, and the inclusion of mon-

itoring parameters affecting the other domains of 

comfort as drivers for the window opening. 
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Abstract  

Numerical simulations are widely used to evaluate 

the thermal comfort and energy savings in the ret-

rofit of historic buildings. In most cases, however, 

no detailed data are available on the materials and 

stratigraphy of the building envelopes, and on-site 

measurements can be expensive and time consum-

ing. 

The present work uses as a case study a university 

building characterized by a high thermal capacity 

in the city of Rome to verify whether the use of 

natural ventilation can be a practice of use in order 

to guarantee energy saving and natural comfort. 

To this end, in the summer of 2020, an experi-

mental campaign was carried out aimed at acquir-

ing thermofluximetric measurements through the 

vertical walls, the air temperature inside and out-

side the analyzed environment and the air velocity. 

Measurements were conducted under three differ-

ent usage protocols, including night ventilation 

and 24-hour continuous ventilation. 

These measurements made it possible to identify 

the thermophysical characteristics of a wall consid-

ered "equivalent" to the real wall, allowing the real-

ization of thermofluidodynamic computational 

models. In particular, in the study, 3 different stra-

tigraphies were considered and compared, corre-

sponding in the first case to the equivalent wall, in 

the second to that available from the Comsol soft-

ware library, and, finally, in the third and last case, 

from literature data (Tabula project) for the build-

ing typology analyzed. 

From the analysis, it emerged that the 3 groups of 

parameters do not have a significant impact in 

terms of variation of internal comfort, confirming 

the reliability of the use of the literature values for 

these types of modeling. 

1. Introduction

Several findings in the literature highlight the sig-

nificance of the aspects related to the indoor cli-

matic control and the energy efficiency of historical 

buildings (Bay et al., 2016).  

Natural ventilation of buildings is a good practice 

for the air quality of living and working environ-

ments and the well-being of the occupants. One of 

the significant effects of an adequate air change is 

the contribution given to the reduction of gas lev-

els in buildings. The systems that are usually ap-

plied in heritage buildings are forced air coils and 

radiators based on hot water, since the initial in-

vestment is quite low compared with other solu-

tions, and they have a short response time to 

cool/heat large volumes of indoor air. These two 

plant typologies adapt very well to the specific 

occupancy patterns and can be employed either 

discontinuously, targeting occupant thermal com-

fort satisfaction for a brief period of time, or unin-

terruptedly, to maintain constant hygrothermal 

conditions benefitting from the building’s thermal 

mass (Bay et al. 2016; Bencs et al., 2007; Bratasz et 

al., 2007). 
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In buildings which are not designed to guarantee 

an adequate number of air changes, the ventilation 

obtained through the opening of windows does not 

allow high indoor thermal comfort level to be 

maintained, which inevitably returns within a few 

hours to levels similar to those present before ven-

tilation.  

An alternative to the ventilation obtained by simp-

ly opening windows can be obtained by equipping 

the building with an active ventilation system, ob-

tained by means of ducts and aspirators that en-

sure an exchange of air between the external and 

internal environment. 

This system guarantees greater continuity in the 

ventilation of the environment, not being linked to 

manual intervention, and can be carried out unin-

terrupted or cadenced over 24 hours, limiting the 

inconvenience of not being able to be used in the 

presence of wind. However, it should be empha-

sized that the use of active ventilation must be 

suitably sized, in order to avoid possible negative 

effects of a different nature. 

In the presence of natural ventilation and high 

thermal masses, the use of passive and hybrid 

strategies based on natural ventilation and noctur-

nal thermal mass precooling can be crucial in terms 

of internal comfort and energy saving. 

The aim of this work, taking as a case study a uni-

versity building characterized by a high thermal 

capacity in the city of Rome, is to show the poten-

tial of CFD numerical models for quantifying the 

cooling effects and internal thermal comfort, ana-

lyzing different sets of thermophysical parameters 

assigned to the high thermal mass walls. 

2. Material And Methods

This work presents a 2D model of Pavilion 2B 

(Fig. 1) of the Ex-Mattatoio (former abattoir) (Er-

soch, 1891) in Rome, built using Computational 

Fluid Dynamics (CFD) software based on the finite 

element method (FEM). The transient simulations, 

as explained in a previous work (Vitale & Salerno, 

2017), take the temporal variations and the interac-

tions between internal and external thermal condi-

tions into account, with the aim of evaluating dif-

ferent usage profiles and estimating the effects of 

passive cooling in the presence of natural ventila-

tion and high thermal masses. 

Fig. 1 – Cross section of the Pavilion 2B 

The simulations were set up according to the fol-

lowing criteria: 

- considering the variations in external condi-

tions (temperature and solar radiation);

- without the use of HVAC systems;

- without occupancy load.

All simulations were carried out in three different 

usage profiles: 

- with nocturnal and diurnal ventilation (24hV);

- with only nocturnal ventilation (10hV);

- without natural ventilation (Nov).

In addition to the three usage profiles, a parametric 

study was conducted using in each simulation 

three different sets of thermophysical parameters 

assigned for the wall (Table 1), determined as fol-

lows: 

- COM: values from COMSOL Multiphysics

library and literature (old simulations);

- SOS: values calculated with measured data

and equivalent wall model;

- TAB: values from Tabula library, a report on

Italian Building Typology realized by Turin

Polytechnic as part of a European project and

including the thermophysical characteristics of

the most common building types in Italy from

the 20th century onwards (Tabula project).

Table 1 – Thermophysical properties of the walls used for the 

simulations 
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Set Thermal 

conductivity 

λ 

Heat 

capacity 

c 

Density 

ρ 

Unit [W/(m∙K)] [J/(kg∙K)] [kg/m3] 

COM 0,81 1512 1800 

SOS 0,68 1200 2200 

TAB 0,64 840 1681 

In particular, Figs. 2 and 3 illustrate the plan of the 

pavilion selected for the experimentation (Fig. 2) 

and the measurement scheme of the instruments 

used for the acquisition of experimental data in the 

study room (Fig. 3) (Insula Architettura e Ingegne-

ria), respectively. 

Fig. 2 – Plan of the pavilion analyzed with the delimitation of the 

study room 

The experimental campaign took place in summer, 

in the period from 28 July 2020 to 7 September 

2020, with the aim of acquiring data on the surface 

temperatures inside and outside the study wall, the 

heat flow through the wall, the temperatures of the 

air both inside and outside the study room, at the 

speed of the internal air (by placing a microclimatic 

control unit in the central position of the study 

room), and finally the surface temperature of the 

floor in the area near the microclimatic control 

unit. The uncertainty related to the measurement 

performed on the case study is equal to ±10 % 

(Evangelisti et al., 2022). 

The data recorded allowed the study room to be 

characterized from a thermal point of view and 

made it possible to evaluate the equivalent thermal 

properties of the multilayer wall under study by 

coupling the simulations conducted with COMSOL 

Multiphysics software (COMSOL) on the experi-

mental measurements (Evangelisti et al., 2022). By 

assimilating the multilayer wall to an "equivalent 

homogeneous wall" (Evangelisti et al., 2018.), 

thanks to a methodology already applied in several 

literature studies, its "equivalent thermophysical 

properties" were determined, thus obtaining a fur-

ther set of data called "SOS" (Evangelisti et al., 

2018; Gori et al., 2016). 

Fig. 3 – Plan of the study room with the measurement scheme of 

the instruments used in the experimental campaign 

The main objective of this work is to show the po-

tential of CFD numerical models for quantifying 

the incidence of different thermophysical charac-

teristics on internal thermal comfort conditions in 

buildings with high inertia wall in different natural 

ventilation scenarios. 

Figs. 4 and 5 show the air temperature trend (con-

sidering the average in the potentially occupied 

zone), the mean radiant temperature and the oper-

ative temperature for the three thermophysical sets 

with nocturnal and diurnal ventilation (24hV). 

Fig. 4 – Air temperature and mean radiant temperature with diur-

nal and nocturnal ventilation (24hV) 
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Fig. 5 – Operative temperature with diurnal and nocturnal ventila-

tion (24hV) 

In Figs. 6 and 7, the results for the three thermo-

physical sets with only nocturnal ventilation 

(10hV) are shown. 

Fig. 6 – Air temperature and mean radiant temperature with only 

nocturnal ventilation (10hV) 

Fig. 7 – Operative temperature with only nocturnal ventilation 

(10hV) 

In Figs. 8 and 9, the results for the three thermo-

physical sets without ventilation (NoV) are shown. 

Fig. 8 – Air temperature and mean radiant temperature without 

ventilation (NoV) 

Fig. 9 – Operative temperature without ventilation (NoV) 

Finally, Figs. 10, 11 and 12 show, for each ventila-

tion scenario, the differences found between the 

results of the simulations, using the three sets of 

thermophysical parameters. The figures show the 

maximum, minimum and average difference of the 

mean radiant temperature (Tmr), the air tempera-

ture in the potentially occupied zone (Tair), and 

the operative temperature (Top).  

Fig. 10 – Temperature difference between thermophysical pa-

rameters sets with diurnal and nocturnal ventilation (24hV) 
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Fig. 11 – Temperature difference with only nocturnal ventilation 

(10hV) 

By comparing temperature differences, we deduce 

that, in the three cases, although the parameter sets 

are different, their impact on internal condition is 

not so incisive. 

It is interesting to note that the COM and SOS sets 

have more similar trends than the TAB set. Since 

the COM and SOS sets have more similar values of 

heat capacity while the SOS and TAB sets have 

more similar values of conductivity, it can be de-

duced that, in buildings with high thermal inertia 

under natural ventilation scenarios, the heat capac-

ity value of the walls has a greater impact, in terms 

of internal comfort, than the thermal conductivity. 

Fig. 12 – Temperature difference without ventilation (NoV) 

This concept is reinforced by the fact that the NoV 

profile (without ventilation) is the one that reports 

the lowest differences between the three sets of 

thermophysical parameters.

3. Conclusions

In buildings characterized by high thermal masses, 

employing passive and hybrid strategies based on 

natural ventilation and nocturnal thermal mass 

precooling can be a critical issue for internal com-

fort and energy saving. With the aim of verifying 

whether the use of natural ventilation can be a 

practice of use to achieve energy saving and natu-

ral comfort, this work took a university building 

(in the city of Rome) characterized by high thermal 

capacity as a case study. 

Different CFD numerical models were carried out 

to quantify the cooling effects and internal thermal 

comfort of different thermophysical parameters 

assigned to the walls and different natural ventila-

tion scenarios (both nocturnal and diurnal). 

It is worth noting that, when comparing the tem-

perature differences among the three cases ana-

lyzed, although they have different thermophysical 

parameters, their impact on internal condition is 

not significant. Starting from the characteristics of 

the parameters sets considered, it can be observed 

that the internal comfort of buildings characterized 

by high thermal inertia, under natural ventilation 

conditions, are more influenced by the heat capaci-

ty value than by the thermal conductivity. 
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Abstract 

Building simulations play a fundamental role both in 

applications like the design of new constructions and the 

optimization of building operation and control. This is 

quite relevant in the current energy framework, in which 

the energy consumption of buildings has increased over 

past decades. The reliability of the results’ model does 

not depend only on the model itself, like the mathemati-

cal expression or the resolution process, but it is also 

related to the uncertainty that those parameters involve. 

This can cause discrepancies between the simulated and 

the real behavior of the building, causing a deviation 

from the expected one of the performance of a building. 

Hence, the calibration procedure of the model is a neces-

sary process which allows more accurate results to be 

obtained and predictions that are closer to the real behav-

ior of the building to be made, minimizing the discrepan-

cy between predicted and actual performance by chang-

ing the values of the simulation parameters. When it 

comes to calibration of simulation models, many ap-

proaches are available in the literature, comprising man-

ual and iterative ones, graphic comparative procedures, 

techniques based on specific tests, and many others. 

Among all possible approaches, optimization-based cali-

bration is the most widely adopted in model calibration. 

However, this approach, which is usually based on evo-

lutionary algorithms, has the disadvantage that it re-

quires many expensive simulations to be run, especially 

when the number of parameters to be calibrated is high. 

This issue can be overcome by a preliminary sensitivity 

analysis that reduces the number of parameters to be 

calibrated and by an efficient optimization algorithm. For 

this reason, this work proposes a framework based on a 

sensitivity analysis designed to identify the most signifi-

cant parameters separately on the energy budgets and 

other monitored environmental variables. The proposed 

calibration procedure is based on functional approxima-

tion models, which greatly increases the efficiency of the 

optimization algorithm. The case study is a university 

library placed in the municipality of Trento, Italy. The 

building was monitored in terms of indoor carbon diox-

ide, indoor temperature, and relative humidity. Results 

show how successful the proposed approach is in reduc-

ing the computational time required for calibration, espe-

cially when considering models with a high degree of 

complexity. 

1. Introduction

Energy demand from buildings is still considered a 

significant share of the global energy consump-

tions, i.e., 36 % of the total energy demand (San-

tamouris & Vasilakopoulou, 2021). This means that 

measures in this sector must be taken to considera-

bly reduce overall energy consumption. In this 

context, dynamic simulations of buildings are an 

extremely powerful tool, which can help in achiev-

ing such goals, not only from the point of view of 

assessing the energy efficiency of new construc-

tions, but also for optimizing building operation 

and control. Nevertheless, dynamic and detailed 

models require a high number of both input data 

and parameters for describing the whole system. 

As reviewed by Chong et al. (2021), the building 

model requires input data which describe the 

physical model. If not directly measured or known, 

as in the case of new constructions, parameters 

must be assumed by the user. This assumption 

procedure brings uncertainty that has an unavoid-

able impact on the simulation output. Authors 

such as Karlsson et al. (2007), Scofield (2009) and 

Turner & Frankel (2008) reported how simulation 

results can differ significantly from monitored da-

ta. Hence, to adopt energy models that are as accu-
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rate as possible, calibration procedures are becom-

ing increasingly fundamental and are an unavoid-

able  step in building simulation for closely match-

ing simulated building behavior to reality (Coakley 

et al., 2014). When it comes to calibration of simu-

lation models, many approaches are available in 

the literature, comprising manual and iterative 

ones, graphical comparative procedures, tech-

niques based on specific tests and many others 

(Chong et al., 2021). Among all possible approach-

es, the optimization-based calibration is the most 

widely adopted in model calibration. However, 

this approach, which is usually based on evolu-

tionary algorithms, has the disadvantage that it 

requires many expensive simulations to be run, 

especially when the number of parameters to be 

calibrated is high, as in detailed models. This issue 

can be overcome by a preliminary sensitivity anal-

ysis that reduces the number of parameters to be 

calibrated, and by an efficient optimization algo-

rithm. 

Thus, this research work proposes a framework 

based on a sensitivity analysis designed to identify 

the most significant parameters separately on the 

energy budgets, other monitored environmental 

variables and, after that, considering all the varia-

bles together. Then, a calibration procedure is per-

formed based on functional approximation models, 

which greatly increases the efficiency of the opti-

mization algorithm. The Root Mean Square Error 

(RMSE) was chosen as statistical indicator to be 

minimized, instead of the monitored variables. The 

case study is a university library located in the 

municipality of Trento, Italy. The building is con-

stantly monitored in terms of indoor temperature 

(°C), relative humidity (%) and indoor carbon diox-

ide (ppm). The results show how successful the 

proposed approach is in reducing the computa-

tional time required for calibration, especially 

when considering models with a high degree of 

complexity. 

2. Methodology

2.1 Monitored Case Study 

To test the proposed calibration procedure, a real 

building was considered, specifically, a university 

library placed in Mesiano (46° 3' N, 11° 8' N), mu-

nicipality of Trento, Italy. 

Fig. 1 – Case study: University library BUM, University of Trento, 

Trento (Italy). The building was opened in 2021. Picture retrieved 

from http://www.weberwinterle.com  

The construction was built in 2020, and it has a 

total floor area of 1533 m2. It is a three-storey build-

ing composed of an underground basement , used 

as an archive and technical room, and two upper 

floors connected by internal stairs, where rooms 

are mainly used as offices and lecture halls. The 

generation system is composed of two heat pumps, 

one air-to-water and a ground source one. The hy-

dronic heating/cooling system is based on a radiant 

floor panel system for the two upper floors, and a 

fan-coil system for the basement. The building is 

supplied with an air mechanical ventilation system 

coupled with an Air Handling Unit AHU, except 

for the basement.  

Sensors are installed all over the library with the 

aim of monitoring the indoor conditions in terms 

of temperature T, relative humidity RH, and levels 

of CO2 in each ambient. Additional sensors are also 

placed on the plant side (i.e., heat pump system 

and the Air Handling Unit). Since its construction, 

the building has been constantly monitored by 

means of the Schneider Building Automation Server. 

Fig. 2 shows the positions of the data loggers in the 

library. Red sensors record indoor temperature and 

relative humidity, and CO2 levels, while the green 

ones only record the temperature. Data were rec-

orded with time steps of 15 min. Table 1 lists the 

different sensors and the names of the different 
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zones. 

Fig. 2 – Sensor locations with their identification numbers 

Table 1 – Sensor list and their positioning 

Sensor 
Monitored 

quantity 
Zone Floor 

1 T, RH, CO2 Reading hall vs. Stairs 1st  

2 T, RH, CO2 Reading hall vs. Office 1st 

3 T, RH, CO2 Wardrobe 1st 

4 T, RH, CO2 Architecture hall 1st 

5 T, RH, CO2 Reading hall vs. Offices GF 

6 T, RH, CO2 Reading hall vs. Toilets GF 

7 T, RH, CO2 Architecture hall GF 

8 T, RH, CO2 Conference room GF 

9 T, RH, CO2 Archive  B 

10 T Office 1st 

11 T Meeting room  GF 

12 T Office 1  GF 

13 T Office 2  GF 

2.2 Building Simulation Model 

TRNSYS® (v18) software was adopted to model the 

building’s performance. 

At first, the geometry of the model was created 

through the  TRNBUILD application in the 

SketchUp environment 

(https://www.sketchup.com/it), and then it was 

imported into the program through  Multizone 

Building Modeling (Type56), where each thermal 

zone (35 in total) was defined in this subroutine, 

thermo-physical properties of materials adopted in 

the opaque components, glazing properties and so 

on were defined. In particular, those data were 

retrieved from technical datasheets of the construc-

tion company. 

Weather data, in terms of external total solar radia-

tion (W m-2), external air temperature (°C), external 

air relative humidity (%) and wind speed (m s-1), 

were taken from the weather station at Trento 

Laste (https://www.meteotrentino.it) with time 

steps of 1 h. 

Solar radiation for each external tilted surface was 

modeled with the Perez Model (Perez et al., 1990) 

through Type16. The ground temperature was 

modeled with Type77. The external convective heat 

transfer coefficient hce was defined according to the 

Standard EN ISO 6946:2017 (CEN, 2017). Air infil-

trations were calculated in accordance with the 

empirical method suggested by the ASHRAE K1, K2 

and K3 model (ASHRAE Handbook, 1989). Since 

the building is a new one, coefficients can be as-

sumed equal to K1 = 0.1, K2 = 0.011 and K3 = 0.034 

(for tight constructions). 

The light power density was taken from technical 

documentations and differentiated for each ther-

mal zone. Three levels were considered, which are 

20, 15 and 10 W m-2, of which 60 % was accounted 

as thermal gain directly affecting the air node 

thermal balance. As regards thermal gains generat-

ed by the equipment, 7, 5 and 4 W m-2 power den-

sity levels were considered according to the 

ASHRAE Handbook (ASHRAE, 1989). 

Schedules of lights, as well as of the external shad-

ing devices, were imported from an external file 

through Type9. These data come from the monitor-

ing, since the building is also equipped with sen-

sors giving information about the state of the light-

ing power in percentage terms and percentage val-

ue of the window shadings. 

Since detailed occupancy schedules were not avail-

able, occupancy was assumed to follow Eq. (1). 

occupancyi = max peoplei · Schedulei  (1) 

The maximum number of people for each thermal 

zone was obtained with the help of on-site inspec-

tion by counting the number of available chairs, 

while the schedule of the reading hall, a value 

ranging from 0 to 1, was determined by analyzing 

the weekly occupancy rate supplied by Google (see 

Fig. 3) and available because of glocalization. As 

regards offices, a different schedule was consid-

ered. 

419

https://www.sketchup.com/it
https://www.meteotrentino.it/


Maja Danovska, Alessandro Prada, Paolo Baggio 

Fig. 3 – Example of occupancy rate of the library adopted as 

schedule for the reading hall. Profile retrieved from Google. Val-

ues range from 0 to 1. X-axis shows the time in hours 

The Air Handling Unit was modeled as a black 

box, taking as input the monitored air temperature 

Tsupply and relative humidity RHsupply of the supply 

air. In this way, composing devices were neglected. 

In the period monitored, the unit was working in 

all-air configuration due to COVID restrictions, 

thus no air recirculation was performed, and air 

was taken completely from the outside. Data about 

the supply air were passed through Type9. The air 

volume flow rate VFR introduced in each ventilat-

ed zone was defined as: 

VFR=VFRdesign · ScheduleVENT ·RgVENT  (2) 

where the design volume flow rate was taken from 

technical documentations, and the AHU schedule 

(expressed from 0 to 1) and the regulation of the 

supply ventilator expressed in percentage terms 

were retrieved from monitored data (through 

Type9). 

The Radiant panels, adopted for both heating and 

cooling, were modeled through Type1231 – Radiator 

(TESS Libs 17 – HVAC Library Mathematical Ref-

erence). The general expression of the specific 

thermal output for a general radiator was charac-

terized for the radiant floor system by setting a 

value of 1 for the exponent linked to the difference 

between surface temperature and air temperature. 

And a value of 0.2 was considered for calculating 

the altitude correction factor. Inlet water tempera-

ture to the radiant floor system was taken from 

monitored data (Type9) and the water mass flow 

rate expressed in kg hr-1 was defined as the prod-

uct of the design water flow rate for each zone (re-

trieved from technical documentation) and the 

monitored signal relative to the functioning of the 

radiant floor system in that zone. 

The evolution profiles of CO2 concentrations were 

simulated as well. The levels of CO2 in a room de-

pend on the occupancy rate in that volume, the 

ventilation rate, and on the infiltrations. The model 

considered for the evolution in time of the indoor 

concentration accounts for the maximum value, at 

each time step, between the outdoor carbon diox-

ide CO2,ext, considered equal to 400 ppm, and the 

expression in Eq. (3). 

CO2{i,m} = CO2{i,m-1} + { INF · (CO2,ext - CO2{i,m-1})  + … 

... + VFRi/Vi · (CO2,ext - CO2{i,m-1}) + … 

… + (kgen · 106 ·occupancy)/ Vi· } · Δt 

     (3) 

The generation term is equal to 0.017568 m3 hr-1 

person-1. The three terms correspond to the infiltra-

tions, ventilation system and the occupancy, re-

spectively. 

Beyond the thermal and the occupancy balance, 

also the moisture one was implemented by consid-

ering the moisture production of the people ac-

cording to the ASHRAE Handbook 

(ASHRAE, 2017), where two different levels of ac-

tivity were set, both sedentary and active. 

2.3 Sensitivity Analysis 

To identify the most dominant parameters affect-

ing the model’s outputs, a preliminary sensitivity 

analysis was performed. In particular, the method-

ology adopted is the one proposed by Sohier et al. 

(2014), which is a modified version of the qualita-

tive Morris method, in which the significance 

threshold depends on the parameter with the high-

est elementary factor. This modification showed 

improvements in the estimation of the factors’ im-

pact with respect to the original one. The sensitivi-

ty analysis was applied separately to the three bal-

ances, and in particular: 

(i) at first, on the thermal balance, by consider-

ing as objective function the RMSE for the

indoor temperature T.

(ii) second, on the humidity balance, by consid-

ering the RMSE for the indoor absolute hu-

midity x.

(iii) at the end, on the CO2 balance, by consider-

ing the RMSE for the CO2 concentration lev-

els.

For each case, every parameter taken into consid-

eration was varied in a specific range, then simula-
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tions were run and the magnitude of the variation 

of the Root Mean Square Error RMSE, expressed in 

Eq. (4), was assessed. 

 (4) 

In particular, the RMSE relative to the individual 

variable, i.e., temperature, relative humidity, and 

CO2 concentration, was calculated for each moni-

tored zone and then averaged using the corre-

sponding volume. The method was implemented 

in the MATLAB® environment, which allowed au-

tomatic link to the software TRNSYS. 

2.4 Calibration Process 

After the preliminary parameter screening, the 

calibration procedure was addressed. In particular, 

a meta-models-based optimization approach was 

adopted, which is described and discussed in detail 

in the work of Prada et al. (2018). Meta-models are, 

substantially, surrogate models that emulate build-

ing dynamics. Hence, instead of optimizing the 

initial building simulation code directly, an explicit 

expression of the code is constructed starting from 

the building simulation results and used together 

with the Genetic Algorithm GA for the optimiza-

tion procedure. The main advantage of such meta-

models is to filter out the variable domain regions 

with no eligible Pareto solutions, as stated by Pra-

da et al. (2018). In particular, in this research, the 

surrogate model implemented is called Multivari-

ate Adaptive Regression Splines (MARS) meta-

model and it is based on piecewise cubic splines, 

which are adopted to approximate the cost func-

tion. 

Such an approach aims at overcoming some issues 

related to the commonly adopted evolutionary 

algorithms, whose procedure is extremely time-

consuming. The calibration was based on three 

monitored quantities, which are, firstly, the indoor 

air temperature of each zone, secondly, the abso-

lute humidity for each ambient, except those relat-

ed to sensors 10 to 13 (see Fig. 2) and, thirdly, re-

garding the CO2 variable, all zones equipped with 

a CO2 sensor were considered, except for the con-

ference room and the basement (i.e., sensors 8 and 

9), where the random component of the occupancy 

schedule was extremely significant and, thus, ne-

glected. The objective function set for minimization 

is the RMSE (Eq. 4), defined separately for each 

monitored quantity, i.e., temperature, absolute 

humidity and CO2, and normalized considering the 

initial case. Simulations were run considering a 

time-step of 15 min and a period from the 6th of 

November 2011 to the 12th of November 2011 (heat-

ing period). As for the sensitivity analysis, the pro-

cedure was implemented in the MATLAB® envi-

ronment, which allowed an automatic link to the 

software TRNSYS. 

3. Results and Discussion

In this section, results of the sensitivity analysis, as 

well as of the calibration procedure, are shown and 

discussed together. For instance, Table 2 shows the 

dominant parameters most affecting the model’s 

output as a result of the sensitivity analysis. In par-

ticular, for each parameter, the magnitude of the 

influence (i.e., with numbers from 1 to 12) on each 

balance of temperature, of absolute humidity and 

of the CO2 is specified. The term N/A is adopted 

when the model is not sensitive to that parameter. 

The parameters most influencing the temperature 

variable are mainly related to material properties, 

i.e., specific heat capacity, infiltration rates and

gains related to lights and equipment. However, 

gains related to occupancy and the volume flow 

rate of the ventilation system also have an impact 

on the temperature’s output, as seen in Table 2. In 

terms of absolute humidity, the parameters affect-

ing the balance the most are the occupancy rates 

and the volume flow rates of the environments 

where the ventilation system is installed. The same 

stands for the CO2 balance, considering, in addi-

tion, the effect of the external levels of CO2. Since 

parameters from no. 1 to no. 7 affect only the tem-

perature, their calibration was performed only on 

the thermal balance and by considering a single 

objective function based on the indoor air tempera-

ture. On the other hand, the other parameters from 

no. 8 – 15 that have an influence either on absolute 
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humidity, CO2 or both, were adjusted according to 

a two-objective function calibration, based on such 

variables. In this way, the calibration procedure 

was decoupled. As regards parameters related to 

occupancy rate and volume flow rates, which in-

fluence not only the absolute humidity and CO2, 

but also the temperature (e.g., no. 8, 9, 10, 12 and 

13), these were accounted for in the two-objective 

function calibration, since they are more dominant 

on such balances than on the thermal one. Once 

parameters no. 8, 9, 10, 12 and 13 were calibrated, 

they were changed in the thermal balance, and the 

calibration of the temperature was performed. Ta-

ble 2 shows the calibration ranges of each parame-

ter, where a variation of ± 20 % from the initial 

value was considered.  

Fig. 4 – Pareto front (blue data) with the combinations of the 

objective functions f1 and f2 related to the absolute humidity AU 

(kg kg-1) and CO2 (ppm), respectively. The optimal solution is 

highlighted in red 

Fig. 4 shows results of the optimization-based cali-

bration on the absolute humidity and the CO2, as 

combinations of the objective functions f1 and f2 

expressed as the ratio between the current RMSE 

and the RMSE related to the initial case, both for 

the AU and the CO2, respectively (see Eq. 5).  

𝑓1 𝑜𝑟  2  =  
𝑅𝑀𝑆𝐸𝐴𝑈  𝑜𝑟  𝐶𝑂2

𝑅𝑀𝑆𝐸0𝐴𝑈  𝑜𝑟  𝐶𝑂2

 (5) 

Results are placed on the Pareto front, as depicted 

in blue. By assessing the minimum distance of each 

solution from the origin, the optimal solution was 

selected and highlighted in red, as shown in Fig. 4. 

In particular, with this solution, only the CO2 con-

centration was improved, instead of the absolute 

humidity, for instance, f1 = 0.98 and f2 = 0.71 (im-

provements equal to 2 % and 9 % compared with 

the initial case, respectively). This is because the 

prediction of humidity in environments was mod-

eled with a simplified approach, which neglects 

some mechanisms like moisture buffering due to 

the building’s opaque components. The values of 

the calibrated parameters related to this optimal 

solution are summarized in Table 2 from no. 8 to 

no. 15. Besides values of occupancy and volume 

flow rates of the ventilation system, the parameter 

which shows remarkable change with respect to 

the initial case is the external CO2 concentration, 

which was not measured but assumed, and whose 

value influences the indoor CO2 balance to a great 

extent, according to Eq. (3). 

Results of the calibration on the thermal balance 

are reported in Table 2 from parameters no. 1 to 7, 

which refer to the minimum value of the objective 

function as expressed in Eq. 5, but only in terms of 

temperature. The obtained temperature objective 

function was equal to 0.90, which means a 10 % 

improvement compared with the initial case. In 

particular, parameters related to air infiltrations 

slightly decrease from the initial values, confirming 

the hypothesis of a highly airtight building, typical 

of new constructions.  

Table 3 shows the computational effort of each 

calibration procedure (in h), the percentage im-

provement of the model with respect to the initial 

case expressed as 1- f and the calibration accuracy 

in terms of RMSE for each variable. In particular, 

three cases were reported: the initial one, the case 

after the decoupled calibration composed of Cal 1 

and Cal 2, which considered the joined AU and 

CO2, and T, respectively. And, at the end, a third 

case based on a standard calibration procedure (Cal 

3) taken only as a comparison. Specifically, the

calibration considered all parameters of Table 2 

and three objective functions for every variable 

implemented together. The computational time 

necessary for the decoupled calibration is about 32 

h considering both Cal1 and Cal2. Clearly, Cal1 is 

remarkably more time-consuming than Cal2 (i.e., 

30.8 h vs 1.2 h) because of the two objective func-

tions. The improvement obtained after the decou-

pled procedure with respect to the initial case is 2 

% for the absolute humidity, 29 % for the CO2 and 

10 % for the temperature. In terms of RMSE, it can 

be noticed that the variations with the initial case 
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are limited especially in terms of temperature and 

absolute humidity prediction. A more marked re-

duction in the RMSE(CO2) is evident, i.e., from 88.3 

ppm to 61.6 ppm. This is because the model was 

already robust at the beginning thanks to the relia-

bility of the input data and parameters - a typical 

condition of new constructions. As regards the 

standard case, results in Table 3 show that the cali-

bration procedure requires about 9 % more time 

than the decoupled case (i.e., 35 h vs 32 h) to get a 

comparable accuracy, or even slightly lower, when 

considering the CO2 prediction. As before, the im-

provement is not greatly higher than the initial 

case because of the goodness of the initial model.  

Table 2 – Parameters which influence the most the models’ output obtained from the sensitivity analysis 

Category No. Parameter T AU CO2 Values range 
Calibrated 

value 

Material 

properties 

1 
c reinforced concrete [kJ kg-1 

K-1] 
3rd N/A N/A [0.704-1.056] 1.03 

2 
c concrete - heated floor [kJ kg-

1 K-1] 
11th N/A N/A [0.704-1.056] 0.95 

Infiltration 

rate 

3 K1 – INF [-] 5th N/A N/A [0.08-0.12] 0.08 

4 K2 – INF [-] 2nd N/A N/A [0.088-0.0132] 0.009 

Gains from 

lights and 

equipment 

5 
Light power density -1st level 

[kJ hr-1 m-2] 
1st N/A N/A [58-86] 59 

6 
Light power density – 2nd 

level [kJ hr-1 m-2] 
9th N/A N/A [43-65] 63 

7 
Equipment power density – 

1st level [kJ hr-1 m-2] 
8th N/A N/A [20-30] 20 

Gains from 

people 

8 
Max PPL Reading hall vs. 

Stairs 1st [-] 
4th 2nd 2nd [50-74] 70 

9 
Max PPL Reading hall vs. 

Offices 1st [-] 
6th 1st N/A [6-10] 6 

10 
Max PPL Reading hall vs. 

Offices GF [-] 
12th 4th N/A [26-30] 26 

11 
Max PPL Reading hall vs. 

Toilet GF [-] 
N/A N/A 3rd [32-48] 32 

Ventilation 

12 
VFR Reading hall vs. Stairs 1st 

[m3 hr-1] 
7th 3rd N/A [888-1332] 1024 

13 
VFR Reading hall vs. Offices 

GF [m3 hr-1] 
10th 5th 5th [435-653] 645 

14 
VFR Reading hall vs. Toilet GF 

[m3 hr-1] 
N/A N/A 4th [544-816] 773 

External envi-

ronmental 

conditions 

15 CO2, ext [ppm] N/A N/A 1st [200-600] 514 

Table 3 – Computational time, improvement and accuracy of the decoupled and standard calibration approach 

Initial case 
Decoupled Standard 

Cal 1 Cal 2 Cal 3 

Calibration 

Time* 
- 30.8 h 1.2 h 35 h 

Improvement 1-f - 2 % (AU) 29 % (CO2) 10 % (T) 

5 % (AU) 

28 % (CO2) 

7 % (T) 

RMSET  

RMSEAU  

RMSECO2  

0.6 °C 

0.3 g kg-1 

88.3 ppm 

0.6 °C 

0.3 g kg-1 

61.6 ppm 

0.6 °C 

0.3 g kg-1 

63.6 ppm 

* Processor: AMD Ryzen 9 5950X 16-Core – 3.40 GHz; Installed RAM: 32.0 GB.

423



4. Conclusions 

In this work, a calibration of an energy simulation 

model based on the meta-model optimization ap-

proach was tested on a real case study. The meth-

odology comprised a first sensitivity analysis de-

signed to identify the most significant parameters 

on the energy budgets and other monitored envi-

ronmental variables separately. Then, a calibration 

procedure based on functional approximation 

models was applied separately on the monitored 

variables, which are temperature, humidity and 

CO2. The case study is a university library placed 

in the municipality of Trento, Italy. The building 

was monitored in terms of indoor carbon dioxide, 

indoor temperature, and relative humidity. Results 

show how the decoupled approach increases the 

efficiency of the optimization algorithm, especially 

in energy simulation codes with a high degree of 

complexity, thus with a high number of parame-

ters. For instance, to obtain the same, or even 

slightly greater, accuracy than a standard calibra-

tion approach, the computational time required for 

this decoupled calibration is 9 % less than a stand-

ard approach, where no differentiation among 

monitored variables is performed. Hence, the 

adoption of the MARS model in calibration proce-

dures of building simulation models can provide a 

contribution towards the optimization of both 

building refurbishment design, as well as building 

operation and control. 

 

Nomenclature 

Symbols 

ACH Air Changes per Hour (h-1) 

AHU Air Handing Unit 

B Basement 

c Specific heat capacity (kJ kg-1 K-1) 

CO2 Carbon Dioxide (ppm) 

Δt Simulation time step (hr) 

GA Genetic Algorithm 

GF Ground Floor 

H/C Heating/Cooling 

hce External convective heat transfer coef-

ficient (kJ hr-1 m-2 K-1) 

INF Infiltration rate (h-1) 

λ Thermal conductivity (W m-1 K-1) 

N Number of simulation time steps 

kgen Generation rate (m3 hr-1 person-1) 

PPL People 

Rg Regulation 

RH Relative Humidity (%) 

RMSE Root Mean Square Error 

T Indoor air temperature (°C) 

X Absolute humidity (kg kg-1) 

Y Variable (either T, RH or CO2) 

VFR Volume Flow Rate (m3 hr-1) 

Subscripts/Superscripts 

ext External 

i Of the ith thermal zone 

mis Measured  

m Of the current time step (-) 

m-1 Of the previous time step (-) 

sim Simulated 

supply Of the supply air of the AHU 

VENT Of the supply ventilator 
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Abstract 

Air-to-water heat pumps are  one of the most promising 

and increasingly widespread solutions, despite some in-

trinsic drawbacks, such as their poor efficiency at low 

ambient temperatures and at high sink temperatures, 

e.g., in domestic hot water production. In this context,

hybrid heat pump systems combining air-to-water heat 

pumps and boilers (HSs) have been proposed on the mar-

ket, especially for the renovation of existing buildings, 

where high supply water temperatures are typically re-

quired. Even though HSs are off-the-shelf technology, the 

topic has recently gained interest in research. HSs consist 

of two generators, which must be designed with an inte-

grated approach from the start. However, the perfor-

mance improvement hinges on the availability of a de-

tailed model able to accurately predict the HS perfor-

mance. Most of the studies available in the literature use 

models based on performance maps that are not suitable 

for HS design. This study presents a new detailed model 

of a hybrid system, developed in the MATLAB environ-

ment. The model adopts a quasi-physical representation 

of the heat pump cycle and condensing boiler. The boiler 

model thermodynamically simulates the combustion pro-

cess, using the Cantera solver and the Gri-Mech proper-

ties. The heat pump model simulates the thermodynamic 

cycle, using refrigerant properties obtained from Cool-

Prop libraries. A detailed model for each main component 

of the system is developed. Component models are com-

bined, thus allowing the user to consider the influence of 

single components or construction parameters on the over-

all HS performance. Individual component models were 

validated against software or performance data provided 

by manufacturers. The validation proved that the models 

of the single components can reproduce performance with 

high accuracy. Therefore, the model can be used for future 

studies involving  HS design, to analyze the influence of 

construction choices on  overall system efficiency. 

1. Introduction

Hybrid systems (HSs) can be a promising solution 

for increasing the efficiency of heating systems, 

particularly for existing buildings that do not have 

as high levels of insulation as new buildings (Roc-

catello et al., 2022).  

The way the two generators (boiler and heat 

pump) are combined is crucial for system efficien-

cy. Therefore, the HS, consisting of two generators, 

must be designed with an integrated approach 

from the start. A detailed model of the system 

would be needed to study and develop a HS. This 

would allow the design of the individual compo-

nents of the system to be optimized for their com-

bination, to maximize the efficiency of the hybrid 

system under the chosen operating conditions.  

Previous studies on the topic developed a HS 

model and used it to compare system performance 

with other solutions, e.g., monovalent systems with 

heat pump or boiler. Klein et al. (2014) applied a 

model of HS for simulating a building with differ-

ent insulation levels, using TRNSYS software. They 

used a model of the hybrid system based on per-

formance maps. Di Perna et al. (2015) adopted an 

experimentally derived HS model, for the compari-

son of  HS performance with that of boiler or elec-

tric heaters. Bagarella et al. (2016) conducted simu-

lations using TRNSYS to discuss the distribution 

between heat pump and boiler operation based on 

outdoor temperature. The HP model is based on 

the combination of performance map data for each 

component, while the evaporator was modeled 

using finned coil evaporator design software, 

which allows for estimation of the frost formation 

process on the evaporator. The boiler model ap-
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plies numerical correlations for determination of 

the efficiency. Dongellini et al. (2021) analyzed the 

primary energy consumption due to the HS with 

different heat pump sizes. The model of the HS is 

based on performance data provided by manufac-

turers. Li & Du (2018) compared different hybrid 

system configurations by simulating system per-

formance under certain operating conditions. They 

adopted a model based on performance maps for 

the heat pump, and an average efficiency for the 

boiler. Park et al. (2014) developed a detailed HP 

model, based on individual models of system com-

ponents, and a boiler model based on experimental 

correlations. 

The literature review shows that most of the hybrid 

system models are based on performance maps. 

These models, as already discussed, are well suited 

for  application to building simulations, as they 

provide the real-life behavior of components al-

ready available on the market. However, they are 

not suitable to be used for a new design of the sys-

tem itself, but rather to analyze the performance of 

a given system over a certain period of time.  

The goal of the present work is to develop a semi-

physical model of a HS. The model is primarily 

based on the physical laws describing the process-

es occurring in the individual components of the 

system.  

The modeling involved the main components of 

the heat generators. The models of the individual 

components were combined into the overall model 

of the single generator. The HP and boiler models 

can be retrieved as subroutines from the overall HS 

model, which  contains the hybrid system logic. 

The heat pump and boiler model development are 

based on the currently most adopted systems in 

HSs. The heat pump considered for modeling is a 

modulating heat pump, equipped with a plate heat 

exchanger (HX) for the condenser, and a finned-

coil HX for the evaporator. The boiler considered is 

a condensing, modulating, natural gas-fired boiler. 

2. Methodology

The HS model consists of the logic that manages 

the interaction with the heating system – i.e., it 

determines whether a generator should operate 

and calculates the system setpoint – and decides 

which generator to operate based on the chosen 

control strategy. For a more detailed description of 

the logic of the HS model, the reader can refer to 

Roccatello et al. (2022). This paper presents a dif-

ferent type of HS model, in which the subroutines 

containing the heat pump and boiler models are 

not based on performance maps, but on semi-

physical models of components. The generator 

models are developed as the union of the system 

components. The heat pump model is the combina-

tion of the component models of the air-refrigerant 

and water-refrigerant heat exchangers (evaporator 

and condenser), compressor, and expansion valve. 

The boiler is modeled as the union of the combus-

tion chamber and the flue gas-water HX. Figs. 1 

and 2 show the schematic of the heat pump and 

boiler models, respectively.  

Fig. 1 – Schematic of heat pump model 
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Fig. 2 – Schematic of boiler model 

The following sections describe how the compo-

nent models were developed, and subsequently 

combined, to generate the boiler and heat pump 

models. 

2.1 Heat Pump Model 

2.1.1 Condenser model 

In this section, the heat transfer between refriger-

ant and water is modeled. The refrigerant exiting 

the compressor exchanges heat with water and 

undergoes condensation and subcooling. An ex-

ample of a heat pump refrigerant cycle on a pres-

sure/enthalpy diagram is shown in Fig. 3, in which 

the condensation process is highlighted.  

Fig. 3 – Condensation process represented on a pres-

sure/enthalpy diagram 

The condenser model refers to a plate HX, which is 

the most used type of exchanger for residential size 

heat pump systems. 

Initially, a first guess of the value of the condensa-

tion temperature is estimated. The heat of conden-

sation (Qcond) can be calculated using the following 

equation, which considers the enthalpy state of the 

refrigerant entering and leaving the condenser. 

(1) 

Subsequently, heat transfer correlations are im-

plemented for  determination of the global heat 

transfer coefficient (Bergman et al., 2017). The 

equation for the calculation of the global heat 

transfer coefficient of the condenser (Uc) is report-

ed here below: 

(2) 

in which hc is the heat transfer coefficient of refrig-

erant, and hw is the water heat transfer coefficient 

in the condenser. The calculation of hw is per-

formed according to the following equation: 

(3) 

Dc represents the hydraulic diameter, while Nuwc is 

calculated according to the following equation: 

(4) 

in which: 

- Rewc and Prwc: Reynolds and Prandtl

number

- μwc: viscosity of the water

The values of Cwc and wn are evaluated as follows: 

(5) 

(6) 

The refrigerant heat transfer coefficient (hc) is eval-

uated in a different way when the refrigerant is the 

vapor phase and when it is in the condensation 

phase. In the first case it is calculated as: 

(7) 

in which ksc represents the thermal conductivity of 

refrigerant. 

In the condensation process, the heat transfer coef-

ficient of the refrigerant (htc) is calculated as fol-

lows: 

(8) 

in which ktc is the thermal conductivity of the re-

frigerant and Nutc is calculated according to the 

following equation: 
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(9) 

- Retc is the Reynolds number of the refrigerant

during condensation

- ρcl and ρcv are the refrigerant density of liquid

and vapor

- xc is the vapor quality

- Prcl is the Prandtl number of the refrigerant in

the liquid-phase.

Finally, the calculation of the heat exchanged be-

tween the fluids in the condenser (Qcond) is ex-

pressed by the equation: 

 (10) 

where ∆Tc is the mean temperature difference be-

tween water and refrigerant, Uc the global heat 

transfer coefficient and Ac the condenser heat 

transfer area. The equation allows the adjustment 

of the value previously assumed for the condensa-

tion temperature. 

2.1.2 Expansion valve 

The process that the fluid undergoes after exiting 

the condenser is modeled as an isenthalpic expan-

sion (Fig. 4). Hence, the following equation is ob-

tained, which provides the input enthalpy condi-

tions for the refrigerant evaporation phase. 

 (11) 

Fig. 4 – Expansion process represented on a pressure/enthalpy 

diagram 

2.1.3 Evaporator 

This section describes the modeling of heat transfer 

between air and refrigerant. The refrigerant pro-

cess through the evaporator is shown in Fig. 5, on 

the pressure/enthalpy diagram. In the heat ex-

changer, the refrigerant undergoes an evaporation 

and a superheating. The type of HX considered is a 

finned-coil HX, which is widely used in air source 

heat pumps.  

Initially, a first-guess value of evaporation temper-

ature is assumed, which allows estimation of  the 

heat exchanged during the evaporation process 

(Qev), hence the enthalpy difference between the 

outlet state and the inlet state at the evaporator. 

Referring to the diagram in Fig. 5, this can be ex-

pressed by the following equation: 

(12) 

where mref represents the refrigerant mass flow 

rate.  

Fig. 5 – Evaporation process represented on a pressure/enthalpy 

diagram 

Subsequently, the heat transfer correlations are 

implemented for the determination of the global 

heat transfer coefficient (Bergman et al., 2017).  

ha represents the air-side heat transfer coefficient: 

(13) 

in which: 

- is the density of the air

- is the specific heat of the air

- ja is the heat transmission factor

- um is the maximum wind speed

- Pra is the Prandtl number of the air

ja is calculated according to the following equation: 

(14) 

in which: 

- Rea is the Reynolds number
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- Aaf/Aa is the ratio between the surface area of

the tubes with and without fins.

The maximum wind speed (um) is calculated by 

Eqn. (15): 

(15) 

where: 

- uf is the fan wind speed

- sh is the tube spacings in the horizontal direc-

tion

- sv is the tube spacings in the vertical direction

- Dte is the diameter of the tubes

- d1 is the are the thickness of the fins

- d2 is the spacing of the fins.

After that, the refrigerant heat transfer coefficient 

(he) is calculated. The value of the refrigerant heat 

transfer coefficient differs if the refrigerant is in the 

evaporation or in the superheating phase. 

The refrigerant heat transfer coefficient in the su-

perheating phase (hse) is calculated as follows: 

(16) 

in which kse is the refrigerant thermal conductivity. 

〖Nu〗_se is calculated as: 

(17) 

in which Rese and Prse are the refrigerant Reynolds 

and Prandtl number, and fse is the friction coeffi-

cient, calculated according to the equation: 

(18) 

The heat transfer coefficient of the refrigerant in 

the condensation phase is calculated according to 

the following equation: 

(19) 

where: 

- hel is the heat transfer coefficient of the refrig-

erant liquid-phase

- hev is the heat transfer coefficient of the refrig-

erant vapor-phase

- ρel is the density of the refrigerant liquid-phase

- ρev is the density of the refrigerant vapor-

phase

- xe is the vapor quality of the refrigerant.

Thus, the calculation of the evaporator global heat 

transfer coefficient (Ue) is performed according to 

the following equation: 

(20) 

Finally, the calculation of the heat exchanged be-

tween the fluids in the evaporator (Qe) is expressed 

by the equation: 

(21) 

where ΔTe is the mean temperature difference be-

tween air and refrigerant and Ae the evaporator 

heat transfer area. 

2.1.4 Compressor 

Given the geometric and operational complexity of 

the component, the compressor was modeled using 

performance data provided by the manufacturers, 

to avoid great inaccuracy of the heat pump model.  

The compressor model adopts polynomial correla-

tions, which allow for the estimation of the refrig-

erant mass flow rate and compressor power input, 

as a function of suction and discharge pressure, 

which correspond to the evaporating and condens-

ing pressures in the heat pump model, if neglecting 

pressure drops.  

In addition, the polynomial correlations are a func-

tion of the compressor frequency, i.e., they allow 

for the modeling of a variable-speed compressor, 

and thus for the development of a modulating heat 

pump model. 

The correlations used in the model are reported 

here below (Copeland Select Software). The varia-

ble X represents either the refrigerant mass flow 

rate or the compressor power input. S and D are 

the evaporating and condensing temperatures, 

respectively, expressed in °C, while C0 – C9 are the 

specific coefficients for the compressor provided 

by the manufacturer.  

X = C0 + C1*S + C2*D + C3*S ^2+ C4*S*D + 

C5*D^2 + C6*S ^3 + C7*D*S ^2+C8*S*D^2 + 

C9*D^3 (22) 

2.1.5 Model development 

The flow chart in Fig. 6 describes the rationale of 

the heat pump model. At the beginning, initial val-

ues of the evaporating and condensing tempera-

tures are guessed. Based on these values, the com-
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pressor model estimates the refrigerant mass flow 

rate and power input. These values are used as 

inputs by the condenser model, which estimates 

the heat exchanged in the condenser and adjusts 

the value of the condensing temperature. Similarly, 

the evaporator model allows for the adjustment of 

the first guess evaporating temperature value 

through an iterative procedure. Finally, the outputs 

of the model, i.e., heating capacity and power in-

put, are released, allowing for the COP calculation. 

2.2 Boiler Model 

The boiler was modelled by subdividing the sys-

tem into its major components, namely combustion 

chamber (CC) and HX.  

The model of the CC is based on a thermodynamic 

equilibrium simulation of the combustion process 

carried out using the Cantera solver (Cantera). The 

inputs to the combustion chamber model are the 

fuel mass flow rate and air mass flow rate (or ex-

cess air). Through the modeling of the combustion 

process, the adiabatic flame temperature is calcu-

lated, i.e., the temperature that the gas mixture 

would ideally reach in the absence of heat loss. The 

model considers the heat losses of the combustion 

chamber (Qloss_cc), based on information provided 

by the manufacturer. The outputs of the combus-

tion chamber model are the temperature and mass 

flow rate of the flue gas. 

These values are used as input for the model of the 

water-flue gas HX. An exchanger with unitary effi-

ciency was considered, which is a good approxima-

tion, given the very high efficiency in recovering 

flue gas heat in the heat exchange process.  

The value of flue gas outlet temperature deter-

mines whether condensation of water vapor in the 

flue gas occurs. If the flue gas outlet temperature is 

lower than the dew point, the condensation heat is 

recovered and transferred to the water. The logic 

adopted in the boiler model development is shown 

in Fig. 7. 

Fig. 6 – Heat pump model logic 
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Fig. 7 – Boiler model logic 

2.3  Model Validation 

For the heat pump, validation of the HX models is 

presented, the compressor model being based on 

performance maps. The validation of the condenser 

model was carried out using the selection software 

provided by SWEP (SSP G8-SWEP), which pro-

vides the geometric parameters of the heat ex-

changers and allows the exchanged capacity to be 

evaluated by setting the operating conditions as 

input to the software. 

The validation of the evaporator model was per-

formed using performance data from a finned-coil 

HX obtained from NIST software (EVAP-COND). 

The software receives as input the geometric pa-

rameters and operating conditions and calculates 

the system performance in terms of exchanged 

capacity.  

The validation of the boiler model was carried out 

using the data of heating capacity provided by the 

manufacturer, as a function of the fuel mass flow 

rate and water entering and leaving temperature. 

3. Results And Discussion

In this section, the results of the validation of the 

component models are presented.  

3.1  Condenser Model Validation 

For a given heat exchanger,  SWEP software re-

turns the exchanged heating load by entering the 

operating condition data. The HX geometry and 

operating conditions are given as input to the 

model, which determines the overall heat transfer 

coefficient and heat load. Tables 1 and 2 show the 

geometrical and operating parameters related to 

the validation test carried out. Table 3 shows the 

results related to the heat exchanged between the 

fluids in the condenser obtained from the manufac-

turer’s software and estimated using the model. It 

can be observed that the relative error in the esti-

mate of the heat load is less than 5 %. 

Table 1 – Input geometrical parameters used for validation test of 

plate heat exchanger model 

Geometric parameters 

Total heat 

transfer area 
m2 1.57 

Refrigerant 

channel volume 
dm3 0.0313 

Water channel 

volume 
dm3 0.0301 

Number of plates units 58 

Height mm 324 

Length mm 94 

Width mm 90.7 

Table 2 – Input operating parameters used for validation test of 

plate heat exchanger model 

Operating parameters 

Operating 

parameters 
°C 50 

Condensing 

temperature 
°C 56.2 

Subcooling °C 2 

Condenser inlet 

temperature 
°C 80 

Refrigerant 

mass flow rate 
kg/s 0.059 

Water 

mass flow rate 
kg/s 0.458 
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Table 3 – Heat load values provided by manufacturer and calcu-

lated by the model, and relative error, for validation test on plate 

heat exchanger model 

Validation results  

Manufacturer’s 

heat load 
kW 9.6 

Model heat load kW 10.0 

Relative error % 4.7  

3.2  Evaporator Model Validation 

The model validation of the evaporator was per-

formed, using EVAP-COND software, for a given 

finned-coil HX geometry. The heat exchanged be-

tween the two fluids calculated by the software 

was compared with  the exchanged heat estimated 

by the model. The data for the finned-coil HX ge-

ometry considered for the validation are shown in 

Table 4 and the operating parameters used in the 

validation are reported in Table 5. 

Table 4 – Evaporator geometric parameters 

Geometric parameters  

Number of tubes units 16 

Number of rows units 3 

Tube length mm 454 

Inner diameter mm 9.22 

Outer diameter mm 10.01 

Tube pitch mm 25.40 

Depth row pitch mm 22.23 

Front area mm 0.188 

Heat transfer area mm 3.8 

Fin data   

Thickness mm 0.2032 

Pitch mm 2.004 

 

 

 

 

 

Table 5 – Evaporator operating parameters 

Operating parameters  

Volumetric air 

flow rate 
m3/min 30 

Evaporating  

temperature 
°C 0 

Superheating °C 4.1 

Air inlet  

temperature 
°C 15 

Inlet vapor  

quality 
- 0.2 

refrigerant mass 

flow rate 
kg/h 0.0345 

 

The results of the validation are shown in Table 6. 

The test shows a relative error below 10 % for the 

estimation of the heat exchanged between water 

and refrigerant in the evaporator. 

Table 6 – Results of model validation 

Validation results  

EVAP-COND 

heat load 
kW 6.0 

Model heat load kW 6.5 

Relative error % 7.0 

 

3.3  Boiler Model Validation 

For the validation of the boiler model, the perfor-

mance data of a commercial model of boiler manu-

factured by the Immergas S.p.A company were 

considered, for which certified performance data 

are available. These data show the useful heating 

capacity produced by the boiler as a function of 

fuel mass flow rate and water inlet and outlet tem-

peratures. The manufacturer also indicates the val-

ue of excess air used by the boiler.  

The model receives the fuel mass flow rate, excess 

air, return temperature, and water flow rate as in-

puts, and estimates the useful power delivered to 

the water. The validation was performed consider-

ing the conditions of inlet water at 30 °C and outlet 

water at 50 °C. In this case, water vapor condensa-

tion in the flue gas occurs. Validation was per-

formed for fuel mass flow rates varying from min-
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imum to maximum. The operating conditions used 

for validation are summarized in Table 7. The 

graph in Fig. 8 shows the results of the validation. 

It can be observed that the maximum relative error 

on the estimate of the useful boiler heating capacity 

does not exceed 10 % for each value of fuel mass 

flow rate. 

Table 7 – Operating conditions for boiler model validation 

Operating conditions 

Inlet water 

temperature 
°C 30 

Outlet water 

temperature 
°C 50 

Fuel mass flow 

rate (max-min) 
kg/h 3.69–0.43 

Fig. 8 – Validation results for the boiler model 

3.4 Discussion 

Regarding the validation of the heat pump compo-

nents, the results presented show that the compo-

nent models developed according to physical laws 

give results which are in line with the performance 

values declared by the manufacturers. Similarly, 

the validation of the boiler model showed how the 

physical model replicates with good accuracy the 

performance data provided by the manufacturer.  

The heat pump and boiler models described can be 

used as subroutines of an overall HS model. Thus, 

this new model can be used to evaluate the influ-

ence that the choice of certain system components, 

or certain construction parameters, has on the 

overall efficiency of the hybrid system. 

4. Conclusions

This paper presents the development of a new qua-

si-physical model of a hybrid system, based on the 

combination of the models of the individual com-

ponents of the system. These models are based on 

physical laws, except for the compressor model, 

because of the high geometrical complexity of the 

component and the risk of introducing large errors 

by approximating its behavior with an analytical 

model.  

For the heat pump, the evaporator and condenser 

model were developed using heat transfer correla-

tions, which  model the heat exchange between air 

and refrigerant, and water and refrigerant. The 

compressor model, on the other hand, is based on 

performance data provided by the manufacturers. 

The process occurring in the expansion valve is 

modeled as an isenthalpic expansion.  

The boiler model is divided into a model of the 

combustion chamber and  a model of the heat ex-

changer between flue gas and water. The combus-

tion chamber model is based on the thermodynam-

ic equilibrium simulation of the combustion pro-

cess carried out using the Cantera solver.  

After that, the validation of the models of the sys-

tem components was presented, which provided 

results with acceptable accuracy to qualitatively 

estimate the behavior of a hybrid system.  

Therefore, the model can be used for the detailed 

study of a hybrid system, and especially in the de-

sign process of the system itself. It will be possible 

to analyze the influence of the choice of certain 

components or construction parameters on the 

overall efficiency of the hybrid system. 
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Nomenclature 

CC Combustion chamber 

HS Hybrid system 

HX Heat exchanger 

Qloss_cc  Heat losses in the combustion cham-

ber 

Qcond Heat exchanged in the condenser 

Qev Heat exchanged in the evaporator 

mref Refrigerant mass flow rate 

mw Water mass flow rate 

Twin Inlet water temperature 

Twout Outlet water temperature 

Tflame Temperature of flue gas exiting the 

combustion chamber 
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Abstract 

The spread of COVID-19 has significantly increased atten-

tion focused on the air quality of indoor environments. All 

major international health organizations (e.g., World 

Health Organization, etc.) recognize the importance of 

ventilation in enclosed spaces in reducing pathogen con-

centrations and fighting the Corona virus, or future pan-

demics. In this context, the roadmap to ensure safer and 

healthier indoor environments, by also guaranteeing an 

adequate comfort level, involves the implementation of 

several measures leading to a not-negligible increase in 

buildings’ energy consumption. Within this framework, 

the present paper aims to analyze the adequacy of the cur-

rent Indoor Air Quality (IAQ) standards requirements, 

and to assess the impact of IAQ improving measures on  

end-use energy profiles to ensure occupants’ comfort. Spe-

cifically, a dynamic simulation approach is adopted to es-

timate, for each building space typology defined by 

ASHRAE 62.1, both air contaminant concentration and 

zone energy consumption. Specifically, the risk to occu-

pants of contracting the COVID-19 virus was assessed for 

different scenarios using a modified Wells-Riley model. 

The study confirms the urgent need for enhancing ventila-

tion in enclosed spaces to  exit the health emergency 

caused by COVID-19. In addition, the paper provides 

quantitative data on the resulting operating costs of 

HVAC systems. 

1. Introduction

The diffusion of general pollutants, viruses, bio ef-

fluents, etc. in the indoor environment is kept under 

control by the ventilation system, whose key role is 

largely recognized and investigated in the scientific 

community (Emmerich et al., 2013; Risbeck et al. 

2021; Shrubsole et al., 2019). Still, higher attention 

and interest has increased around this topic since 

the Covid-19 outbreak (Faulkner et al., 2021; Pan et 

al., 2021; Sun & Zhai, 2020; Zheng et al., 2021) and 

the vital need for reducing the infection risk 

(Agarwal et al., 2021; Li & Tang, 2021) by supplying 

outdoor air in  adequate quantities (Guo et al., 2021; 

Sha et al., 2021). In this context, the aim of the pre-

sent work is to analyze the existing connection be-

tween SARS-CoV-2 contagion risk and the fresh air 

rates per person, targeting a proposal of different 

solutions to reduce the contagion risk by also eval-

uating their energy impact to maintain adequate oc-

cupant comfort regarding indoor air quality and 

healthy conditions in indoor spaces (Castaldo et al., 

2018). 

Several studies in the literature investigate the risk 

of contagion of COVID-19 with increased mechani-

cal ventilation in the indoor environment, such as 

classrooms (Schibuola & Tambani, 2021a; Xu et al., 

2021), offices (Sha et al., 2021; Srivastava et al., 2021; 

Pavilonis et al., 2021), universities (Mokhtari & Ja-

hangir, 2021), restaurants (Li et al., 2021), and hos-

pitals (Li & Tang, 2021) etc. Among the works 
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stating the usefulness of adopting increased out-

door air ventilation rates in reducing the Covid-19 

contagion risk, it is very difficult to find works 

quantitatively assessing the related energy impact, 

with the only exception of works reported in Bal-

occo & Leoncini (2020) and Schibuola & Tambani 

(2021b). This is a large gap, given the great influence 

of ventilation systems on  building energy demands. 

In addition, there is a lack of manuscripts investi-

gating the Covid-19 contagion risk in a comprehen-

sive way by assessing the analysis for a large group 

of space types, whereas it is more common to find 

works focusing on a specific case study. Such a lack 

implies the impossibility of determining unique de-

sign criteria and defining guidelines. 

The aim of the present work is to fill the gap in 

knowledge identified above. Specifically, the Wells-

Riley model (Miller et al., 2021; Riley et al., 1978), 

largely adopted in the literature to evaluate Covid-

19 contagion risk, was implemented in a purpose -

developed Matlab routine. By means of this tool, 

aiming at filling the lack of works examining a wide 

range of building types, all the building categories 

presented in the ANSI/ASHRAE Standard 62.1-2019 

were studied by considering, for each space type, 

the related crowding indexes, the occupancy sched-

ules, and the outdoor air ventilation rates suggested 

by the standard. By doing so, it was possible to as-

sess  Covid-19 contagion risk in the case of the pres-

ence of infected people for each of the investigated 

building typologies, as a function of diverse pivotal 

parameters (exposure time to virus, typology of the 

facial mask worn, etc.). To reduce the Covid-19 con-

tagion risk associated with the investigated scenar-

ios, and with the aim of providing useful insights 

and design criteria for ventilation system, higher 

outdoor air flow rates were tested by assessing their 

effect in terms of infection probability. Finally, by 

exploiting a dynamic simulation model, purposely 

developed by means of a Building Energy Modeling 

(BEM) approach, the energy implications of the pro-

posed ventilation strategies were assessed. The 

mentioned analyses are presented in detail herein-

after.  

2. Method and Mathematical Model

In the present paragraph, the method adopted to 

carry out the previously mentioned analyses is de-

scribed. Specifically, in Fig. 1, a schematic diagram 

of the adopted workflow is presented. Specifically, 

to perform a parametric analysis of several building 

categories, a Matlab routine capable of both simu-

lating energy performance of the examined room 

and assessing the probability of infection of the oc-

cupants was purposely developed. As shown in 

Fig. 1, the Matlab script is intended to manage either 

the inputs and outputs of the detailed simulation 

model of the building room or the infection risk cal-

culation model. 

Fig. 1 - Schematic workflow of the methodology adopted (authors’ 

illustration) 

The building energy simulation relies on three dif-

ferent tools: Autodesk Revit, OpenStudio, and En-

ergy Plus. Specifically, in Autodesk Revit, the build-

ing 3D model is developed in detail, by including 

building elements, as well as thermal zone data. The 

building model is then exported, by exploiting 

gbXML file, into OpenStudio suite, which is an en-

ergy-modeling software built on the EnergyPlus en-

gine. At the same time, the assessment of Covid-19 

contagion risk, for the same building and operating 

condition is also performed. This is conducted into 

a purposely developed Matlab subroutine, based on 

the Wells-Riley model. Both the energy consump-

tion and Covid-19 contagion risk assessment meth-

ods will be  described in detail in the following. 
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2.1 Building Energy Model 

The energy model resulted in a well-mixed air sin-

gle-zone building equipped with an ideal air loads 

systems capable of providing the exact thermal en-

ergy required to keep the temperature setpoints. An 

HVAC system like this also guarantees the mini-

mum outdoor airflow rate (Vbz, breathing-zone ven-

tilation), specified by means of Eq. (1), which de-

pends on the number of people in the zone (N), the 

outdoor airflow rate per person (Rp), the net area of 

the zone (Az), and the corresponding outdoor air-

flow rate required for unit of zone area (Ra). 

bz p a zV R N R A=  + 
(1) 

Furthermore, the influence of people, lighting and 

electrical equipment on the heat balance algorithm 

is accounted for by means of characteristic heat gain 

parameters, such as sensible and latent heat fraction 

per person (gs,p and gl,p, W/person), lighting power 

load intensity (gl, W/m2) and electrical equipment 

power load intensity (gee, W/m2). Appropriate sched-

ules complete the model, taking into account the ac-

tual operating regime of the buildings under inves-

tigation. It is worth noticing that the ventilation rate 

necessary to ensure adequate IAQ is one of the key 

multi-physics factors that influences the occupants’ 

comfort in indoor spaces; in this regard, complete 

multi-physics and multi-domain analysis aim at as-

sessing thermo-hygrometric comfort, visual com-

fort, healthy conditions, and air quality. 

2.2 Modified Wells-Riley Model 

In order to assess the Covid-19 contagion risk, the 

Wells-Riley model (Miller et al., 2021; Peng & 

Jimenez, 2021; Peng et al., 2022; Riley et al., 1978) 

was adopted. This model is based on a standard aer-

osol Wells-Riley infection model, opportunely mod-

ified to consider the hypothesis of well mixed air 

volume. Following this model, the Covid-19 infec-

tion probability P can be expressed as: 

 1 nP e−= −
(2) 

where n represents the inhaled “quanta”, which is 

the concentration of infectious doses of the virus 

which are inhaled by a person. Note that a quanta is 

defined as the dose necessary to cause an infection 

in 63 % of the persons susceptible. The Covid-19 in-

fection probability expressed by Eq. (2) is valid 

under certain hypothesis: i) the quanta emission rate 

from the infectious individual is constant, ii) no 

prior quanta are in the investigated environment, 

iii) the quanta aerosol is evenly distributed in the

environment, iv) close-proximity infection is ne-

glected. The number of quanta inhaled by a person 

is calculated as follow: 

(1 )c r wm inn q b D  =    − 
(3) 

where ηin is the mean filtration efficiency of the face 

mask for inhalation, ηwm is the percentage of people 

wearing a facemask, D is the exposure time to the 

virus, br is the breathing rate, and qc is the average 

quanta concentrations. 

3. Case Study

The Wells-Riley model was adopted to investigate 

the effectiveness, in relation to Covid-19 contagion 

risk, of the ventilation rates proposed by 

ANSI/ASHRAE Standard 62.1-2019. To perform this 

analysis, a generic room (Fig. 2) characterized by a 

walkable area of 100 m2 (10 m x 10 m), with a height 

of 3 m, for a total volume of 300 m3, was considered. 

It is worth noticing that the investigated room was 

assumed as to be located in the core of a generic 

building. Consequently, all the walls were modeled 

as adiabatic. Note that such a hypothesis was made 

to provide results that were as little case-specific as 

possible, and take into account the sole effect of ven-

tilation and internal heat gains on energy perfor-

mance. 

Fig. 2 – Investigated room 
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The investigated room was considered as alterna-

tively belonging to all the 109 occupancy categories 

reported in the ANSI/ASHRAE Standard 62.1-2019, 

by taking into account the related outdoor air rates 

and occupancy density values. The 109 space typol-

ogies  were grouped following the ANSI/ASHRAE 

Standard 62.1-2019, into 11 categories. The mini-

mum and maximum outdoor air rates and occu-

pancy density occurring within the group are re-

ported in Table 1. 

Note that the values reported in Table 1 represent 

the range limits of each building category group. 

However, each of the 109 spaces presented in the 

ANSI/ASHRAE Standard 62.1-2019 were simulated 

individually. For further details, please refer to the 

standard (ASHRAE, 2019). For each of the consid-

ered spaces, the Covid-19 contagion risk resulting 

from the adoption of the outdoor air ventilation 

rates suggested by the standard (calculated by 

means of Eq. 1) was assessed. 

Table 1 – Outdoor ventilation rates, and occupant density for all 

the investigated categories 

Occupancy Category 

People Out-

door Air Rate 

[L/s person] 

Area Outdoor 

Air Rate 

[L/s person] 

Occupant 

Density 

[persons/100m2] 

min max min max min max 

Animal Facilities 5 5 0.6 0.9 20 20 

Correctional Facilities 2.5 3.8 0.3 0.6 15 50 

Educational Facilities 2.5 5 0.3 0.9 10 100 

Food and Beverage 2.5 3.8 0.3 0.9 2 100 

Hotels, Motels, Resorts 2.5 3.8 0.3 0.6 10 120 

Miscellaneous Spaces 2 5 0 0.9 0 100 

Office Buildings 2.5 2.5 0.6 0.12 2 60 

Outpatient Health Care 2.5 10 0.3 2.4 5 50 

Public Assembly 2.5 3.8 0.3 0.6 10 150 

Retail 3.8 10 0.3 2.4 7 150 

Sports, Entertainment 3.8 10 0.3 2.4 7 150 

 

The quanta exhalation rates, namely ER, used to 

evaluate the infection risk were gathered from the 

reference (Schibuola & Tambani, 2021a). Further-

more, in order to investigate diverse scenarios, five 

pivotal parameters were supposed to be variable as 

follows: i) three different Covid-19 variants  were al-

ternatively considered. The variant choice affects 

the quanta emission rate by means of a correction 

factor Qvar. Specifically, the three investigated 

variants are: original variant (Qvar = 1), Delta (Qvar = 

2); and Omicron (Qvar = 2.5) (Burki, 2022; Campbell 

et al., 2021); ii) three different exposure times (D)  

were considered: 1 hour, 2 hours, 6 hours; iii) three 

different face mask scenarios, affecting  inhalation 

and exhalation efficiency: no mask scenario, all peo-

ple wearing chirurgical masks scenario, and all peo-

ple wearing FFP2 masks scenario.  

3.1 Proposed Solutions 

The previously described case study, adopting the 

outdoor ventilation rates suggested by the 

ANSI/ASHRAE Standard 62.1-2019, was considered 

as Reference System (RS). To reduce Covid-19 con-

tagion risk, the convenience of using increased out-

door air ventilation rates was investigated. Specifi-

cally, ventilation rates augmented three and ten 

times (Proposed System 1 – PS1, and Proposed Sys-

tem 2 – PS2, respectively) higher than those sug-

gested by the standard were considered and tested. 

These values, which might seem quite high com-

pared to those adopted in the case of RS, were se-

lected in accordance with the data found in the ex-

isting literature, referenced in the literature review 

section. It should be considered that, as expected, 

the proposed outdoor rates will imply a substantial 

increase of the energy consumption for space heat-

ing and cooling due to the augmented ventilation 

loads. For this reason, both PS1 and PS2 systems 

were also tested by additionally considering a sen-

sible heat recovery device equipped to reduce the 

ventilation load. The selected sensible heat recovery 

device is a commercial device with an average heat 

recovery efficiency equal to 75 %, and nominal pres-

sure drops ranging from 100 to 300 Pa (depending 

on the elaborated airflow rate). Table 2 lists all the 

investigated systems. 

Table 2 – Investigated case studies 

System 
Outdoor Ventilation 

Rates 

Heat  

Recovery 

RS 
ANSI/ASHRAE Standard 

62.1-2019 
No 

PS1 Ventilation x3 No 

PS1.1 Ventilation x3 Yes 

PS2 Ventilation x10 No 

PS2.1 Ventilation x10 Yes 
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3.2 Energy Analysis 

To assess the energy consumption associated with 

the selected ventilation strategies (both RS and pro-

posed systems), the ANSI/ASHRAE Standard 90.1-

2016 was taken into account for the following data: 

i) occupancy scheduling; ii) lighting load density

and scheduling; iii) machinery load density and 

scheduling; iv) indoor air setpoints. Specifically, 

each of the investigated occupancy category spaces 

(see Table 1) was simulated by considering the cor-

responding values of the above-reported parame-

ters. Concerning the HVAC system, the considered 

room space heating and cooling is ensured by an air 

source HPC (heat pump/chiller), sized on the maxi-

mum load, with a variable COP (Barone et al., 2016 

and 2020).The energy consumption resulting from 

the conducted analysis is affected substantially by 

the climate zone, due to the different outdoor air 

temperature (it is worth noticing that the room is 

placed in the core of a conditioned building, so no 

transmission load is considered). Thus, aiming at as-

sessing the energy impact of the proposed ventila-

tion strategies for diverse climates, three different Eu-

ropean weather zones were considered as represen-

tative of hot, mild, and cold weather (see Table 3). 

Table 3 - Investigated weather zones 

Climate 
HDD CDD ISR 

[K d] [kWh/(m2y)] 

Almeria 763 982 1664 

Rome 1475 730 1529 

Berlin 3394 262 1001 

4. Result and Discussion

In this paragraph, the results of the analyses carried 

out are provided. Specifically, the Covid-19 results 

will be presented first, then the energy implications 

will be discussed. 

4.1 Covid-19 Analysis 

In this section, the results of the Covid-19 analysis, 

in term of contagion probability, are presented. Spe-

cifically, in Fig. 3, the Covid-19 contagion risk is re-

ported for all the occupancy categories investigated, 

in the case of two different face mask scenarios (no 

mask, on the left, surgical mask on the right), and in 

the case of three different exposure times (one hour 

in blue, two hours in red, and six hours in yellow). 

Note that the FFP2 mask results are not presented, 

since in this case the resulting Covid-19 contagion 

risk was already remarkably low. Numerical results 

obtained (probability of infection) are reported as 

boxplots in Fig. 3. Specifically, the distribution of 

the set of data, the minimum and maximum values 

(whiskers), as well as the 1st and 3rd quartiles 

(boxes), and the median are depicted for each of the 

occupancy category groups. 

The infection probability, in case of people not 

wearing a mask and for an exposure time of one 

hour, almost always turns out to be higher than 1 % 

(considered in the literature as a “safe” value), while 

remaining quite close to it. Higher risk occurs in the 

case of 2 hours, with infection probability rising to 

4 %. Finally, the highest infection probability in the 

case of no masks worn is obtained for 6 hours of ex-

posure time, with contagion risk values rising to 12-

14 % 

Fig. 3 – Covid-19 infection probability for all the investigated case 

studies (standard ventilation) 

By using surgical masks (right-hand diagram in Fig. 

3, it is possible to notice that, in the case of both 1 

hour and 2 hours of exposure time, the infection 

probability is almost always below the 1 % value. 

Nevertheless, in the case of 6 hours, the risk is still 

higher than the threshold value. The reported re-

sults show that the ventilation rates suggested by 

the ANSI/ASHRAE Standard 62.1-2019 are ade-

quate to control the Covid-19 contagion risk only in 

the case of all the occupants wearing an FFP2 mask, 

whereas a higher risk occurs in the case of surgical 

masks, and no mask worn. To reduce the estimated 
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contagion risk, the ventilation rates suggested by 

the standard were augmented 3 times, and the re-

lated contagion risk results are shown in Fig. 4. 

Here, it is possible to notice that, in the case of the 

no mask scenario, the contagion risk in the case of 1 

hour exposure time is almost always below 1 %, en-

suring occupant safety. Also, the contagion risks rel-

ative to 2 hours of attendance time drop. However, 

many cases return infection probabilities still higher 

than the safe threshold. The contagion risk con-

nected to six hours exposure time is also reduced re-

garding the standard ventilation base case. Still, 

very high values are reached. A different situation 

occurs in the case of surgical masks worn. In this 

case, both 1 hour and 2 hours’ exposure time return 

contagion risks lower than 1 %, whereas the 6-hour 

case returns a contagion risk higher than the safe 

threshold, but remarkably reduced  compared with 

the base case. 

 

 

Fig. 4 – Covid-19 infection probability for all the investigated case 

studies (x3 ventilation) 

In order to further reduce the contagion risk,  ten-

times-increased standard ventilation was also 

tested, and the related results are reported in Fig. 5. 

Here, it is possible to notice that, in the case of sur-

gical mask worn, the contagion risk probability is 

lower than the threshold value for almost all the in-

vestigated scenarios and exposure times. On the 

contrary, in the case of no masks worn, one and two-

hours residency time turns out to be still safe. 

It is worth noticing that the absolute values shown 

in the previously reported figures are subject to un-

certainty. This is mainly due to the adopted number 

of quanta, whose value is still under discussion in 

the scientific community. For this reason, relative 

results are also presented. 

Specifically, the average relative contagion risk re-

duction, for all the mask configurations and expo-

sure time, is presented in Fig. 6. From the figure it is 

possible to notice that, beside the absolute contagion 

risk value, the contagion risk percentage reduction 

ranges from 30 to 50 % in the case of x3 ventilation, 

and from 65 to 80 % in the case of x10 ventilation. 

Such results help in understanding the great effect 

that outdoor ventilation rates have on Covid-19 con-

tagion risk reduction. 

 

Fig. 5 – Covid-19 infection probability for all the investigated case 

studies (x10 ventilation) 

 

Fig. 6 – Average relative contagion risk reduction for all the face 

mask configurations 

The higher ventilation rates proposed also entail a 

much higher dilution of indoor pollutants and 

lower level of carbon dioxide within the spaces. The 

indoor air quality significantly improves, so that the 

required comfort level by the occupants can be fully 

satisfied with the proposed ventilation rates 

(ASHRAE 62.1 x3 and ASHRAE 62.1 x10) as demon-

strated by Fig. 7. The figure refers to an auditorium 

seating area with high occupancy (about 150 peo-

ple). With the current standard (ASHRAE 62.1),the 

CO2 concentration rises to 1800 ppm, leading to a 

discomfort level perceived by the occupants due to 

poor air. In contrast, both the proposed ventilation 

rates adopted to reduce the Covid contagion risk 
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keep the CO2 concentration within the acceptable 

range suggested by OHSA (Occupation Health & 

Safety Administration) for well ventilated indoor 

spaces.  

Fig. 7 – CO2 concentration in the auditorium space and related 

comfort range for occupants 

4.2 Energy Analysis 

The previously described ventilation strategies, 

while reducing Covid-19 contagion risk, also in-

crease the energy consumption of the building for 

space heating and cooling due to the augmented 

ventilation load. Furthermore, more air treated 

leads to higher handling costs. As an example of this 

increase, the space heating thermal energy demand 

for representative space typologies (selected from 

each category) are presented in Fig. 8 in the case of 

the building located in Berlin. From the figure, as 

expected, it is possible to notice that the adoption of 

x3 (PS1) and x10 (PS2) ventilation flow rates (red 

and light blue bars) always implies a remarkably 

higher energy demand compared with the RS sce-

nario (blue bar). Different results are, on the other 

hand, achieved in the case of adoption of Heat Re-

covery (HR) device (orange – PS1.1 - and green – 

PS2.1 - bars in Fig. 8). Here, it is possible to notice 

that the energy demand increase is remarkably 

lower than those occurring without the HR adop-

tion. It worth noticing that, in some cases, the PS1.1 

energy demand (orange bars) is comparable with 

the RS one (blue bars). 

Similar outcomes can be detected in the case of the 

thermal energy demand for space cooling, as shown 

in Fig. 9, where the results in the case of the building 

located in Almeria are presented. Nevertheless, by 

analyzing Fig. 9, it is possible to notice that, in the 

case of x3 ventilation, lower energy demands for 

space cooling are obtained also without HR (PS1 - 

orange bars). Such an occurrence is due to the free 

cooling effect played, in some cases, by the aug-

mented flow rate. The same effect is not noticeable 

in the case of x10 ventilation (PS2 – light blue bars), 

since the positive effects connected with the free 

cooling are overwhelmed by the negative ones oc-

curring in the other hours. However, it worth notic-

ing that the overall weight of cooling need increase 

is remarkably lower than that of heating (the y-axis 

scale of Fig. 9 is different to  that of Fig. 8). In addi-

tion, also the benefits of the HR are lower due to 

lower temperature difference between the outdoor 

air and the zone temperature during the summer 

season. 

Fig. 8 – Space heating needs for all the case studies investigated 

for the building located in Berlin 

Fig. 9 – Space cooling needs for all the  case studies investigated 

for the building located in Almeria 

The thermal energy demand variations presented in 

Fig. 8 and Fig. 9 imply a variation of the considered 

room electricity consumption. Specifically, in Fig. 

10, the distribution of electricity consumption is pre-

sented for all the investigated case studies. It is 
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worth noticing that, differently to Fig. 8 and Fig. 9, 

which report only the influence of the diverse ven-

tilation strategies on the space heating and cooling 

thermal energy demand, the electricity results pre-

sented in Fig. 10 also take  the electricity consump-

tion of the fans into account. Referring to the median 

values of the set of data in Fig. 10, as expected, the 

adoption of PS1 (red boxes) and PS2 (purple boxes) 

systems always presents higher electricity demand 

vs the RS (blue boxes). 

Fig. 10 – Electricity needs for all the case studies investigated 

The benefits achieved during the cooling season, 

due to the free cooling effect, as shown in Fig. 9, are, 

in fact, counterbalanced by the highest consumption 

during the heating season. Lower electricity con-

sumption increases are, on the other hand,  detected 

in the case of adoption of PS1.1 (yellow bars) and 

PS2.1 (green bars). These reductions are smaller in 

magnitude with respect to those shown in the case 

of Fig. 7 and Fig. 8, due to the higher consumption 

of the fans connected to the HR adoption (higher 

duct system pressure drops). 

5. Conclusions

In the present manuscript, the effectiveness of the 

ventilation rates proposed by the current 

ANSI/ASHRAE Standard 62.1-2019 in dealing with 

the Covid-19 contagion risk is investigated. To carry 

out this  analysis, the Wells-Riley model (Riley, et 

al., 1978), largely adopted in the literature to evalu-

ate the Covid-19 contagion risk,  was implemented 

in a purpose -developed MATLAB routine. By 

means of this tool, all the building categories pre-

sented in the ANSI/ASHRAE Standard 62.1-2019, 

applied to a purpose -conceived case study, were 

studied by considering, for each space type, the re-

lated crowding indexes, the occupancy schedules, 

and the outdoor air ventilation rates suggested by 

the standard. By doing so, it was possible to assess 

the Covid-19 contagion risk in the case of the pres-

ence of infected people in the room for each of the 

investigated building typologies, as a function of di-

verse pivotal parameters (exposure time to virus, ty-

pology of the facial mask worn, etc.). Aiming at re-

ducing the Covid-19 contagion risk associated with 

the scenarios investigated, and with the aim of 

providing useful insights and design criteria for 

ventilation systems, higher outdoor air flow rates 

were tested by assessing their effect in terms of in-

fection probability. Finally, by exploiting a dynamic 

simulation model, purposely developed by means 

of a Building Energy Modeling (BEM) approach, the 

energy implications of the proposed ventilation 

strategies were assessed. From the analyses carried 

out, the key considerations are: 

- The ventilation rates values proposed in the cur-

rent ANSI/ASHRAE Standard 62.1-2019 are not

capable of  ensuring a safe indoor environment

in the case of no face mask worn. Specifically, an

infection risk probability higher than 1 % (value

considered as safe) is almost always reached by

the  analysis conducted, regardless of the consid-

ered exposure time. The same is true for surgical

mask adoption, which  gives lower infection risk

probability, but is very often still higher than the

safe threshold.

- The current standard adoption returns a very

low contagion risk probability only in the case of

all occupants wearing a FFP2 mask.

- The adoption of higher ventilation rates (x3 and

x10) always returns interesting infection risk re-

ductions, ranging from between 30 to 50 % and

65 to 80 %, respectively. Nevertheless, x3 venti-

lation is viable only for an exposure time to the

virus of 1 hour, whereas in the case of 2 and 6

hours, the resulting contagion risk is always

higher than 1 %.

- Ten times augmented ventilation vs. ANSI/

ASHRAE Standard 62.1-2019 values reduces the

contagion risk below 1 % for both 1- and 2-hour

exposure times, whereas 6 hours is often still too

high.
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- By increasing  ventilation, it is possible to re-

duce the Covid-19 risk to under 1 %, without

wearing face masks only for 1- and 2- hour at-

tendance times, whereas, in the case of 6 hours,

this is not possible. Consequently, in the case of

certain space types characterized by long occu-

pancy times (e.g., classrooms), further solutions

should be adopted.

- From the energy point of view, the proposed

ventilation strategies return remarkable electric-

ity demand increases. In this framework, x3 ven-

tilation proves to be the best trade-off solution.

- The adoption of a heat recovery device allows

for a remarkable reduction of the energy impact

of the proposed ventilation strategies, making

both x3 and x10 ventilations more feasible than

the same solutions without the HR.

From the  results obtained, it is possible to conclude 

that the existing normative does not provide an ad-

equate amount of outdoor air to ensure a low Covid-

19 contagion risk in enclosed spaces for the wellbe-

ing and comfort of occupants. In this framework, the 

augmentation of the outdoor air flowrate is proven 

to be a good solution to adopt. Nonetheless, such an 

action is highly energy- consuming, requiring the 

adoption of heat recovery devices. Otherwise, it 

would be unviable from an energy and economic 

point of view. 
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Nomenclature 

Az Net area of the zone 

BEM Building Energy Modeling 

br Breathing rate 

D Exposure time to the virus 

ER Quanta emission Rate 

gee Electrical equipment power load 

gl Lighting power load intensity 

gl,p Latent heat gain per person 

gs,p Sensible heat gain per person 

n Inhaled quanta 

N Number of people in the room 

P Infection Probability 

PS Proposed System 

qc Average quanta concentration 

Ra Outdoor airflow rate per area 

Rp Outdoor airflow rate per person 

RS Reference System 

V Room Volume 

Vbz Breathing-zone ventilation 

Vout Outdoor air ventilation flow rate 
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Abstract 

The smart built environment (SBE) exhibits a dynamic in-

tegration between the physical and digital environment, 

where the physical elements, such as spaces, walls, win-

dows, doors, roof, and floor, interact with the digital sens-

ing elements, such as sensors, actuators, control systems, 

and networking systems. Energy neutrality is a concept 

dealing with the lifecycle energy performance of energy-

saving sensing devices integrated into the SBE, such as the 

smart sensor-actuator system (SSAS). Ontology is a con-

cept of representing and organising information (and their 

inter-relationships) about a specific domain with the inten-

tion of managing complexity, enhancing understanding, 

and promoting problem-solving skills. Employing seman-

tic web technologies, a framework for designing and sim-

ulating energy-neutral, sensor-embedded smart buildings 

is proposed, which exhibits an ontological integration of 

Lifecycle Assessment (LCA), Building Information Model-

ling (BIM), and Product Lifecycle Management (PLM). A 

preliminary implementation of the proposed framework is 

demonstrated using OWL (Ontological Web Language) in 

Protégé software. After that, a design interaction matrix 

between buildings (and their components), building de-

signers, product designers, and lifecycle practitioners is 

developed to provide efficiency, optimisation, and sus-

tainability in the design process. This integration frame-

work would streamline the design process, providing a 

collaborative simulation platform for cross-field designers 

to enhance the environmental performance of the SBE. In 

the future, this framework could be employed to create a 

robust real-time integrated IoT-based platform for design-

ing and modelling energy-neutral smart buildings. 

1. Introduction

The design and modelling of smart buildings is a 

complex process compared to conventional build-

ings (Kumar & Mani, 2019; Panteli et al., 2020). The 

smart built environment dynamically integrates the 

physical and digital environments, with physical el-

ements—such as spaces, walls, windows, doors, 

roofs, floors, lights, HVAC and so on—interacting 

with digital sensing elements such as sensors, actu-

ators, control systems, and networking systems 

(Dasgupta, 2018; Kumar et al., 2022). The challenges 

in this interactive relationship stem from the need 

for a real-time information exchange between phys-

ical and digital environments, emphasising the im-

portance of decisions made during the early stages 

of building design. For example, luminaire technol-

ogy (LED/CFL), integrated occupancy sensors, and 

real-time interactions (or feedback) are critical for 

occupant comfort, well-being, and energy efficiency 

in the lighting subsystem of smart buildings 

(Khanna et al., 2019; Kumar et al., 2018; Nair et al., 

2018 and 2019). Despite recent advances in infor-

mation technology and computational intel-ligence, 

the architecture, engineering, construction, and op-

erations (AECO) industry manifests a sub-stantial 

digital divide in technology adoption (Ayinla & 

Adamu, 2018; Saka et al., 2022). The computing in-

dustry’s technical know-how, such as semantic web 

technologies, could be leveraged in the AECO in-

dustry to bridge this burgeoning gap (Pauwels et al., 

2017). 

Smart building design (SBD) is a cross-functional 

domain involving multiple stakeholders, including 

building designers (architects, civil engineers, struc-

tural engineers), computer and electronic engineers, 

sensor designers, control engineers, LCA practition-

ers, interaction designers and data scientists (Kumar 

& Mani, 2017a). As a result, incorporating smart 

sensor-actuator systems (SSAS) into the construc-

tion, information, operation, and control systems of 

smart buildings takes time and resources. The SBD 

requires a constant knowledge exchange and 
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information feedback from cross-functional do-

mains to optimise performance. LCA, BIM, and 

PLM are domains involved in various SBD stages 

but are fragmented in process/data integration and 

stakeholder management, resulting in data redun-

dancy, complexity, and inefficiency.  

Fig. 1 – Design of energy-neutral smart buildings: conceptual 

structure of the research study integrating LCA, BIM and PLM 

This paper proposes a framework for designing and 

modelling energy-neutral, sensor-embedded smart 

buildings using an ontological integration of LCA, 

BIM and PLM employing semantic web technolo-

gies. Fig. 1 presents the conceptual structure of the 

study. 

Integrating collaborative knowledge of various de-

signers and domains—at the early design phase of a 

smart building—is critical for synchronising the dif-

ferent design methodologies adopted by each stake-

holder. Stakeholders (designers and modellers) use 

field-specific design and implementation methodol-

ogies from their respective domains at various 

stages of the design process. As a result, a compre-

hensive framework defining the criteria for combin-

ing data from multiple fields into a single collabora-

tive platform that supports the inter-accessibility of 

data from all stakeholders involved in designing 

and modelling a smart building is needed. Such a 

framework reduces the limitations of disconnected 

data by creating an ontology-based linked data 

model for smart building design using semantic 

web technologies. 

1.1 Energy Neutrality in Smart Buildings 

Energy Neutrality is a concept dealing with energy 

payback associated with energy-saving sensing de-

vices such as smart sensor-actuator systems (SSAS) 

over their lifecycle (Kumar & Mani, 2017b). Often, 

the energy involved over the lifecycle of an SSAS 

could be more than the energy-saving it yields, de-

pending on the connected load (Kumar & Mani, 

2017a). Smart buildings are those integrated with 

SSAS aimed at improving the productivity of the 

building occupants, saving energy, and information 

management. With smart buildings becoming in-

creasingly complex, energy neutrality computations 

can provide an insight into the appropriate design 

and integration of smart sensor-actuator systems. 

Earlier studies into energy neutrality have revealed 

that the design of the SSAS in its entirety (electron-

ics, housing, fixtures, wiring) has a significant im-

pact on its total embodied energy (Kumar & Mani, 

2017a and 2017b). The SSAS could be viewed as 

products integrated into buildings, with their lifecy-

cle design influencing their effective integration in 

buildings, which ultimately affects the sustainabil-

ity performance of smart buildings. 

1.2 Lifecycle Assessment 

Lifecycle assessment (LCA) is a method to assess the 

environmental impacts of a product (such as SSAS) 

throughout its lifecycle, including extraction, man-

ufacturing, use/operation, and end-of-life stages 

(ISO, 2006). LCA methodology is one of the indus-

try-accepted and scientific methods to assess the 

sustainability of a product (Jensen et al., 1997; Röck 

et al., 2018). It considers the inflow and outflow of 

mass, energy, and emissions through various prod-

uct lifecycle stages. ISO 14040-14044 is the interna-

tional standard that describes the framework and 

guidelines for conducting an LCA. The different 

phases according to ISO 14040:2006 are: ‘Goal and 

scope definition’, ‘Lifecycle inventory analysis 

(LCI)’, ‘Lifecycle impact assessment (LCIA)’, ‘Inter-

pretation phase’ and ‘Reporting and review phase’ 

(ISO, 2006). The definition of ‘system boundary’ and 

‘functional units’ are essential steps to conduct an 

LCA of any product. The databases used are Ecoin-

vent, GaBi, USDA, ELCD, Agri-footprint, etc. The 

prominent software used is Gabi, SimaPro, Um-

berto, openLCA, and so on. 
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1.3 Building Information Modelling 

Widely used in the AECO industry, Building Infor-

mation Modelling (BIM) is an integrated infrastruc-

tural data management process that shares and in-

creases the transparency of building data in its de-

signing, construction, and management (Ghaffari-

anhoseini et al., 2017; Volk et al., 2014). BIM is a 

three-dimensional model-ling process for develop-

ing a built environment as a digital representation 

of physical built elements and spaces (Ghaffari-

anhoseini et al., 2017). Moreover, BIM actively sup-

ports design and management decision-making at 

all phases of the building lifecycle, including plan-

ning, design, construction, and management stages, 

thus providing a collaborative platform for all the 

stakeholders by enhancing the information flow. 

The software tools for conducting BIM are Autodesk 

Revit, ArchiCAD, NavisWorks, Trimble Connect, 

and VectorWorks Architect. 

Table 1 – A brief comparison of LCA, BIM and PLM 

LCA BIM PLM 

Industry Sustainability 

assessment 

AECO indus-

try 

Manufacturing 

industry 

Goal Interested in 

environmental 

impacts 

Building de-

sign con-

struction and 

management 

Product lifecy-

cle manage-

ment 

Model & 

data 

Stake-

holders 

Lifecycle 

model & data-

base 

LCA practi-

tioners, com-

pliance au-

thorities, de-

signers & re-

searchers 

3D virtual 

models & 

BIM data 

Shared repos-

itory between 

architects, 

engineers, 

and managers 

3D Product 

model & CAD 

data 

Designers, en-

gineers, manu-

facturers, re-

searchers 

1.4 Product Lifecycle Management 

Product Lifecycle Management (PLM) is an exten-

sive data management system for managing the en-

tire life of a product. It is a collaborative activity that 

integrates product management and stakeholders 

across its lifecycle (Lämmer & Theiss, 2015). The 

product’s data flows through initial design concep-

tion to detailed engineering design, manufacturing, 

packaging, distribution, usage, service (mainte-

nance), and end-of-life phases. It is critical to cen-

tralise a product’s information throughout its 

lifecycle to facilitate cross-domain knowledge ex-

change. The approach adopted in PLM primarily fo-

cuses on improving product efficiency in its design, 

economic value, environmental impact, and social 

outreach to promote the decision-making process, 

especially during early design decisions. Table 1 

compares LCA, BIM, and PLM and lays the concep-

tual foundation for their integration.  

1.5 Ontology and Semantics 

Ontology is a machine-readable (formal) specifica-

tion of conceptualisation for representing and or-

ganising information in a specific domain to man-

age complexity, improve understanding, and pro-

mote problem-solving ability (W3C, 2004). By con-

verting complex systems into simple processes, on-

tology creates a shared and collaborative platform 

in the information sciences, allowing knowledge to 

be used in widespread cross-domain functionality 

that can be searched and queried via the internet. It 

also explicitly manages knowledge bases by system-

atically organising their specification—in terms of 

concepts, classes, properties, relations, definition, 

function, constraints, axiom, rules, and categories—

and displaying logical reasoning and web semantics 

in data description and structural layout (for exam-

ple, knowledge graph). 

The family of ontologies (formal knowledge repre-

sentation languages) are created in Web Ontology 

Language (OWL), based on the Semantic Web do-

main (Antoniou & Van Harmelen, 2004; W3C, 2004). 

The design of OWL is a build-up version of the Re-

source Description Framework (RDF). Semantic 

web technologies (OWL and RDF) promote map-

ping and analysis of data to create meaningful 

knowledge-bases and promote information interop-

erability across domains. In general terms, the pri-

mary function of semantic web technologies is the 

creation of an interlinkage (of language with differ-

ent formats) that integrates different frameworks 

adopted from cross-functional fields and data col-

lected from multiple sources in varied (non-stand-

ardised) protocols. Hence, ontologies authored in 

formal languages (such as OWL) are the connecting 

bridges across multiple data formats to extract com-

mon (and unambiguous) meaningful information, 

characterising the knowledge in class, objects, and 
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their inter-relativity, functions, attributes, and hier-

archies. From the semiotic perspective, any lan-

guage (machine-readable or English) consists of 

three distinct fields: a) syntactics (objective: the set 

of rules and grammatical structure), b) semantics 

(subjective: the arrangement of vocabulary in a 

structured format to generate its meaning and ex-

pression), and c) pragmatics (contextual implica-

ture: inference and implication, context-dependent). 

Similarly, semantic web technologies have triples 

for knowledge management and modelling seman-

tic data. The semantic triples consist of three entities 

which are as follows: (a) subject (entity); (b) predi-

cate (attribute); and (c) object (value-model) to com-

pose a common machine-interpretable statement 

about the semantic database. Therefore, this makes 

ontological languages (e.g., OWL) an integration 

layer to standardise the cross-functional 

knowledge-base. For the effective design of smart 

buildings, the integration of LCA, BIM, and PLM is 

necessitated. The ‘smart building design’ domain 

could benefit immensely by leveraging the power of 

ontology and semantics to integrate SSAS into 

buildings, thereby making them more sustainable. 

Hence, Ontology and semantic web technologies 

provide an appropriate collaborative platform for 

such a cross-domain integration. 

2. Integrated Ontological Framework

An integrated ontological framework is proposed in 

Fig. 2 to integrate LCA, BIM and PLM at various lev-

els, i.e., L1-data integration layer, L2-data exchange 

layer, L3-software implementation layer, L4-design 

implementation layer, L5-stakeholder integration 

layer, and L6-domain integration layer. An ontolog-

ical knowledge integration framework across these 

layers (L1-L6) provides a consolidated framework 

for the collaborative design of energy-neutral smart 

buildings. The three vertices of the triangular layers 

represent the LCA (sustainability domain), the BIM 

(building domain), and the PLM (product design 

domain), respectively. In the L1 layer, LCA data is 

integrated with product and building data. In layer 

L2, LCA, BIM and PLM exchange formats are con-

solidated to form a machine-interpretable, formal, 

and explicit data layer. Then, these data are fed into 

an integrated software environment that combines 

the LCA, BIM and PLM capabilities (L3). 

Fig. 2 – A model framework for the ontological integration of BIM, 

PLM and LCA for the design of energy-neutral smart buildings 

After that, a design implementation layer (L4) is en-

visaged with data processing and knowledge inte-

gration capabilities. The L4 layer leads to a collabo-

rative design platform(L5) comprising subject ex-

perts, i.e., LCA practitioners, architects and product 

designers. A single cross-functional design team 

may replace these designers in the future. Finally, 

the domain level integration of sustainability, build-

ing design, and product design is completed at layer 

L6, resulting in an inter-disciplinary domain for 

smart building design. 

3. Implementation in Protégé

This preliminary framework for LCA-BIM-PLM in-

tegration is modelled on Protégé software using the 

ontological web language (OWL). The XML version 

used for the data integration is XML version 1.0. The 

data modelling vocabulary used is RDFS (Resource 

Description Framework Schema). The model frame-

work structure comprises: - ‘Entity’, ‘Classes’, ‘Ob-

ject properties’, ‘Annotation properties’, ‘Data prop-

erties’ and ‘Individual by class’. ‘De-

sign_Smart_Buildings’ is the main class in ‘Owl: 

Things’, and ‘LCA’, ‘BIM’, and ‘PLM’ are subclasses, 

as shown in Fig. 3.  

452



Design of Energy-Neutral Smart Buildings: An Ontological Framework to Integrate LCA, BIM and PLM 

Fig. 3 – Preliminary implementation of the Model LCA-BIM-PLM 

framework for the design of smart buildings in Protégé Software 

This framework schema can be saved in RDF/XML 

syntax, Turtle syntax, OWL/XML syntax, OBO syn-

tax, Manchester/OWL syntax, OWL functional syn-

tax, and LaTeX JSON-LD syntax. The ‘reasoner’ 

used for querying is ELK 0.4.3. ‘OWLviz’ is used for 

visualisation, while ‘OntoGraf’ is used for creating 

the graph. DL query and SPARQL 1.1 semantic 

query languages are used to access, retrieve, and 

manipulate data in RDFS. A Java code is generated 

to interface, translate, and bridge the sematic web 

ontology with the logic programming domain. 

Each class/subclass can have their object, data, and 

annotation properties connected by relationships. 

Each instance in this framework can be designed as 

a standalone smart building with all the above-men-

tioned characteristics. These unique instances of 

smart buildings could be accessed via the web and 

would form a smart building database known as the 

‘Internet of Buildings’ (IoB). 

4. Discussions

As shown in Table 2, column V1 represents the 

lifecycle of data through ‘data’, ‘information’, 

‘knowledge’, ‘insight and wisdom’ and ‘design and 

optimisation’ stages. The rows represent the inte-

gration between LCA, BIM and PLM domains.  

Table 2 – OWL-based ontological integration framework for LCA, 

BIM and PLM to design energy-neutral smart buildings 
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It should be noted that appropriate transformations 

are applied to each stage. H1 represents the data 

processing and application of syntax for data inte-

gration. Existing data in the LCA, BIM and PLM in-

dustries are fragmented. Recently, work on stand-

ardising data formats within the domains has 

started, e.g., ILCD format in LCA, IFC data format 

in BIM, and JT format in PLM. The inter-operability 

of such cross-domain datasets is low due to multiple 

formats, multiple software platforms and different 

protocols. The eXtended Markup Language (XML) 

can solve this problem by applying user-defined 

specific rule sets (Syntax) to make it machine-inter-

pretable and independent of software and hardware 

platforms. In this framework, the LCA, BIM and 

PLM data are converted to XML format, ready to be 

processed and queried. 

Once the cross-domain data is syntactic and formal 

(machine-interpretable), the question of data se-

mantics (meaning of such data) arises. In the H2 

stage, the ontological web language (OWL) is used 

to semantically integrate this data and reduce ambi-

guity in its meaning. The processing of cross-func-

tional data with semantic web tools would trans-

form the data into chunks of useful information, 

which is still far away from a consolidated know-

ledge stage. In the H3 stage, when these chunks of 

information are integrated vertically in their respec-

tive domain, it becomes knowledge (e.g., Kn1 in 

LCA, Kn2 in BIM, Kn3 in PLM). In the next stage 

(H4), these knowledge sets are integrated through 

an ontological knowledge-integration framework to 

form a consolidated design knowledge set that pro-

vides valuable insights into smart building design 

and modelling. This acquired wisdom backed by 

empirical and integrated data, constitutes the breed-

ing ground for ‘shared conceptualisation’ and ‘new’ 

knowledge. The designer (of smart buildings) 

would use this ‘new knowledge’ to improve de-

signs, create innovations and provide optimisations 

for energy-neutrality in the H5 stage. Moreover, the 

design and optimisation (H5) stage would provide 

a feedback loop for the data stage (H1), further im-

proving the data requirements, new data collection, 

data filtering and data integration processes. The ca-

pability of the H5 stage to provide a reinforcement 

feedback loop is not only limited to H1 stage, but it 

can also give feedback to H2, H3, H4 and H5 stage.  

This framework facilitates multi-variate assessment 

of smart building performance in terms of energy, 

functionality, and operability before finalising the 

design by creating a ‘design schema’ as a transi-

tional framework between the building’s physical 

and digital (geo-spatial and energy-related) infor-

mation. Additionally, this meta-framework compre-

hensively characterises a smart built environment 

integrated with a sensing system, allowing design-

ers (and stakeholders) to evaluate the design using 

a hybrid simulation platform, and then make neces-

sary early-design decisions regarding building per-

formance, sensor-actuator integration, energy effi-

ciency, and human-building interactions (HBI). 

4.1 Design Implications 

This ontological integration framework provides for 

the interactions (and feedback) between various de-

signers, researchers and stakeholders involved in 

designing energy-neutral smart buildings. A design 

interaction matrix captures the interactions between 

buildings (and their functional components), and 

designers (of building, products, and sustainability) 

are captured by a design interaction matrix, as 

shown in Table 3. B(i) and B(j) represent smart 

buildings. B(i) is the superset containing elements 

from individual building components to the whole 

building system. ‘Building designer’ set D(B) con-

sists of architects, civil engineers, structural engi-

neers, and various consultants involved in the BIM 

process. Whereas D(P) represents the product de-

signer set of smart sensor-actuator systems and en-

ergy-saving appliances. 

Table 3 – Design interaction matrix for the ontological integration 

of BIM, PLM and LCA for energy-neutral smart buildings 

To add the sustainability layer to the smart building 

design, S(L) indicates the LCA practitioners who 

perform the sustainability assessment of the system. 
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The diagonal of this matrix is the self-interactions in 

the B(j), D(B), D(P) and S(L). The first cell represents 

the interaction between buildings B(i) and B(j), 

which opens the possibilities of inter-building com-

munication and smart city integration. This matrix 

is skew-symmetric, as the D(B)→B(j) interaction is 

not the same as B(j)→D(B) interaction, but rather is 

opposite in direction. 

The ontological integration framework can assist 

these interactions between stakeholders in design-

ing better smart buildings. In future, these interac-

tions can be automated, and the D(B), D(P) and S(L) 

designers can be integrated to form one single set of 

designers, known as ‘Smart Building Designers’. 

Such cross-platform designers would further im-

prove the design framework, resulting in smart 

buildings that are both energy- and resource-effi-

cient.  

5. Conclusions

Based on the ontological integration of the three 

participating domains, this LCA-BIM-PLM inte-

grated framework provides a plausible solution for 

designing an energy-neutral smart building system. 

A preliminary implementation of this ontological 

framework is demonstrated in Protégé software 

with the help of OWL. Furthermore, a design inter-

action matrix is created between buildings (and 

their components), building designers, product de-

signers, and lifecycle practitioners, allowing for in-

creased efficiency, optimisation, and sustainability 

in the building design and simulation process, 

which is further enhanced by reinforcing feedback 

loops. 

The proposed framework would improve the envi-

ronmental performance of smart buildings by 

streamlining the design and simulation process, 

providing a collaborative platform for cross-field 

designers. In the future, a robust real-time platform 

for designing and modelling energy-neutral smart 

built environments could be developed using this 

framework as its foundation.  
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Abstract 

Urban Building Energy Modeling and Multi-Objective Op-

timization are two very computationally intensive appli-

cations of Building Performance Simulation. In this re-

search, a simplification algorithm developed to speed up 

thermal simulations at urban scale was tested to assess its 

performance in optimization studies. Since the algorithm 

showed good accuracy at the individual building level, it 

was applied to standalone buildings, considering a set of 

energy efficiency measures and all the possible combina-

tions of four objectives, i.e., heating and cooling needs, 

thermal comfort and costs. The algorithm showed ade-

quate performance in finding the optima with the same in-

puts for most of the considered buildings and combina-

tions of objectives in different climatic conditions, allow-

ing the simulation time to be reduced to one third. 

1. Introduction

In 1965, Gordon E. Moore stated that the number of 

transistors on an integrated circuit would have in-

creased at a rate of roughly a factor of two per year, 

at least over ten years (Moore, 1965). Nowadays, 

such a prediction, known as Moore’s law, is still 

true, and it means that the power of computers is 

approximately doubling every couple of years. 

Thanks to such exponential increases in computing 

resources, two fields of Building Performance Sim-

ulation BPS have been gaining more and more inter-

est in recent years: Multi-Objective Optimization 

MOO and Urban Building Energy Modeling UBEM. 

Rather than offering a one-design solution, MOO 

provides the flexibility of choosing from a set of op-

timal solutions with a more realistic decision-mak-

ing process (Costa-Carrapiço et al., 2020). On the 

other hand, UBEM aims at finding an aggregated 

and simplified way of estimating the operational en-

ergy needs of groups of buildings, overcoming the 

limitations of single building modeling (Reinhart & 

Davila, 2015). 

The major computational cost of MOO and UBEM is 

the main drawback that they have in common. Re-

gardless of other technical aspects, such as the mod-

eler’s skills and knowledge, being too computation-

ally demanding is the first hurdle preventing their 

widespread employment in common practice. In ad-

dition, it is also the main reason why most of the 

UBEM studies present in the literature investigate 

retrofit or design scenarios (Ang et al., 2020) rather 

than performing MOO. Haneef et al. (2021) carried 

out one of the few studies combining UBEM and 

MOO. Considering a residential district of around a 

hundred buildings, they examined different sets of 

renovation measures for the building envelope and 

found the Pareto front with regarding three objec-

tives, i.e., energy, economic and sustainability per-

formances. 

In a previous work (Battini et al., 2021), we pro-

posed a simplification algorithm for UBEM to speed 

up the simulation time limiting the accuracy loss at 

hourly and building scale. The algorithm simplifies 

any arbitrarily shaped building into a representa-

tive shoebox to estimate the building’s indoor tem-

peratures and thermal loads. Since the procedure 

showed good precision in assessing the building’s 

performance at individual level, it could also be 

used to expedite other aspects of BPS, such as MOO. 

Given these premises, the aim of the present work is 

to assess the capabilities of the simplification in per-

forming MOO. A batch of standalone buildings 

were selected to test the procedure and they were 

simulated in three climates. The optimization was 

carried out considering energy efficiency measures 
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pertaining only the building envelope respect to up 

to four objectives, i.e., heating needs, cooling needs, 

indoor thermal comfort, and economic performance. 

The objectives were considered one, two, three and 

four at a time, in order to evaluate the algorithm’s re-

liability with all possible target combinations. 

2. Methodology

2.1 Simplification Algorithm 

The simplification, or “shoeboxing”, algorithm is ca-

pable of converting a building of any shape into a 

shoebox. Thus, from a detailed or starting model, a 

simplified or shoebox model is obtained. The pro-

cess to be employed for simplifying each building 

present in an urban model into its representative 

shoebox has three steps: 

1. Shoebox generation: by solving a non-linear sys-

tem of three equations in three unknowns, the

dimensions of the shoebox are found from the

starting building geometry.

2. Radiation modeling: opaque surfaces are placed

on a portion of each window of the simplified

model, in order to reduce the amount of incom-

ing radiation and reproduce the effect of the

contextual and self-shadings simulated in the

detailed model. To size such equivalent shad-

ing surfaces, a radiation analysis is performed

on both models to compute obstruction ratios

for each orientation and floor.

3. Building adjacency: adiabatic surfaces are used

to account for adjacent buildings.

A more in-depth description of the shoeboxing pro-

cess can be found in a previous work by the authors 

(Battini et al., 2021). Once obtained, detailed and 

simplified models are characterized by the same 

non-geometrical features.  

The procedure does not depend on specific tools to 

be developed, hence it can be reproduced with any 

software having the right capabilities. In this work, 

Rhinoceros and Grasshopper were employed for the 

geometrical conversion, Ladybug Tools SDK was 

used for creating the energy models, and Ener-

gyPlus was utilized as BPS tool. The programs were 

coupled by automating the entire process thanks to 

custom-made Python scripts. 

2.2 Multi-Objective Optimization 

2.2.1 Buildings selection for testing 

The simplification algorithm developed was first 

tested on 3072 buildings of complex shape built out 

of polyominoes (Golomb, 1994) to guarantee com-

plex and non-repetitive shapes. Moreover, to assess 

its prediction capabilities under different boundary 

conditions, every building geometry obtained and 

its  related simplified model were simulated in three 

climates, i.e., Bolzano and Messina, Italy, and Den-

ver, US. 

Since performing a MOO is already largely compu-

tationally and time-consuming, a set of buildings 

were chosen from the ones already generated. Fig. 1 

reports the boxplots for the relative annual differ-

ences between detailed and simplified models in the 

three climates. The results are reported as a function 

of the number of floors of each building and show 

how, for both targets, the simplified model predic-

tion always falls within ± 20 % difference. Five 

buildings for each target (i.e., heating and cooling) 

were chosen for each climate, thus thirty building 

were used in the MOO. In order to employ repre-

sentative buildings in this work, starting from the 

relative annual differences obtained by the previous 

study, buildings corresponding to the minimum, 

first quartile, median, third quartile and maximum 

difference were selected. In this way, it was possible 

to study buildings whose performances are differ-

ent but also representative of the batch which they 

were picked from. Among the starting 3072 possi-

bilities, Fig. 2 reports the buildings selected for the 

analysis. Instead of simulating all buildings in the 

three climates, each building was simulated in the 

same climate from which it was selected. Thus, ten 

buildings were simulated per each climatic condi-

tion. 

2.2.2 Optimization 

The aim of the present optimization is to test 

whether the detailed and simplified building mod-

els’ non-dominated solutions match in terms of in-

puts. Thus, the optima found should have the same 

values for the inputs rather than the outputs. 
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Fig. 1 – Boxplots for annual heating and cooling needs relative differences depending on buildings’ number of floors for the entire building 

Since the algorithm was developed for urban scale 

applications, the variables considered in this first 

study only focus on the envelope. Since in UBEM, 

the information regarding the systems is usually not 

available, retrofit or design scenarios mainly pertain 

to the buildings’ envelope. Thus, three variables 

were considered: 

- insulation type: all external opaque surfaces are

characterized by the same composition, three

types of insulation were selected, i.e., XPS, min-

eral wool, and cellulose fiber.

- insulation thickness: the thickness of the type of

insulation varied from 2 to 20 cm with a step of

2 cm.

- type of window: five different types of win-

dows were chosen, such as double glazing with

air filling, double glazing with argon filling and

high solar factor, double glazing with argon fill-

ing and low solar factor, triple glazing with ar-

gon filling and high solar factor, and triple glaz-

ing with argon filling and low solar factor.  

In Table 1, the variables considered are reported 

along with their properties and related investment 

costs. As far as insulation is concerned, the invest-

ment cost per square meter was computed in func-

tion of the thickness s according to the formulas re-

ported for each type of material. The investment 

costs considered in this study for the opaque and 

transparent envelope are the same as those em-

ployed by Haneef et al. (2021) and Pernigotto et al. 

(2017). Given the low number of combinations, a full 

factorial analysis was carried out and all possibili-

ties were simulated.

Fig. 2 – Selection of buildings for each target and climate 
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Table 1 – Variables for MOO 

Insulation 

Insulation Thermal conductivity [W m-1 K-1] Density [kg m-3] Specific heat [J kg-1 K-1] Investment cost [€ m-2] 

XPS 0.035 30 1450 112.5 ∙ s + 55.6 

Mineral wool 0.038 130 1030 213.6 ∙ s + 70.2 

Cellulose fiber 0.045 160 2000 363.7 ∙ s + 74.6 

Windows 

Window Glass transmittance [W m-2K-1] SHGC [-] Investment cost [€ m-2] 

Double glazing air filling 2.72 0.76 247.30 

Double glazing argon filling high SHGC 1.14 0.61 404.33 

Double glazing argon filling low SHGC 1.10 0.35 439.06 

Triple glazing air filling high SHGC 0.61 0.58 477.65 

Triple glazing air filling low SHGC 0.60 0.34 454.49 

Thus, the real Pareto solutions were found, since no 

optimization algorithm was used. 

To test the simplification capabilities as broadly as 

possible, the heating demand, cooling demand, 

thermal comfort and economic performance were 

considered as the objectives to be minimized. The 

heating and cooling needs were accounted as an-

nual energy needs expressed in megawatt hour by 

summing up the hourly needs. Thermal comfort 

was evaluated as the annual average of the hourly 

results for the Predicted Percentage of Dissatisfied 

PPD, since it is one of the suggested methods by 

UNI EN ISO 7730 (UNI, 2006) for long-term evalua-

tions of comfort conditions. The costs were consid-

ered by computing the Net Present Value NPV of the 

building by means of an economic analysis with a 

lifespan of 30 years according to UNI EN 15459-1 

(UNI, 2018). The optimal solutions were found for 

all the possible combinations of objectives, thus 

from one at a time to all four together, resulting in 

15 combinations. In this way, it was possible to as-

sess the performance of the procedure with a varia-

ble number of objectives and non-dominated solu-

tions.  

For each case, the optimal solutions found for the 

detailed and simplified models were compared. 

First, the total number of optima was counted. Then, 

it was checked for the presence of non-matching so-

lutions as follows: (i) the solutions that were found 

as optima for the detailed model which were domi-

nated for the simplified one were counted as optima 

not found, (ii) the solutions that were labeled as 

non-dominated for the simplified model that were 

not optima for the detailed one were considered as 

wrongly found optima. On top of these two absolute 

values, for each combination of objectives, the error 

rate in performing a right choice or a wrong choice 

with respect to the total number of real optima was 

computed. 

3. Results and Discussion

Even though the aim of this work is to assess if the 

detailed and simplified models result in having the 

same input values for the optimal solutions, the sim-

ulation outputs for heating and cooling needs, and 

the PPD for the detailed and simplified models were 

visually compared. 

Fig. 3 and Fig. 4 show that the simplified models 

tend to underestimate the heating needs and over-

estimate the cooling ones. Such behavior was pre-

sent also in the previous work from which the build-

ings were selected. However, since prior to this re-

search the algorithm was tested focusing mainly on 

the buildings’ shape rather than varying the ther-

mophysical properties of the envelope, it was not 

possible to state that such a tendency could be true 

in all cases. Fig. 5 reports the boxplots with the PPD 

distribution for all the combinations for the build-

ings considered. Compared with the thermal needs, 

the distributions of the annual average PPDs for the 

simplified and detailed models are much more sim-

ilar. 

From Figs. 3, 4 and 5, it is clear that the differences 

between detailed and shoebox models are inde-

pendent of the starting building’s shape. Thus, to be 

consistent with previous research, the results for the 

optimization were compared in the three climates to 

assess the procedures’ weaknesses more in detail. 
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Fig. 3 – Annual heating needs boxplots for detailed and simplified models of each building for all input combinations 

Fig. 4 – Annual cooling needs boxplots for detailed and simplified models of each building for all input combinations 
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Fig. 5 – PPD boxplots for detailed and simplified models of each building for all input combinations  

Table 2 reports the results for all combinations of ob-

jectives in the three climates. To visually understand 

in which cases the algorithm is performing better, 

the cells reporting the objectives considered were 

color-coded according to the right or wrong error 

rates. The combinations of objectives were colored 

in green if both error rates were lower or equal to 

10 %, yellow if at least one of them was larger than 

10 % and lower or equal to 20 %, and red if at least 

one of the two errors was greater than 20 %. In this 

way, it is possible to have a quick understanding of 

the reported tabular results.  

The number of optimal solutions found for the de-

tailed models is greatly affected not only by the 

number of objectives but also by the type of objec-

tives considered. When antagonist objectives such 

as heating and cooling are in the same optimization 

problem, the number of optimal solutions increases 

much more compared with other cases. Since the 

NPV is related to both heating and cooling annual 

needs, including the economic performance leads to 

an increase of optima as well. Even though from 

Fig. 5 it seems that, for detailed and simplified mod-

els, the distributions for the annual average thermal 

comfort could be similar, Table 2 reports higher er-

ror rates when thermal comfort is included among 

the objectives, mainly for the climates of Bolzano 

and Denver. Generally, in all climates, low error 

rates are reported when having one, three or four 

objectives. Thus, the algorithm’s performance in 

finding the right optimal solutions is more accurate 

when there is a unique solution (i.e., one objective) 

or the number of optima is very large.  

In the climate of Bolzano, the higher error rates oc-

cur when the economic and comfort objectives are 

optimized. When they are coupled with the cooling 

needs for the simplified models, not every optimum 

is found. On the other hand, coupling them with the 

heating needs leads to mainly wrongly labeled op-

tima. As far as the climate of Denver is concerned, 

the results obtained are very similar to those of Bol-

zano. Even though thermal comfort and costs still 

yield the least accurate outcomes, there is an overall 

reduction of the error rates, except for the analysis 

with thermal comfort as sole objective. 

Finally, the climate of Messina is the one yielding 

the most accurate optimization predictions, even for 

the heating demand, which is not a target output for 

this type of climate. Overall, for standalone build-

ings, the algorithm is three times faster in perform-

ing energy simulations for the buildings considered. 

Thus, the time required to run an optimization for 

each of these buildings was cut to one third. Even 

though, in some cases, the errors are still not negli-

gible, the algorithm’s performance in finding a set 

of optimal solutions is adequate for the purpose.  
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Table 2 – Optimal solutions comparison in the three climates 

Bolzano 

Objectives 
Total real 

optima 

Total not 

found optima 

Total wrongly la-

beled optima 

Right choice 

error [%] 

Wrong choice 

error [%] 

Average number 

of optima 

Heating 10 0 0 0.00 0.00 1.00 

Cooling 10 0 0 0.00 0.00 1.00 

Costs 10 0 0 0.00 0.00 1.00 

Comfort 10 4 4 40.00 40.00 1.00 

Comfort-Costs 115 36 28 31.30 24.35 11.50 

Cooling-Comfort 101 19 0 18.81 0.00 10.10 

Cooling-Costs 169 13 0 7.69 0.00 16.90 

Heating-Comfort 99 2 50 2.02 50.51 9.90 

Heating-Cooling 289 0 0 0.00 0.00 28.90 

Heating-Costs 353 1 42 0.28 11.90 35.30 

Cooling-Comfort-Costs 403 52 0 12.90 0.00 40.30 

Heating-Cooling-Comfort 299 0 1 0.00 0.33 29.90 

Heating-Cooling-Costs 1025 5 0 0.49 0.00 102.50 

Heating-Comfort-Costs 503 0 52 0.00 10.34 50.30 

Heating-Cooling-Comfort-Costs 1047 5 1 0.48 0.10 104.70 

Denver 

Heating 10 1 1 10.00 10.00 1.00 

Cooling 10 0 0 0.00 0.00 1.00 

Costs 10 2 2 20.00 20.00 1.00 

Comfort 10 4 4 40.00 40.00 1.00 

Comfort-Costs 332 50 17 15.06 5.12 33.20 

Cooling-Comfort 153 16 1 10.46 0.65 15.30 

Cooling-Costs 80 5 0 6.25 0.00 8.00 

Heating-Comfort 87 5 16 5.75 18.39 8.70 

Heating-Cooling 256 8 2 3.13 0.78 25.60 

Heating-Costs 405 8 14 1.98 3.46 40.50 

Cooling-Comfort-Costs 477 56 1 11.74 0.21 47.70 

Heating-Cooling-Comfort 259 8 3 3.09 1.16 25.90 

Heating-Cooling-Costs 912 13 3 1.43 0.33 91.20 

Heating-Comfort-Costs 578 9 31 1.56 5.36 57.80 

Heating-Cooling-Comfort-Costs 918 13 3 1.42 0.33 91.80 

Messina 

Heating 10 0 0 0.00 0.00 1.00 

Cooling 10 1 1 10.00 10.00 1.00 

Costs 10 0 0 0.00 0.00 1.00 

Comfort 10 0 0 0.00 0.00 1.00 

Comfort-Costs 38 0 0 0.00 0.00 3.80 

Cooling-Comfort 15 0 1 0.00 6.67 1.50 

Cooling-Costs 30 2 0 6.67 0.00 3.00 

Heating-Comfort 284 1 1 0.35 0.35 28.40 

Heating-Cooling 290 1 3 0.34 1.03 29.00 

Heating-Costs 615 5 7 0.81 1.14 61.50 

Cooling-Comfort-Costs 38 0 0 0.00 0.00 3.80 

Heating-Cooling-Comfort 297 0 1 0.00 0.34 29.70 

Heating-Cooling-Costs 1014 6 7 0.59 0.69 101.40 

Heating-Comfort-Costs 1067 4 6 0.37 0.56 106.70 

Heating-Cooling-Comfort-Costs 1081 3 4 0.28 0.37 108.10 
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4. Conclusion

In this work, the performance of a simplification al-

gorithm developed for UBEM was tested in order to 

speed up the simulation time of building-level 

MOO. From a previous study, a group of buildings 

was chosen to perform a MOO, and energy effi-

ciency measures and four objectives were selected. 

Heating and cooling needs, thermal comfort and in-

vestment costs were considered as objectives. To 

test the capabilities of the simplification in finding 

the right optimal solutions, all possible combina-

tions of objectives were counted, and the buildings 

were simulated in three different climates. 

Overall, it was possible to reduce to one third the 

thermal simulation time, obtaining adequate results 

for almost all combinations of objectives, regardless 

of the climatic condition considered. More specifi-

cally, the error rates in choosing the right optima 

were lower than 10 % for more than half of the com-

binations of objectives considered. Except for four 

cases, it was always possible to limit the error rate 

to maximum 20 %. Nonetheless, since the optimal 

solutions are related to the prediction accuracy of 

the algorithm, improving the precision of the sim-

plification procedure will lead to more exact solu-

tions. For this reason, a new configuration of the al-

gorithm modeling the incoming radiation on a 

monthly basis is under development by the authors. 
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Abstract 

To reduce greenhouse gases emissions related to the build-

ing sector and to make informed decisions about sustain-

able building design and urban planning, building energy 

simulation should be adopted as a supporting tool by de-

signers and policy makers. However, since building simu-

lation is extremely time-consuming, its application is lim-

ited in daily design work. This research aims at testing a 

new simplification algorithm proposed for Urban Build-

ing Energy Modeling to reduce the computational com-

plexity of thermal models in favor of the simulation speed 

without compromising accuracy. The procedure was ap-

plied on two educational buildings of complex shapes lo-

cated in Bolzano, Italy. Results show that the simplified 

models reduced the simulation time up to 135 times, with 

building level relative annual deviations lower than 6 %.

1. Introduction

In the building professional sector, Building Energy 

Modeling BEM can serve to design an energy effi-

cient building or to verify its compliance with local, 

regional or national energy codes, as well as the ac-

tual energy performance. The former requires the 

use of BEM as an early design tool to support design 

tasks aiming at finding the best cost-effective solu-

tions. At this stage of the design process, standard 

inputs and boundary conditions are conventionally 

used and a short calculation time is essential to com-

pare multiple alternatives. The latter bypasses the 

analysis of different scenarios and focuses on the fi-

nal simulation output, comparing it to a reference 

benchmark. In this case, the models are prepared in 

accordance with codes or technical standards, and a 

high degree of calculation accuracy is expected. 

Overall, since accurate modeling procedures and it-

erative design processes require a large amount of 

time and computational resources, simplification 

workflows can be employed to speed up these kinds 

of simulations. However, most of the simplification 

techniques present in the literature have been devel-

oped for Urban Building Energy Modeling, UBEM, 

rather than BEM. Indeed, since UBEM is very com-

putationally intensive, it is necessary to introduce 

such methods in order to perform urban scale sim-

ulations. 

Even though UBEM is a relatively new field of study 

aiming at designing and optimizing urban energy 

systems and planning urban development, several 

tools, such as CitySim, SimStadt, umi, CityBES, UR-

BANopt and TEASER, have already been released. 

Nonetheless, in recent years, different types of sim-

plification algorithms intended to ease UBEM com-

puting resources have been proposed. Different to 

the tools listed above, which fully comprise the 

UBEM workflow, these algorithms are only meant 

to replace the simulation stage. 

In 2013, Dogan and Reinhart developed a fully au-

tomated and accelerated method capable of ab-

stracting building massing into a meaningful group 

of simplified box-unit (shoebox) thermal models 

(Dogan & Reinhart, 2013), which they later named 

Shoeboxer (Dogan & Reinhart, 2017). In 2019, in-

spired by the idea of the Shoeboxer, Zhu et al. (2019) 

developed the Building Blocks Energy Estimation 

BBEE method for assessing building thermal de-

mand at the district level by combining a BBEE al-

gorithm and energy databases. 

In this work, a new algorithm, developed by Battini 

et al. (2021b), which simplifies every building en-

ergy model into a representative simplified shoe-
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box, was tested at the individual building level. The 

aim is to evaluate the algorithm’s performance in es-

timating the energy use and accelerating the simu-

lation of complex-shape buildings by applying it to 

two educational buildings in Bolzano, Italy. 

2. Methodology

The process followed in order to assess the perfor-

mance of the shoeboxing algorithm on the buildings 

considered is made of several steps. (i) case study 

introduction and data gathering, (ii) detailed geom-

etry and energy modeling, (iii) calibration against 

monitored temperature profiles, (iv) application of 

the algorithm, and (v) model simulation and com-

parison.  

2.1 Case Study 

The two case studies are two educational buildings 

located in Bolzano, Italy. The first one is a kinder-

garten, called “Positano”, built in 2009, while the 

second one is a primary school, called “Langer”, 

built in 2014. Fig. 1 shows the location of the two 

buildings in the city of Bolzano. As reflected in their 

year of construction, both buildings are located in 

the western part of the city, in which new neighbor-

hoods have been built over the past few decades. 

Positano kindergarten is a three-storey building, 

one of which is underground, and it is located in a 

district in which it is surrounded by residential 

buildings of up to 6 floors in height. 

Fig. 1 – Locations of the two buildings in Bolzano, Italy 

On the other hand, Langer primary school, which 

has three floors above ground and one under-

ground, faces high residential buildings from 

North-East to South and open agricultural areas to 

the west.  

2.2 Detailed Building Energy Modeling 

Rhinoceros3D and Grasshopper were used to model 

the buildings’ geometry in compliance with the 

technical floorplan drawings provided by the Mu-

nicipality of Bolzano, allowing a characterization of 

the outer shell with windows and external fixed 

shades, as well as the subdivision of the internal 

spaces into different zones. Multi-zonal building en-

ergy models were prepared according to two main 

factors: construction assemblies and use of space. 

Adjacent spaces with similar properties were 

merged into a single zone, i.e., a single massing 

model with no internal partitions. Since each level 

includes spaces with similar functions, Positano was 

modeled with one thermal zone per floor. On the 

other hand, Langer school was subdivided into 12 

thermal zones, according to the different functions 

and shapes of the school. 

To model the urban context, the geometries of sur-

rounding buildings’ up to 200 m distance away have 

been imported into Rhinoceros3D with the aid of 

Gismo, a Grasshopper plug-in which enables auto-

matic generation of urban environment and terrain 

geometry through a connection with the Open-

StreetMap website. 

The conversion from massing models to thermal 

zones was conducted using Ladybug Tools, an 

open-source suite of plug-ins for Grasshopper, and 

the characterization of the energy models was auto-

mated thanks to eppy, a Python scripting language 

for EnergyPlus which allows rapid and selective 

modification of EnergyPlus input files. 

The energy certifications provided by the Munici-

pality of Bolzano were used to define the construc-

tion elements (opaque and transparent) making up 

the envelope of the buildings. Occupancy profiles, 

people density, plug loads and lighting power den-

sities were provided by the school administrations 

or obtained during in-situ surveys. Since the city of 

Bolzano belongs to the climate zone E, the heating 

period was set from the 15th of October to the 15th of 
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April, in accordance with Italian law. For Positano, 

the heating setpoint was set to 21 °C, based on the 

real temperature data available. On the other hand, 

for Langer primary school, the heating setpoint was 

set equal to 22 °C, in accordance with the infor-

mation received by the school administration. The 

daily schedules of occupancy were determined 

combining information from  the schools’ admin-

istration and suggestions based on technical stand-

ards, such as UNI CEN/TR 16798-6 (2018) and 

ASHRAE 90.1 (2013). The density of people per 

square meter was estimated using the technical 

standard UNI 10339 (1995). The infiltration rates 

were set equal to 0.17 ach, according to the results 

of a previous experimental study in which indoor 

conditions were monitored in a classroom at Posi-

tano kindergarten (Dugaria et al., 2021). The venti-

lation rates were initially estimated by means of the 

calculation proposed in the technical standard UNI 

10339 (1995), while the ventilation schedules were 

obtained by estimating the window openings de-

pending on the variation of CO2 concentration de-

tected by dedicated sensors. Thanks to already-per-

formed monitoring campaigns, it was possible to 

have data from one sensor in one classroom for the 

ground and first floors in Positano and one sensor 

in one classroom in Langer. Moreover, in the pri-

mary school, all the thermal zones, except the class-

rooms and the hallway, are equipped with a 

controlled mechanical ventilation system. Thus, for 

these thermal zones, a decision was made to use the 

design ventilation rates and schedules reported in 

the energy certification. Finally, as regards the 

shades, a dynamic solar based control with a set-

point of 300 W/m2 was hypothesized, in accordance 

with what was found by Roberts et al. (2022), limit-

ing their activation to the period from February 15th 

to October 31st in both buildings. The values for the 

internal loads and controls for all the zones of both 

buildings are reported in Table 1. 

(a) 

 (b) 

Fig. 2 – 3D geometrical models of the buildings with context: (a) 

Positano kindergarten and (b) Langer primary school 

Table 1 – Internal loads, HVAC system controls and shading control settings for type of zone in the two buildings 

Zone 
Lighting power 

[W/m2] 

People [peo-

ple/m2] 

Ventilation 

rate [ach] 

Infiltration 

rate [ach] 

Heating set-

point [°C] 

Shading setpoint 

[W/m2] 

P
o

si
ta

n
o

 Underground 5.71 0.1 2.82 0.17 21 – 

Ground 4.25 0.17 1.72 0.17 21 300 

First  5.24 0.26 1.86 0.17 21 300 

L
an

g
er

 

Basement 1.5 0.08 1.5 0.17 22 – 

Hallway 2.65 0.12 1.64 0.17 22 300 

Canteen 2.55 0.6 3.36 0.17 22 300 

Classrooms 3.8 0.3 2.42 0.17 22 300 

Library 3.95 0.3 3.03 0.17 22 300 

Gym 2.4 0.2 2.87 0.17 22 300 

Auditorium 5 0.6 1.83 0.17 22 300 
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2.3 Calibration 

Both models were calibrated against the real indoor 

air temperature data available for two kindergarten 

classrooms for the whole year 2019 for Positano and 

of one classroom from 11th April 2019 for Langer. 

The calibration was performed using the weather 

file of Bolzano from the year 2019 only on the zones 

for which data were available. For Positano, the 

ground and first floor were calibrated, while for 

Langer, the zone in which the monitored classroom 

is present. For the primary school, the result of the 

calibration was then applied to the other zones 

without mechanical ventilation. 

The models were calibrated considering as variables 

the ventilation rate and people density. Both varia-

bles ranged from -50 % to +50 %, with a step of 10 %, 

starting from the nominal values computed accord-

ing to standards. Table 2 reports all the values em-

ployed for the calibration for the zones considered. 

For each zone, a full factorial calibration was carried 

out, resulting in 121 simulated models for each case. 

The hourly Root Mean Square Error RMSE was 

computed between the simulated and monitored 

temperature during the period of interest for the cal-

ibration, i.e., the heating season, from the 15th of Oc-

tober to the 15th of April. Since for Langer no data 

were available for the first period of the year, the 

school’s classroom was calibrated only considering 

the last months of the year. 

In the present study, since no data were available 

about the heating system and its rated power, an 

ideal heating system characterized by an unlimited 

power was employed. For this reason, the simulated 

temperatures will always be greater or equal to the 

setpoint, even though the monitored temperature 

profiles can be lower. In order to cope with such dis-

crepancies and to pick the most suitable combina-

tion of inputs from the calibration, the minimum 

seasonal RMSE was found. Then, all the combina-

tions yielding a RMSE within 5 % difference from 

the minimum were considered. Among these com-

binations, the one with the lowest RMSE closest to 

the nominal ventilation rate was selected. In this 

way, it was possible to prevent choosing a combina-

tion with too low or too high a ventilation rate, 

which could undermine annual prediction accuracy 

for the heating demand. Indeed, since the simulated 

temperatures cannot be below the setpoint, chang-

ing the ventilation rate can lead to very limited im-

provements in the RMSEs of the temperature pro-

files, while having a huge impact on the heating de-

mand. 

2.4 Application of the Simplification 

Algorithm 

Once the detailed building energy models were cal-

ibrated, the simplification algorithm was used to ob-

tain as many shoebox energy models as the number 

of thermal zones making up the detailed models.

Table 2 – Ranges and values for calibration per zone 

Positano – Ground Floor 

-50 % -40 % -30 % -20 % -10 % 0 % 10 % 20 % 30 % 40 % 50 % 

Ventilation rate [ach] 0.86 1.05 1.25 1.44 1.63 1.72 1.82 2.01 2.2 2.4 2.59 

People [people/m2] 0.08 0.1 0.12 0.14 0.16 0.17 0.18 0.19 0.2 0.21 0.22 

Positano – First Floor 

Ventilation rate [ach] 0.93 1.13 1.34 1.55 1.75 1.86 1.96 2.17 2.37 2.58 2.78 

People [people/m2] 0.13 0.16 0.19 0.22 0.25 0.26 0.27 0.3 0.33 0.36 0.39 

Langer – Classroom 

Ventilation rate [ach] 1.21 1.48 1.75 2.02 2.29 2.42 2.56 2.83 3.09 3.36 3.63 

People [people/m2] 0.15 0.18 0.22 0.25 0.28 0.3 0.32 0.35 0.38 0.42 0.45 
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Fig. 3 – Example of shoebox models with boundary conditions 

A comprehensive overview of the operations exe-

cuted by the algorithm can be found in the work by 

Battini et al. (2021b). Nonetheless, the main steps 

can be summarized as follows: 

1. Incident radiation analysis on the windows of

the detailed energy model, subdivided for each

cardinal direction by considering a ± 45° toler-

ance range. The ratio between the annual inci-

dent radiation on each façade and the one cal-

culated for a reference box unit is set as shading

factor in order to take into account the share of

radiation obstructed by self-shading and exter-

nal objects.

2. Shoebox generation based on three geometrical

indicators employed to solve a system of equa-

tions, in which the three dimensions of the

shoebox are the unknowns. The shoebox’s ap-

ertures are generated according to the same

window-to-wall ratio calculated for each orien-

tation of the related thermal zones (± 45° toler-

ance range).

3. Calculation of the adjacent surface area por-

tions for each thermal zone that are in contact

with other thermal zones. Since the algorithm

generates freestanding buildings, the inter-

building partitions are treated as adiabatic sur-

faces, assuming no heat flow between touching

thermal zones.

4. Shoebox aperture surface reduction according

to the shading factor that was calculated for

each orientation. The reduction is implemented

by substituting a part of transparent surface

with an opaque element having the same ther-

mophysical properties of the window.

Once the shoeboxes were obtained, the same non-

geometrical properties of the starting thermal zone 

were assigned to the related shoebox. 

2.5 Detailed and Simplified 

Model Comparison 

Different to the procedure followed in the calibra-

tion process, in which temperatures were used to 

compare the monitored and simulated profiles, the 

comparison between detailed and simplified mod-

els was performed on the heating needs. Although 

energy simulations commonly adopt Typical Mete-

orological Year (TMY) weather files, the same 

weather file with the climatic data of Bolzano for the 

year 2019 employed for the calibration was utilized 

to assess the algorithm’s performance. 

As regards heating needs, the comparison metrics 

selected for this purpose are: (i) the absolute differ-

ence of the annual energy needs, (ii) the relative dif-

ference of the annual energy needs and (iii) the 

RMSE, calculated with a time step of 1 hour. Since 

shoeboxes are generally smaller than the starting ge-

ometry, their heating demand was multiplied by a 

scaling factor to take into account the reduction of 

floor area that is part of the simplification process. 

3. Results and Discussion

3.1 Calibration 

Table 3 reports the outcomes of the calibration, in 

which people densities do not correspond to the 

ones computed from the standards, while the values 

for ventilation rates are the same. This is because, 

even though the lowest RMSEs obtained were the 

ones with the greatest ventilation rates, as stated in 

Section 2.5, values closer to the ones computed fol-

lowing the standards would have been chosen if 

within 5 % difference.  

Table 3 – Calibration results 

Ventilation 

rate [ach] 

People density 

[people/m2] 

Positano – Ground floor 1.72 0.08 

Positano – First floor 1.86 0.16 

Langer – Classroom 2.42 0.25 

Indeed, the RMSEs showed differences in the order 

of hundredths or thousandths of degree, hence neg-

ligible. The combination of inputs obtained from the 

calibration process was also used in the simplified 

models for the comparison. 
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3.2 Simplification Results 

The annual energy demands for space heating are 

reported in Table 4. 

For Positano kindergarten, the simplified model’s 

total annual heating demand is equal to 30.13 MWh, 

1.69 MWh more compared with the detailed mod-

el’s results. In relative terms, the total deviation of 

the detailed model is equal to -5.62 % compared 

with the simplified one. 

Regarding each thermal zone, the underground 

floor shoebox underestimates the heating demand, 

although only slightly, while the ground and first 

floor shoeboxes overestimate it by a deviation that 

does not exceed 2.06 MWh. As regards RMSEs, even 

though they are low for all floors, the underground 

floor shoebox shows the best performance in terms 

of hourly deviation from the detailed thermal zone’s 

heating demand prediction.  

For Langer primary school, the simplified model’s 

total annual heating demand prediction is equal to 

153.21 MWh, which is 7.05 MWh greater than the 

detailed model’s predicted results. In relative terms, 

the total deviation is equal to +4.60%. Analyzing the 

results for each thermal zone, only the basement 

and the canteen underestimate the heating demand, 

while the rest of the shoeboxes overestimate the an-

nual heating demand by a deviation that varies for 

each zone. Classrooms, gym and auditorium shoe-

boxes show the best performances, overestimating 

no more than 13.10 % in relative terms, or 0.88 MWh 

in absolute terms. The library’s ground floor shoe-

box overestimates the predicted heating demand of 

the detailed model by 27.30 %, which is, however, 

one of the lowest heating needs (only 4.89 MWh). 

On the other hand, although the library’s first floor 

heating demand is below average, it is characterized 

by a deviation of 6.20 %. 

Table 4 – Heating needs prediction comparison 

Detailed -  

Heating [MWh] 

Simplified - 

Heating [MWh] 

Absolute  

difference [MWh] 

Relative 

difference [%] 
RMSE [kWh] 

P
o

si
ta

n
o

 Underground 7.41 6.91 0.49 -7.16% 0.08 

Ground 9.05 9.18 -0.13 1.40% 0.79 

First 11.97 14.03 -2.06 14.68% 0.42 

TOTAL 28.43 30.13 -1.69 5.62% 0.89 

L
an

g
er

 

Basement 19.91 17.97 1.95 -10.80% 0.33 

Hallway 33.03 36.25 -3.22 8.90% 0.61 

Canteen 10.71 10.62 0.08 -0.80% 0.31 

First Floor Classroom1 10.46 11.34 -0.88 7.80% 0.19 

First Floor Classroom2 8.15 8.42 -0.28 3.30% 0.06 

First Floor Classroom3 2.69 2.98 -0.29 9.80% 0.06 

Second Floor Classroom1 9.80 10.00 -0.20 2.00% 0.04 

Second Floor Classroom2 3.02 3.47 -0.45 13.10% 0.09 

Library Ground Floor 4.89 6.73 -1.83 27.30% 0.42 

Library First Floor 8.96 9.56 -0.59 6.20% 0.12 

Gym 22.29 22.92 -0.63 2.70% 0.25 

Auditorium 12.26 12.94 -0.69 5.30% 0.16 

TOTAL 146.16 153.21 -7.05 4.60% 1.38 
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Table 5 – Recorded simulation time and comparison 

Simulation 

time [s] 

P
o

si
ta

n
o

 

Underground 4.01 

Ground floor 5.16 

First Floor 5.43 

Simplified Total   14.60 134.78x 

faster Detailed 1967.64 

L
an

g
er

 

Basement 3.97 

Hallway 5.18 

Canteen 4.83 

First Floor Classroom1 4.83 

First Floor Classroom2 4.85 

First Floor Classroom3 4.51 

Second Floor Classroom1 4.85 

Second Floor Classroom2 4.79 

Library Ground Floor 4.80 

Library First Floor 4.88 

Gym 5.19 

Auditorium 4.83 

Simplified Total   53.54 8.18x 

faster Detailed 438.14 

The results of both case studies showed that shoe-

boxes can predict fairly well the heating needs of the 

detailed thermal zones. Moreover, for both build-

ings, the sum of the shoeboxes’ predictions achieves 

high accuracy in estimating the global annual heat-

ing demand of the buildings detailed. 

Even though results about temperatures have not 

been reported, the temperature profiles of the sim-

plified models are generally underestimated 

throughout the entire year (i.e., leading to larger 

heating needs), with larger discrepancies in the 

summer period. This is mainly because, in general, 

the shoeboxing procedure leads to smaller thermal 

zones having a lower thermal capacity and it mod-

els the incoming radiation starting from a fixed ob-

struction ratio for the whole year. Indeed, in order 

to yield even more accurate results, the modeling of 

the external shadings should be improved since the 

surrounding context has a different impact on the 

air node heat balance during the year, i.e., it has a 

greater influence in summer (Battini et al., 2021a). 

Table 5 reports the simulation runtime of detailed 

and simplified models. Regardless of the building 

considered, the shoebox simulation time takes be-

tween 3 and 5 seconds. Summing up the time re-

quired by the simplified models for each building 

and considering the simulation time of the whole 

building models, the simplified building models re-

duced the computing time of the energy simulation 

by 134.78 and 8.18 times for Positano and Langer, 

respectively. Such discrepancies in time reduction 

are due to the time required for the detailed models 

to be simulated. Indeed, the speed of the detailed 

model’s simulation mostly depends on the shape of 

the thermal zones and the external shading objects. 

Even though Positano kindergarten is composed of 

only three thermal zones, all of them are character-

ized by a complex shape, while Langer primary 

school is mostly composed of parallelepiped-

shaped thermal zones. Moreover, the number of 

surfaces representing the urban context in Positano 

is approximately 3.5 times the one in Langer. 

4. Conclusion

In this work, a new simplification algorithm capable 

of properly estimating the energy use of complex-

shape buildings reducing the simulation time was 

tested. The algorithm can convert every building of 

whatever shape and geometry into a representative 

shoebox energy model. The conversion involves the 

simplification of the building geometry, apertures 

and adjacencies, and the transformation of the 

buildings’ obstructions into shading opaque ele-

ments. 

To test the procedure at the individual building 

level, two educational buildings of complex shape 

located in Bolzano, Italy, were studied, i.e., Positano 

kindergarten and Langer primary school. Firstly, 

both buildings were modeled in detail in terms of 

geometry, construction assemblies, internal loads, 

schedules and surrounding context. Then, they 

were calibrated thanks to monitored indoor temper-

ature data of the schools’ classrooms considering 

the two variables characterized by the largest uncer-

tainty: ventilation rates and people densities. After-

wards, the simplification algorithm was applied to 

obtain shoeboxes from the detailed thermal zones. 

Finally, detailed and simplified models were simu-

lated in EnergyPlus using the same weather file and 
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the simulation results were analyzed and compared. 

The comparison highlighted that, in both case stud-

ies, the simplification algorithm is able to convert 

complex-shape building thermal zones into shoe-

boxes that can predict their annual heating demand 

with high accuracy and through significantly faster 

energy simulations. In general, the heating needs 

are slightly overestimated by the shoeboxes, leading 

to total overestimates equal to 5.62 % and 4.60 %, for 

Positano kindergarten and Langer school, respec-

tively. Since shoeboxes have proven to be more ca-

pable of predicting thermal behavior of the detailed 

building model in winter rather than in summer, the 

implementation of new solutions for managing the 

incoming radiation is needed as further research. 

In terms of computing time, the simplified models’ 

energy simulations were 135 and 8 times faster com-

pared with  the detailed ones for Positano and 

Langer, respectively. 

The significantly faster simulations achieved by the 

shoeboxes, together with their high accuracy in pre-

dicting the detailed model’s energy performance, al-

low this simplification algorithm for building level 

applications to be used. 
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Abstract 

Cross-Laminated Timber (CLT) is a building technology 

that is becoming increasingly popular due to its sustaina-

bility and availability. Nevertheless, CLT structures pre-

sent some challenges, especially in terms of both structure-

borne and airborne insulation. In this paper, a 200 -mm 

CLT floor was characterized in the laboratory, according 

to ISO standards, by using a standard tapping machine in 

order to understand its vibro-acoustic behavior in terms of 

radiation efficiency for structural excitation. In particular, 

experimental tests were compared to analytical prediction 

models available in the literature to check the accuracy of 

simulation methods in the prediction of the radiation ca-

pability of CLT structures. 

1. Introduction

In recent years, the use of timber as a construction 

material in the building sector has been increasing. 

Sustainable edifices made exclusively with timber 

or refurbishment of conventional heavyweight 

houses using new timber structures are common in 

most cities. In view of this, the use of wooden com-

ponents and, in particular, Cross Laminated Timber 

(CLT) elements has greatly increased in the past 

decade. Timber has a number of advantages: it is an 

eco-friendly material, well suited for thermal com-

fort and a fast-track on-site construction process, 

featuring the possibility of implementing existing 

structures thanks to its reduced weight.  

However, its acoustic simulations lack a complete 

description, since the literature does not always pro-

vide reliable methods capable of predicting reliable 

values as regards acoustic performance. From this 

perspective, further studies are needed to develop 

and improve prediction models of CLT floor sound 

and vibrational behavior (Yang et al., 2021; Zhang et 

al., 2020). Among all available parameters, one wor-

thy of investigation is represented by radiation effi-

ciency. Indeed, the sound radiation index is of par-

amount importance for understanding and simulat-

ing the behavior of these elements (Kohrmann, 

2017).  

A recent study (Jansson, 2021) has shown how the 

use of software and calculation models, currently 

available for the study of the characteristics of mul-

tilayer systems, are not reliable when wooden struc-

tures are used. For this reason, it is of paramount 

importance not only to know the characteristics of 

the materials, but also their radiation efficiency. 

However, the study of this parameter, in relation to 

the characterization of CLT floors, is still partially 

incomplete. 

Hence, to design CLT structures with good acoustic 

insulation, there is the need to characterize the 

sound radiation of the vibrating elements.  

The radiation efficiency can be computed using ded-

icated equations or simulated using Finite Elements 

Methods. In this paper, this latter approach is used 

to verify if, with  reference CLT floor, the method 

can be used and if it could provide reliable and ro-

bust results. 
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2. Material and Methods 

2.1 Description of Investigated CLT Floor  

This paper presents the results of a numerical inves-

tigation of the radiation efficiency of a CLT floor 

with a thickness of 200 mm and a size of 4155 mm x 

3000 mm, measured in a laboratory built in accord-

ance with the ISO 10140 series standards, using a 

standardized tapping machine (B&K 3297) as me-

chanical source (Fig. 1). 

 

Fig. 1 – Investigated CLT floor mechanically excited using a stand-

ardized tapping machine 

The laboratory was built to minimize flanking trans-

mission and, in particular, it features a volume of 

transmitting room of 50.9 m3 and a volume of the 

receiving room of 60.63 m3.  

 

Fig. 2 – Picture of the available acoustic facility 

A grid of accelerometers was used to monitor the 

acceleration levels. Precisely, the measurement pat-

tern is described in Fig. 3. 

 

 

Fig. 3 –Tapping machine positions (a); microphone positions in the 

receiving room; (b) accelerometer position in the receiving room (c) 

The radiation efficiency was measured using fol-

lowing expression: 

   (1) 

where Wrad [W] is the radiation power, ρ0 [kg/m3] is 

the air density, c0 [m/s] is the speed of sound, S [m2] 

is the floor surface, 〈v2>S,t is the average square vi-

bration velocity on the receiving side. The radiation 

power was evaluated using the average sound pres-

sure level (Svantek 958) and the reverberation time 

in the receiving room. The averaged squared veloc-

ity was measured using accelerometers (Dytran 

3023) mounted on the bottom side of the CLT floor. 

2.2 Description of Numerical Approaches 

As previously described , CLT floor is made of five 

layers (having a thickness of 4 cm each and density 

of around 420 kg/m3). It is well known in the litera-

ture that each layer is an orthotropic solid and a 

comprehensive analysis requires the knowledge of 

9 independent parameters (3 Young’s modulus, 3 

shear modulus and three Poisson’s ratio). Table 1 

summarizes values of mechanical parameters uti-

lized as input data of investigated numerical ap-

proaches.  

 

 

a) b) 

c) 
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Parameters in Table 1 were used for layers 1, 3 and 

5. Layers 2 and 4 were modeled using the same pa-

rameters in a 90-degree- rotated coordinate system. 

In the following sessions, two different numerical 

approached will be described.  

Table 1 – Mechanical properties of each CLT layer 

E [GPa] G [GPa]  [-]   [-] 

E1=11 G12=0.69 0.14 0.01 

E2=0.37 G13=0.069 0.33 0.01 

E3=0.37 G23=0.69 0.14 0.01 

2.2.1 Hybrid FEM-Analytical model I 

A statistical radiation efficiency model was imple-

mented, based on the modal-average formulations, 

using frequency-dependent stiffness properties as 

input data. Such a statistical approach requires 

some additional assumptions: (a) high modal den-

sity and modal overlap over the entire frequency 

range (b) the sound power is only radiated by reso-

nant modes; (c) the resonant modes are uncorre-

lated; (d) equipartition of modal energy can be ap-

plied. The radiation efficiency can be calculated as: 

 (2) 

where Lx and Ly are the lateral size of the CLT floor, 

(,) the radiation efficiency calculated using Lep-

pington’s formulation (Leppington et al., 1982), d 

the plate modal density and kB the structural bend-

ing wave propagating in the plate. At any propaga-

tion angle , the direction-dependent bending 

wavenumber can be estimated from the wave-

number components along the principal directions 

kBx and kBy, by applying a well-established ortho-

tropic elliptic model. 

To summarize, if the wavenumber components, 

along with the principal directions kBx and kBy are 

known together with the size and the plate density, 

the radiation efficiency can be calculated. 

In the present research, the wavenumbers kBx and 

kBy were determined using a simplified finite ele-

ment model (implemented in Comsol Multiphysics) 

and the Inhomogeneous Wave Correlation (IWC). In 

particular, two finite element models of freely 

suspended CLT beams (1 m long) in x and y direc-

tions are solved when a unit force in z direction is 

exerted on a side of the beam. 

Fig. 4 – FEM models of CLT beams for the extraction of the struc-

tural wavenumbers along the principal directions 

Once each model is solved, the z direction complex 

displacement is computed along each beam on a set 

of equally spaced points (1cm of spacing has been 

considered). By applying the IWC method, it is pos-

sible to determine the dispersion relation (the wave-

number as a function of the frequency) in both prin-

cipal directions (Fig. 5). 

Fig. 5 – Computed structural wave numbers along the principal di-

rections 
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2.2.2 Hybrid FEM-Analytical model II 

The second hybrid method requires a two-step pro-

cedure: 

1. A FEM model of the entire floor is solved for a

mechanical point excitation. In this case, the

three different simulations were considered ac-

cording to the positions of the tapping machine 

during experimental. 

2. Once the model is solved, the z direction complex

velocity is computed on a grid of equally spaced

points (5 cm of spacing was considered). The 

mean-squared velocity in Eq. 1 can be directly 

calculated as the average of the squared veloc-

ity, while radiated power of Eq. 1 has been com-

puted using the Discrete Calculation Method 

(DCM) (Santoni et al., 2019):

(3) 

where Zii and Zij are the self- and cross-radiation im-

pedances, respectively. 

2.2.3 Accuracy 

In order to estimate the quality of the fit, a standard 

deviation is calculated by taking into consideration 

the measured values as the average data () for each 

of n frequency bands (1/3 octave) and the calculated 

values as experimental ones (Eq. 3): 

𝑑𝑒𝑣 =  √
1

𝑁
∑ (𝑥𝑖 −  𝜇)2𝑛

𝑖=1 (3) 

In addition, the mean difference is computed (Eq. 4): 

𝑚𝑒𝑎𝑛 =  
1

𝑁
 ∑ |𝑥𝑖 −  𝜇|𝑛

𝑖=1     (4)

3. Results

Experimental radiated sound power and structural 

velocity levels are shown in Fig. 6. 

Fig. 6 – Experimental radiated sound power and structural velocity 

levels 

The comparison between experimental values and 

numerical models of the radiation efficiency is 

shown in Fig. 7.  

Fig. 7 – Radiation efficiency. Comparison between different simu-

lation approaches 

From the curves in the previous graph, it is possible 

to observe satisfactory accuracy of both simulation 

techniques. The average absolute differences are 

equal to 1 dB and 1.8 dB for Model I and Model II 

when compared with experimental tests. In particu-

lar, model II is able to investigate modal behavior of 

the plate. Fig. 8 depicts the modal resonances of the 

full floor at frequencies of up to around 150 Hz.  
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Fig. 8 – Model eigenfrequencies determined using a full 3D FEM 

model 

Furthermore, deviations (i.e., arithmetic differ-

ences) between experimental data and numerical 

simulations are depicted in Fig. 9. From the compar-

ison, it is possible to observe a better capability of 

Model I to simulate the radiation efficiency of the 

CLT structure, while both methodologies show 

higher deviations at frequencies lower than 125 Hz, 

which is the frequency region governed by resonant 

modes of the floor and it is highly dependent on 

boundary conditions, generally difficult to imple-

ment in simplified numerical models. 

Fig. 9 – Deviations between experimental data and numerical sim-

ulations 

In Table 2, the simulation accuracy is reported. It 

can be noticed that model I presents better values 

than model II, mostly because of low frequency val-

ues differences reported in Fig. 9. 

Table 2 – Accuracy for different numerical methods 

Numerical me-

thod 

Dev.st mean 

Model I 0.91 0.74 

Model II 1.72 1.47 

4. Conclusion

In this paper, two different numerical approaches 

were utilized for the prediction of the radiation effi-

ciency of a Cross-Laminated Timber frame for 

building constructions. Results were compared with 

experimental tests carried out in a dedicated labor-

atory. The accuracy of proposed methodologies was 

proved to be between 1 and 2 dB in terms of average 

radiation efficiency level. The implementation of 

both methodologies is straightforward and requires 

knowledge of the mechanical properties of the or-

thotropic timber material. Future work will be de-

voted to extension of the proposed numerical for-

mulations to different acoustic and mechanical exci-

tations. 
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Nomenclature 

Symbols 

Wrad radiation power (W) 

ρ0 air density (kg/m3) 

c0 speed of sound (m/s) 

S floor surface (m2) 

<v2>S,t is the average square vibration ve-

locity on the receiving side (m/s) 

E Young’s modulus (GPa) 

G Shear modulus (GPa) 

 Poissino ratio (-) 

 Loss factor (-) 

Lx dimension (m) 

Ly y-direction size dimension (m) 

(,) radiation efficiency (-) 

d plate modal density (-) 

kB structural bending wave propagat-

ing in the plate (m-1) 

 propagation angle (rad) 

Z radiation impedances (rayls) 

Subscripts/Superscripts 

x x-direction 

y y-direction 
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Abstract 

In this research, a probabilistic model was applied 

to a building model of a public building located in 

Bolzano, Italy, for the assessment of the airborne 

contagion risk due to Covid-19. Different ventila-

tion strategies were investigated in terms of risk 

reduction, as well as the effectiveness of the Pfizer 

vaccine. TRNSYS and TRNFLOW models of the 

public building were created to evaluate the inter-

nal airflows, necessary to calculate Covid-19 con-

centrations in the offices. Both building and airflow 

models were calibrated against measurement data 

collected with temperature sensors located in some 

of the building offices and hallways, prior to cou-

pling with a Monte Carlo model for the risk as-

sessment process. The results were reported in 

terms of infection risk, both for occupants located 

in the same office, as well as for occupants in adja-

cent spaces. It was observed that the current opera-

tional modes of both natural and mechanical venti-

lation are able to limit the spread of Covid-19 only 

in case of vaccination coverage presence and if the 

Delta variant is considered. If vaccination coverage 

is not present or if the Omicron variant is con-

cerned, a higher frequency of windows opening, 

and a schedule based on occupancy profiles for 

mechanical ventilation should be adopted.  

1. Introduction

In the literature, some references about airborne 

contagion risk assessment due to Covid-19 are 

available. One example is given by the work of 

Buonanno et al. (2020a), on which the “Airborne 

Infection Risk Calculator” (AIRC) is based, for risk 

Fig. 1 – Case study building located in Bolzano, Italy
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assessment due to airborne diseases, including 

Covid-19. The AIRC tool, as well as other works 

regarding risk assessment for airborne contagion 

due to Covid-19, have some limitations. Firstly, it is 

possible to perform risk assessment only for one 

room at a time, not considering in this way poten-

tial infections in adjacent rooms due to the spread 

of the Covid-19 virus through doors, or ducts in 

the mechanical ventilation system. Secondly, one of 

the major assumptions needed to perform risk as-

sessment is static conditions. For this reason, in 

Albertin et al. (2022a), a Monte Carlo model was 

developed to overcome the aforementioned limita-

tions. The probabilistic method proposed is based 

on the coupling of TRNSYS and TRNFLOW, a 

building simulation software and a plugin for the 

evaluation of airflows and infiltrations, respective-

ly, and an algorithm based on the AIRC tool devel-

oped in MATLAB® environment. The airflows 

evaluated with the building and airflow models 

were utilized for the calculation of Covid-19 con-

centrations in the internal zones of the building. 

Then, a Monte Carlo model was used to evaluate 

the risk of infection for the occupants under differ-

ent environmental conditions by simulating several 

scenarios 1000 times each. The whole process was 

subsequently enhanced in Albertin et al. (2022b), 

giving the possibility of also considering different 

Covid-19 variants (Alpha, Delta, Omicron), vac-

cines (AstraZeneca, Pfizer, Moderna), air purifiers 

and other features.  

In this work, the enhanced version of the probabil-

istic model is further expanded with the Page algo-

rithm for the randomized creation of occupancy 

profiles for each occupant and applied to a public 

building containing offices. 

2. Case Study 

The case study selected for this work is part of the 

second floor of a public office (Fig. 1) located in via 

Fig. 2 – 3D model of the second floor of the case study building 

Fig. 3 – Highlight of the second floor of the office block selected for the risk assessment 
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Vincenzo Lancia, Bolzano, Italy. The second floor is 

composed of three blocks, and the one selected for 

the risk assessment is represented in detail in 

Fig. 3. The surface area of the block is about 564 m2, 

for an internal height of 2.7 m and, therefore, a 

total internal volume of 1523 m3. 

Different ventilation systems are installed for each 

block, with a low air-flow velocity setting, inte-

grated dehumidification system and crossflow heat 

recovery unit. However, it has been observed that 

the mechanical ventilation system is not utilized 

during working hours, especially in summer, due 

to issues regarding thermal comfort. For this rea-

son, mechanical ventilation is operative only early 

in the morning, during lunch hours and in the 

evening after 6 pm.  

All the office windows are composed of a double-

glazed glass and an aluminium frame. Given their 

large dimension and proximity to a busy street, a 

source of air pollution and acoustic discomfort, it 

has been observed that the windows are rarely 

opened and just for short periods of time. 

Temperature, relative humidity, and CO2 sensors 

are present in three different offices to monitor the 

environmental parameters (offices 4, 8 and 9 in 

Fig. 3), and only temperature sensors are present in 

the relative adjacent rooms for calibration and val-

idation purposes. The sensors used are ONSET 

HOBO MX1102A for the three offices and ONSET 

HOBO U12-013 for the adjacent rooms.  

3. Model Development

3.1 Building Model 

An existing model of the case study building de-

veloped in TRNYS was adapted for the calculation 

of the internal airflows and infiltrations prior to 

coupling with the probabilistic model. While, in 

the original model, several rooms were character-

ized in detail, including offices, bathrooms, hall-

ways, archives, etc. (Fig. 2), in the model used for 

the risk assessment, only one of the three blocks of 

the building was considered (Fig. 3). In the selected 

block, eleven offices, one archive, a hallway, one 

bathroom, a common room and two shafts are lo-

cated. As mentioned before, CO2 was monitored in 

three offices (offices 4-8-9), while the temperature 

was also monitored in some adjacent spaces (offic-

es 3-7-10, the hallway and the common room). The 

data collected from the adjacent rooms was used to 

set the boundary conditions of the three main of-

fices during the calibration process. The period 

selected for calibration goes from November 30th to 

December 15th, 2021, while the validation was car-

ried out in the period starting from December 15th 

to December 24th of the same year. Calibration and 

validation were performed on the measured tem-

perature.  

The occupancy profiles were randomly determined 

with the Page stochastic algorithm, based on the 

occupancy probability profiles proposed by 

ASHRAE standards. An occupancy profile was 

created in this way for each occupant of the block, 

considering in the process the day of the week 

(weekday, Saturday, Sunday) and the hour of the 

day. With the Page algorithm, it was possible to 

account for short moment of absence from the of-

fice, as well as long periods of absence usually re-

lated to sickness or holidays.  

The airflow evaluation was carried out with TRN-

FLOW, a plugin for TRNSYS, based on the soft-

ware COMIS. Two external nodes were added to 

the TRNFLOW model (a.k.a. airflow network, or 

AFN), one for each external side where windows 

are present. Pressure coefficients were chosen ac-

cordingly to the TRNFLOW manual for a semi-

sheltered building. Infiltrations were modeled with 

the crack component, both for closed windows and 

for doors, while internal and external airflows 

(present in the case of an open window and/or 

door), with the large opening component. Four dif-

ferent opening profiles for the opening and closing 

of the windows were extrapolated from the data 

collected in the monitored offices, and then as-

signed to all the internal spaces. Finally, the test 

data component was used to model the mechanical 

ventilation, with a constant rate of fresh air supply 

when active. 

3 design variables were considered during the cali-

bration process, and these are related to each com-

ponent: for the crack component, the air mass flow 

coefficient, the discharge coefficient for the large 

opening component and the ventilation efficacy for 

the test data component were considered. After 

481



Riccardo Albertin, Alessandro Pernici, Giovanni Pernigotto, Andrea Gasparella 

calibration, the AFN was used to evaluate both 

infiltrations and airflows in the block considered 

for risk assessment. 

3.2 Occupancy Scenarios 

Some hypotheses regarding the occupancy of the 

offices were formulated. Firstly, it was supposed 

that all the occupants of the building were suscep-

tible subjects (i.e., people that can be infected by 

Covid-19). Only one person was infected and con-

tagious at the start of the risk assessment process: 

an occupant of office 3 (Fig. 3). In all offices, only 

one person was present at a time, with the excep-

tion of offices 2-3-4, where 2 persons could be pre-

sent at the same moment according to their occu-

pancy profiles. In total, during occupancy hours, 15 

people could be simultaneously present in the 

block considered for risk assessment. Occupancy 

hours were scheduled to be from 8 am to 12 pm in 

the morning, and then from 1 pm to 5 pm in the 

afternoon. The occupants of the offices did not 

move from one space to another: whenever an of-

fice was scheduled to be empty, the occupants 

were supposed to be outside the block.  

Doors were considered usually closed and briefly 

open only whenever a change in the occupancy 

status of a given office occurred (i.e., an occupant 

entered/left the office according to its occupancy 

profile). Windows were also observed to be usually 

closed. Since the expected state of the windows 

when open was the tilted position, an opening frac-

tion of 30 % was considered for the windows when 

open. This was necessary to limit the airflows 

evaluated by the large opening component of the 

AFN, avoiding an overestimation of the air change 

rate for the internal spaces.  

4. Monte Carlo Analysis

The Monte Carlo model used for the risk assess-

ment analysis was based on a previous model, de-

veloped for a set of three university classrooms in 

the Free University of Bozen-Bolzano (Albertin et 

al., 2022a), where it was used to evaluate the air-

borne risk of contagion for the students and pro-

fessors of the classrooms for different scenarios. 

Some ventilation strategies were investigated in 

terms of risk reduction, as well as the effect of 

mask utilization. The probabilistic model was sub-

sequently enhanced in Albertin et al. (2022b), to 

consider different Covid-19 variants (Delta and 

Omicron), vaccines (AstraZeneca, Pfizer and 

Moderna), and the effect of air purifiers, as well. In 

this work, the Monte Carlo model was adapted to 

the office building and further enhanced with the 

Page algorithm for the creation of randomized oc-

cupancy profiles for each occupant. The probabilis-

tic nature of the Page algorithm could be fully ex-

ploited within the Monte Carlo method, whose 

simplified schematic is represented in Fig. 4. 

The process started with the definition of a scenar-

io, by selecting the ventilation strategy, the pres-

ence of vaccine coverage, Covid-19 variants, etc. 

Then, each scenario was evaluated 1000 times, in 

this work referred as iterations. An iteration con-

sists of a series of simulations, each one represent-

ing a day. During the simulations, the airflow da-

tabase was used to calculate the concentration of 

Covid-19 in the offices, and, thus, the dose received 

by the occupants (Buonanno et al., 2020b). Thanks 

to the dose, it was possible to account on a day-to-

day basis for newly infected occupants, who would 

contribute towards increasing Covid-19 concentra-

tions in the block in the next simulations. The sim-

ulations stopped when it was not possible to have 

new infections, meaning that the infected occu-

pants were either no longer contagious or kept 

outside the block.  

In this chapter, the risk assessment model is de-

scribed in detail, highlighting the differences with 

respect to previous works. 

4.1 Scenario Definition 

The risk assessment process begins with the defini-

tion of the scenario. The ventilation strategies con-

sidered for the given scenario were automatically 

implemented in the TRNSYS model, as well as in 

the AFN, changing the parameters used for the 

evaluation of both infiltrations and airflows. The 

building model was then used to create a database 

of airflows under different conditions (windows 

and/or door opened or closed). The database was 

used during the simulation phase to dynamically 
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evaluate the concentrations for each office, neces-

sary for calculating the dose received by the occu-

pants, and thus, to identify new infections.  

4.2 Scenario Evaluation Process 

Each scenario was evaluated with 1000 iterations. 

An iteration started with a random process for as-

signing a quanta emission rate value (QR, where a 

quantum is defined as “the dose of airborne droplet 

nuclei required to cause infection in 63 % of susceptible 

persons” in Buonanno et al., 2020b) to each occu-

pant. The process was also carried out for the oc-

cupants that were not infected to save computa-

tional time. During a simulation, if a subject was 

not infected, his or her QR was considered to be 

zero. The QR was then switched to the value as-

signed only for those occupants that were infected 

during a simulation. The QR values were randomly 

selected with a lognormal distribution curve whose 

parameters depended on the activity performed by 

each occupant (Buonanno et al., 2020b). The activi-

ties were subdivided into primary and secondary 

activity.  

The time allocated to the secondary activity was 

randomly chosen with a Gaussian distribution, 

with a process ensuring that the primary activity 

was carried out at least 70 % of the time. Two val-

ues of QR were then randomly extracted for the 

occupants, one for each activity, and subsequently 

weighted with the time allocated to the respective 

activities, and finally added up. 

In a similar process, two other values were ran-

domly assigned to all the occupants during the 

initial phase of an iteration: asymptomatic status 

and vaccination status.  

Asymptomatic status was determined once again 

for all the occupants, infected or not. Early catego-

rization was performed randomly with a normal 

distribution curve whose parameters were set ac-

cording to Ma et al. (2021). Those occupants cate-

gorized as asymptomatic and who would get in-

fected during a simulation would increase the 

Covid-19 concentrations in the block during the 

whole contagious period, without ever being kept 

outside the building.  

Table 1 – List of activities with relative parameters for the log-
normal distribution curve 

Finally, vaccination status was randomly extracted. 

All the occupants were categorized in this way as 

fully vaccinated (2 doses received), partially vac-

cinated (1 dose received) or not vaccinated. The 

number of occupants in each category was auto-

matically assigned to match the vaccination cover-

age according to the global database of Covid-19 

vaccinations (Mathieu et al., 2021). The vaccination 

Activity Log Mean 
Log Standard 

Deviation 
Type 

Resting-

breathing 
-0.43 0.73 Primary 

Standing-

speaking 
1.08 0.72 Secondary 

Fig. 4 – Scheme of the Monte Carlo model utilized for the risk assessment process
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coverage selected represents the situation in Italy 

on November 1st, 2021, with 72 % fully vaccinated, 

5.8 % partially vaccinated and 22.2 % not vaccinat-

ed. Furthermore, the effectiveness of each vaccina-

tion category depends on the typology of Covid-19 

variants considered, and on the vaccine selected: 

Pfizer, Moderna, AstraZeneca (Andrews et al., 

2022). The effectiveness of the vaccine selected can 

then vary from occupant to occupant, and it was 

used to randomly select the subjects who were 

immune to airborne contagion due to Covid-19 for 

a given iteration. For example, a fully vaccinated 

occupant with 2 doses of Moderna had a higher 

probability of being immune to the Delta variant 

compared with an occupant with only one dose of 

AstraZeneca. 

Before the start of the simulations, some hypothe-

ses were formulated: all the occupants were not 

infected and were susceptible to Covid-19 conta-

gion, except for one occupant in office 3, who was 

already infected, asymptomatic, and contagious. 

The initial concentrations of Covid-19 in all the 

internal spaces of the block were equal to zero.  

At this stage, the simulations started and were per-

formed until the ending condition is met, which 

signified the end of the iteration. At the end of each 

iteration, the number of infected occupants in of-

fice 3 and in the whole block were counted, obtain-

ing a distribution of 1000 values. It was then possi-

ble to calculate the likelihood of having one or 

more infected subjects both for the office where the 

first infected was located (office 3) and for the oth-

er offices of the block. The distinction was im-

portant, since having new infections in adjacent 

spaces meant that it was possible for the Covid-19 

virus to spread from one room to another, increas-

ing the chances of unacceptable outcomes. 

4.3 Risk Assessment 

During a simulation, the airflows evaluated with 

the AFN were utilized to dynamically calculate 

Covid-19 concentrations in all the internal envi-

ronments of the block considered. Then, at the end 

of each day, the dose received by the occupants 

was calculated, taking into consideration the occu-

pancy profile of each subject and Covid-19 concen-

tration in the respective office. Finally, with the 

dose received it was possible to calculate the prob-

ability of infection for each occupant (Buonanno et 

al., 2020a), and thus, to randomly account for new 

infections at the end of each day. Those occupants 

that were selected as not infectable during the as-

sessment of the vaccination status always had a 

probability of infection equal to zero for the given 

iteration.  

For each newly infected occupant, the contagious 

period was randomly determined, as well as the 

symptom onset day. The process is reported in 

detail in Albertin et al. (2022b). The occupants that 

were infected and that were outside the contagious 

period cannot be infected again during an iteration.  

The simulations were repeated until all the occu-

pants were no longer contagious. At this stage, the 

final number of infected occupants was computed 

for each office and the iteration came to an end.  

5. Simulation Plan 

A total of 27 scenarios were evaluated with the 

Monte Carlo model by considering different natu-

ral and mechanical ventilation strategies, Covid-19 

variants, and the presence of vaccination coverage 

with the Pfizer vaccine. 

There were 3 natural ventilation strategies consid-

ered for the scenarios: (1) all the windows were 

always closed; (2) the opening of the windows was 

set by profiles based on measured data; (3) the 

windows were open for 10 minutes every hour and 

during the lunch break. There were also 3 mechan-

ical ventilation strategies: (1) always inactive; (2) 

active outside occupancy hours as observed during 

the monitoring period (7 – 8 am, 12 – 13 pm, 5 – 6 

pm); (3) active during occupancy hours (8 am – 12 

pm, 1 – 5 pm). Two Covid-19 variants were consid-

ered, (a) Delta and (b) Omicron, respectively. Final-

ly, the efficacy of vaccines was investigated by 

comparing the case where (a) all the people were 

not vaccinated or (b) with vaccination coverage, 

performed with the Pfizer vaccine. Cases were 

coded, with a sequence of two numbers, both in 

range 1-3, representing respectively the natural 

and mechanical ventilation strategy considered, 

followed by a letter D or O, respectively, for the 

Delta and Omicron variants, or O/D if the case was 
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valid for both variants. Finally, the last member of 

the sequence was a number: 1 when vaccination 

coverage was present, and 0 when not. As, for ex-

ample, code 13O1 represents the case with win-

dows always closed (natural ventilation strategy 

number 1), mechanical ventilation active during 

occupancy hours (mechanical ventilation strategy 

number 3), Omicron variant and vaccination cov-

erage present.  

6. Results

The results were reported as the likelihood of hav-

ing a specific number of newly infected subjects by 

considering all offices: 

- L0, refers to the likelihood of not having new

infections,

- L1, refers to the likelihood of having exactly

one new infection,

- L2, refers to the likelihood of having exactly

two new infections,

- L2+, refers to the likelihood of having more

than two new infections.

Furthermore, the likelihood values were colored in 

shades of red and green, where red represents the 

lower value, and green the highest value for L0. 

The colours were inverted for the metrics L1, L2, 

L2+. In this way, it was easily possible to identify 

the scenarios with the best and worst possible out-

come thanks to the colors of each row in Table 2.  

To this end, it was possible to identify the worst-

case scenario as 11D/O0. In this case, the windows 

are always closed, allowing only a small amount of 

fresh air (infiltrations) to enter the building 

through the cracks and small openings, since the 

mechanical ventilation is always inactive, too. Fur-

thermore, in this case, vaccination coverage is not 

present. The result is a likelihood of 50 % of having 

a new infection in the block. Most of the time, the 

infection will occur inside the same office (L1 ~ 

27 %) but it can also happen in other rooms, too (L2 

~ 9 %; L2+ ~ 14 %). By taking into consideration the 

case that represents the actual conditions of the 

block regarding both mechanical and natural venti-

lation strategies, in the case of vaccine coverage not 

being present (22D/O0), the results are similar to 

the worst-case scenario, with a probability of 42 % 

of having at least one new infection. The coupling 

of mechanical and natural ventilation is able to 

reduce the probability of infection in adjacent 

rooms from ca. 23 % to 17 %. In the case of win-

dows being opened often, and the mechanical ven-

tilation being active during occupancy hours (case 

33D/O0), it is possible to reduce the probability of 

new infection even further to 25 % (half with re-

spect to the worst-case scenario), and the probabil-

ity of new infections in adjacent offices to 7 %. The 

efficacy of vaccination coverage strongly depends 

on the Covid-19 variant considered. By looking at 

the table, it is possible to observe how vaccinations 

are a valid substitute for the optimal ventilation 

strategies (i.e., strategy number 3 for both mechan-

ical and natural ventilation) when the Delta variant 

is considered. In fact, the scenario with windows 

always closed and mechanical ventilation always 

inactive (11D1) is comparable with the best-case 

scenario without vaccination coverage (33D/O0). If 

all the possible counter measures are taken (scenar-

io 33D1), it is possible to reduce the probability of 

new infections to 10 %, and the probability of hav-

ing new infections in adjacent rooms to almost 0 %. 

For the Omicron variant, the considered vaccines 

are not as effective as for the Delta variant. In this 

case, the results are slightly better if compared 

with the scenarios without vaccination coverage.  

7. Conclusion

In this work, a Monte Carlo method for the as-

sessment of airborne contagion risk due to Covid-

19 was applied to some offices contained in a pub-

lic building, taking into consideration different 

ventilation strategies, two Covid-19 variants, and 

the presence of vaccine coverage. It was observed 

that the current strategies regarding both window 

utilization and mechanical ventilation are not able 

to prevent the spread of Covid-19 virus from office 

to office. Vaccination coverage alone is able to re-

duce the risk of contagion due to Covid-19 to ac-

ceptable values only when it is a case of the Delta 

variant.  
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Table 2 – Likelihood of having exactly 0 (L0), 1 (L1), 2 (L2), or 

more (L2+) newly-infected occupants for each scenario 

In fact, if the Omicron variant is considered in-

stead, the only proper way to contain the spread of 

the virus is to combine vaccination coverage with 

an increase in opening frequency of windows, and 

to adopt an appropriate schedule for mechanical 

ventilation, preferably based on occupancy pro-

files. 
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Abstract 

Poor Indoor Environmental Quality IEQ conditions, de-

fined by the four environmental comfort domains (ther-

mo-hygrometric, visual, Indoor Air Quality IAQ and 

acoustic), can cause not only discomfort to building occu-

pants, but also lack of concentration, and harmful and 

unhealthy status. In this work, visual, thermal and IAQ 

conditions in a primary school located in Bolzano, Italy, 

were analysed to assess their impact on students’ learn-

ing performance. After a survey in the school, which 

included measurements of illuminance, luminance, op-

tical properties of materials, air temperature and CO2 

concentration, some simulation models were developed. 

Through a Radiance model, daylight metrics (e.g., Day-

light Factor and Daylight Autonomy) and glare metrics 

(e.g., Daylight Glare Index and Daylight Glare Pro-

bability) were calculated. Furthermore, the melanopic 

illuminance was simulated to evaluate the non-visual 

effects of light on children’s circadian cycles. In addition 

to that, EnergyPlus simulations allowed an evaluation of 

the long-term indoor air quality and thermal comfort 

conditions, which were used to estimate the students’ po-

tential performance loss according to some models in the 

literature. Interventions on shading devices and HVAC 

system controls were suggested, in order to optimize 

IEQ, with a minimization of performance loss and energy 

consumption. 

1. Introduction

Indoor Environmental Quality IEQ, defined by the 

combination of the four environmental comfort do-

mains (thermo-hygrometric, visual, Indoor Air 

Quality IAQ, and acoustic), must be carefully guar-

anteed in places such as schools, where people 

spend a considerable amount of their lifetime. In 

fact, poor environmental conditions can lead to dis-

comfort in the occupants, and even to poor learn-

ing and work performance (UNI EN 15251:2007, 

UNI EN 16798-1:2019). Furthermore, recent studies 

in the literature suggest taking comfort from a mul-

ti-domain point of view into account (Schweiker et 

al., 2020; Toftum, 2002; Torresin et al., 2018). 

As regards visual comfort, several studies in the 

literature found this fundamental for indoor well-

being, since it also affects psychological and psycho-

physical conditions, as well as circadian rhythms 

and people’s performance (Aries et al., 2010; 

Cajochen et al., 2005; Khanie et al., 2016; Stevens & 

Rea, 2001; Webb, 2006; Zaniboni et al., 2022). 

As far as the circadian rhythms are concerned, the 

first models of sensitivity to circadian light were 

defined in 2001 by Brainard et al. (2001) and 

Thapan et al. (2001). Later, Rea et al. (2005; 2011) 

proposed an empirical model of human circadian 

response based on the neuroanatomy and neuro-

physiology of the retina and on the results of psy-

chophysical studies. In this model, the concept of 

Circadian Stimulus CS, which represents the rela-

tive effectiveness of circadian light, was intro-

duced. According to Rea et al. (2005; 2011), a CS of 

0.3 in the morning is suitable for the promotion of 

a good circadian cycle.  

Figueiro et al. (2016) highlighted that, in order to 

stimulate the circadian rhythm, a high circadian 

stimulus with bright, bluish-white light must be 

received in the morning, while a low circadian sti-
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mulus with dim, yellowish-white light is preferable 

in the evening. In this way, both levels of alertness 

and sleep quality are improved. Nevertheless, as 

Figueiro et al. (2016) discovered, several aspects 

must be taken into careful consideration to have a 

correct CS trend during the day: 

1. spectral power distribution of light sources has

to be characterized, not relying exclusively on

Correlated Colour Temperatures CCTs;

2. both vertical illuminance Ev and only horizon-

tal illuminance Eh on the work plane have to be

considered;

3. the fact that illuminance level influences CS

more than CCT has to be remembered.

As regards IAQ, CO2 concentration is the main 

parameter usually monitored. In fact, even if CO2 is 

not classified as a pollutant by the World Health 

Organization, it can be considered a good proxy of 

the Indoor Air Quality (López et al., 2021). As 

Bakó-Biró et al. (2012) stated, large CO2 concentra-

tions have been proven to reduce pupils’ attention 

and vigilance, thus negatively affecting memory 

and concentration. 

Similar effects can be generated by thermal dis-

comfort. Indeed, as observed by Porras-Salazar 

et al. (2018), thermal discomfort in classrooms can 

reduce the ability of students to perform typical 

school tasks, and has an impact on their perfor-

mance scores. 

Given these premises, this study aimed to discuss 

the impact of visual and thermal aspects and IAQ 

on students’ wellbeing and learning performance. 

The structure of the research was two-fold. The 

first part focused on the visual and non-visual ef-

fects of light on learning performance of students. 

The second part, on the other hand, concerned 

thermal comfort and IAQ, quantifying the pupils’ 

expected performance loss in agreement with the 

models by Porras-Salazar et al. (2018) and 

Wargocki et al. (2019). 

2. Case Study

This study features a primary school located in 

Bolzano, Italy. The building, opened in 2014, has a 

simple and linear architectural form, with a fully 

glazed atrium on a central square, a place of meet-

ing and social gathering for the neighborhood 

community. The structure is organized into two 

sectors connected by a central element.  

Fifteen classrooms, each with an area of about 

50 m2, are on the first and second floors. Class-

rooms are illuminated by large windows equipped 

with internal light curtains, and with ceiling tube 

LED lamps. This analysis focused on three class-

rooms, north, south and east-oriented. 

Fig. 1 – Internal northern classroom view 

3. Photopic and Melanopic Analysis

3.1 Survey and Building Model 

During the survey, performed on October 23rd, 

2019, the following information was collected: 

- every surface’s color, with reflected luminous

fluxes, incident luminous fluxes, reflectance,

and chromatic coordinate (Yxy), obtained by

means of a portable spectrophotometer;

- illuminance values on students’ task area,

measured with a luxmeter;

- luminance and luminance maps considering

students’ typical viewpoints, measured with a

spot luminance meter and a calibrated digital

camera.

These data were used as inputs for the develop-

ment of Radiance models. 
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3.2 Photopic Simulation Model 

The Radiance models were developed using Rhi-

noceros and Grasshopper, with the Ladybug and 

Honeybee plugins. Urban and natural contexts 

were imported using Blender. A 2019 actual mete-

orological year was employed first to compare the 

simulated results with the measurements, and then 

for annual simulations. 

The following analyses were performed: 

a) Image-based point-in-time simulations to detect

glare risks for students and teacher and validate the

model against measured data.

The pupils are supposed to change frequently

their view, looking at the desk or at the teacher

alternatively. Thus, the selected visual task ar-

ea was not limited to the desk, but also includ-

ed the frontal view. Furthermore, the teacher’s

view of the classroom was included as well. 15

comparisons between simulated Daylight

Glare Probability DGP values and those calcu-

lated from the luminance maps collected with

the calibrated digital camera were carried out.

b) Calculation of daylight metrics: assessment of the

Daylight Factor DF, with CIE overcast sky, and

of dynamic daylight metrics, such as Daylight

Autonomy DA, continuous Daylight Autono-

my cDA, Useful Daylight Illuminance UDI,

and spatial Daylight Autonomy sDA. In both

cases, a 210-point squared grid (0.5 m x 0.5 m x

0.7 m) on the task area of seated students was

used, in agreement with the EN 12464-1.

c) Annual calculation of eDGP, in particular, con-

sidering students looking at the window.

d) Annual shading and lighting switch profiles, sug-

gesting, respectively, if venetian blinds need to

be adopted or not and whether lights need to

be turned on during the year and at which in-

tensity level.

3.2.1 Results 

The following figures show some of the results 

obtained through the simulations described in Sec-

tion 3.2. Fig. 2 and Fig. 3 show a comparison be-

tween the DGP calculated from a HDR camera lu-

minance map and the simulated one in the eastern 

classroom. As can be noticed, both gave a value of 

0.20, demonstrating the accuracy of the developed 

Radiance model. 

Table 1 shows the Daylight Factors for the three 

classrooms considered. Except for the south-orient-

ed classroom, it can be noticed that DF is larger than 

4 %, in agreement with the current requirements set 

by Italian law for these types of buildings. 

Fig. 2 – Eastern classroom – measured luminance map and 
student’s view DGP = 0.20 

Table 1 – Daylight factor 

Northern 

classroom 

Southern 

classroom 

Eastern 

classroom 

DFaverage 4.4 % 3.2 % 4.2 % 

Figs. 4-6 show the values of DA, cDA and UDI for 

the east-oriented classrooms. As can be noticed, the 

portion of the room closer to the windows shows a 

large value of DA and cDA; however, the natural 

illuminance can be excessive, as can be observed 

considering the UDI shown in Fig. 6. 

Table 2 summarizes the dynamic daylight metrics 

for all three classrooms. The eastern classroom 

shows the highest values of DA, cDA and sDA, 

while the south-oriented one is characterized by 

the minimum ones. This is due to the exposure, the 

effects of reflectance of nearby buildings and the 

absence of high obstacles. 

Fig. 3 – Eastern classroom – simulated luminance map and student’s 
view DGP = 0.20  
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Fig. 4 – Eastern classroom – DA 

Fig. 5 – Eastern classroom – cDA 

Fig. 6 – Eastern classroom – UDI 

Table 2 – Dynamic daylight metrics 

Northern 

classroom 

Southern 

classroom 

Eastern 

classroom 

DAaverage 30.9 % 20.9 % 40.1 % 

cDAaverage 60.3 % 40.1 % 63.8 % 

UDIaverage100-

2000lx

85.0 % 47.9 % 70.8 % 

sDA 31.6 % 22.6 % 40.9 % 

Finally, Figs. 7-9 represent the annual distribution 

of eDGP calculated for the view of a student in the 

centre of the room, recommended usage of shading 

devices and light switch for the eastern classroom. 

As can be noticed, the risk of glare is frequently 

encountered, in particular, during autumn and 

spring. Therefore, the presence of shadings is here 

recommended. The same applies to the south-

oriented classroom. 

Fig. 7 – Eastern classroom annual DGP 

Fig. 8 – Eastern classroom annual shadings device 

Fig. 9 – Eastern classroom annual lighting switch 

3.3 Melanopic Simulation Model 

The melanopic illuminance was computed using 

Lark, a Grasshopper plugin released by Inanici et 

al. (2015). In order to perform a simplified monthly 

calculation, a representative day for each month 

was considered, in accordance with Klein (1976). 

For the sake of comparison, the analysis was per-

formed using both a CIE clear sky and a climate-

based sky. 

Within this computation, the light stimulus was 

evaluated vertically (e.g., in the direction of gaze) 

by means of six virtual sensors placed across a reg-

ularly spaced analysis grid of nine points, at a 

height of 1.2 m (seated person eye level). All the 

simulations were set with the same hourly time 

intervals during the occupational period, i.e., from 

8 am to 4 pm. 
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After the calculation of Rea’s melanopic illumi-

nance, the three classrooms were analyzed, verify-

ing if a CS value of 0.3 was achievable for at least 1 

h in the early part of the day. 

3.3.1 Results 

In all three classrooms, melanopic illuminance was 

unevenly distributed and quite low. This was par-

ticularly true for the positions far away from win-

dows and during winter months, as shown in Fig. 

10 and Fig. 11 for the eastern classroom. This con-

dition risks not allowing a shift in the biological 

clock of the occupants. Results from annual calcu-

lations indicated that roughly 1/2 of the area in the 

northern classroom, 1/2 of the area in the southern 

classroom, and 1/3 of the area in the eastern class-

room did not benefit from melanopic illuminance 

all year long. 

Fig. 10  –  Eastern classroom sensor position and percentage of 
threshold exceedance  over the year 

Fig. 11  –  Eastern classroom CS trend on January 17th 

4. CO2 and Thermal Analysis

4.1 Survey and Building Model 

A monitoring campaign was performed in one of 

the three classrooms, specifically the southern one, 

measuring air temperatures and CO2 concentra-

tions from November to December 2019, with a 10-

minute time step.  

An EnergyPlus model was developed using a 2019 

actual meteorological year and including the sur-

rounding urban context. The thermophysical prop-

erties of the building envelope (material thermal 

conductivity, thickness, density and specific heat 

capacity) were taken from the technical report and 

the CasaClima building energy certificate. As re-

gards the glazing system, double glazed low-e 

windows were modeled with WINDOW by the 

Lawrence Berkeley National Laboratory (LBNL), 

considering a window gap of 0.016 m, with a mix-

ture of 90 % argon and 10 % air. 

Internal gains were estimated considering the 9 

luminaires of 166 W each installed, the presence of 

100-W electric equipment (laptop and beamer), and

occupants (ASHRAE Handbook of Fundamentals), 

with a metabolic rate of 1.2 met (as suggested in 

EN ISO 7730 for sedentary activities), clothing of 1 

clo, and in agreement with the school official occu-

pancy schedules. An overall CO2 generation rate of 

0.00002 m3/s was set, and a reference of 400 ppm 

CO2 concentration. 

Infiltration and ventilation rates were set according 

to Table 3. Specifically, typical opening schedules 

of windows were simulated according to the in-

formation given by school  teachers. Similarly, the 

control of the shading devices was set in agreement 

with the typical behavior communicated by school 

teachers, also considering lowering the shadings 

when the direct radiation incident on the window 

is larger than 150 W. 

The model calibration was performed manually, 

varying the infiltration rate, the carbon dioxide 

generation and the optic properties of obstacles 

and internal shadings. 
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4.2 Simulated Configurations and 

Outputs 

The EnergyPlus simulations were computed with 

four different controls for the HVAC systems: 

- Standard: simulation of the heating period with 

heating setpoint of 20 °C and natural ventila-

tion; 

- VAR1: simulation of the same Standard config-

uration with an additional cooling system with 

a cooling setpoint of 26 °C; 

- VAR2: simulation of the same Standard config-

uration with the addition of a Mechanical Ven-

tilation System MVS supplying 5 h-1 (i.e., 11 

l/s/person during hours of occupation); 

- VAR3: the combination of VAR1 + VAR2. 

Table 3 – Natural and mechanical ventilation in the different 

configurations 

 Standard VAR1 VAR2 VAR3 

Infiltration 

(Always present) 
0.05 h-1 0.05 h-1 0.05 h-1 0.05 h-1 

Tilt open 

(Occupancy period) 
0.1 h-1 0.1 h-1 - - 

Windows completely 

open (Lunch break, 

after lessons) 

5 h-1 5 h-1 - - 

MVS 

(Occupancy period) 
- - 5 h-1 5 h-1 

 

Simulated CO2 concentrations and Fanger PMVs 

were correlated to pupils’ performance loss accord-

ing to the model developed by Porras-Salazar et al. 

(2018) and Wargocki et al. (2019). Diverse learning 

activities were considered, including typical 

schoolwork tasks, such as arithmetical calculations, 

reading and comprehension exercises, psychologi-

cal tests measuring cognitive skills and the abilities 

needed to perform schoolwork (i.e., tests measur-

ing concentration, memory and response time, re-

sults of aptitude and national tests examining pro-

gress in learning, results of midterm and final ex-

ams and end-of-year grades). Short-term sick leave 

rates were evaluated as well.  

4.2.1 Results 

As may be observed in Fig. 12, if no mechanical 

ventilation is used (as in the Standard and VAR1 

configurations), the level of CO2 concentration ex-

ceeds those recommended in EN 16798-1:2019 for 

school environments (i.e., category I). As reported 

in Table 4, this issue led to important losses, espe-

cially in “speed and reaction time” and “national and 

aptitude tests and exams” scores. 

On the whole, simulations revealed that the main 

performance loss of pupils in all the four configu-

rations is due to thermal discomfort, up to 20 %. 

This result is consistent with Sarbu et al. (2015), 

who reported that occupants are more sensitive to 

temperature variations than to CO2 concentration 

variations.  

 

 

Fig.12  –  Share of occupied time in the different IAQ categories 
in accordance with EN 16798-1:2019 

Table 4 – Different configurations and maximum performance 

losses 

max % 

performance losses 
Standard VAR1 VAR2 VAR3 

Speed or  

reaction time 
12 % 12 % 0 % 0 % 

Accuracy 2 % 2 % 0 % 0 % 

National and 

aptitude tests  

and exams 

16 % 16 % 0 % 0 % 

Daily attendance 4 % 4 % 0 % 0 % 

Thermal discomfort 22 % 21 % 16 % 16 % 
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5. Discussion and Conclusion

This study uses experimental monitoring and dy-

namic simulation to assess IEQ in three classrooms 

of a case study school in Bolzano, evaluating the 

impact on students’ wellbeing and learning per-

formance.  

In the first part of the study, related to the visual 

and non-visual analysis of classroom lighting con-

ditions, several issues were identified. In fact, not 

all environments were well illuminated by daylight 

(due to the building configuration and to the pres-

ence of nearby buildings and mountains), and the 

risk of glare occurred all year round in east and 

south-oriented classrooms. For this reason, it was 

found advisable to adopt shading devices and 

dimmed daylight systems controlled by a photo-

sensor in order to solve issues of glare and lack of 

daylight. Also, timed control artificial lighting, 

compensating for the lack of daylight, could be 

beneficial. These recommendations can be con-

sidered to be in agreement with what has been sug-

gested in other works in the literature (e.g., Akashi 

et al., 2013; Choi et al., 2020). 

As regards the non-visual effects of light, it was 

found that in all three classrooms, melanopic illu-

minance was unevenly distributed and quite low, 

especially for the east-oriented classroom, with the 

risk of not allowing a proper shift in the biological 

clock of the occupants. 

The second part of the study revealed that the 

main performance loss (from 16 % to 22 %) of the 

pupils is due to thermal discomfort. In this respect, 

a potential measure could be the adoption of a lo-

cal thermostat for controlling the room tempera-

ture, avoiding typical problems of overheating in 

winter months, with positive effects on the energy 

consumption and pupil performance. 

Furthermore, mechanical ventilation was found 

necessary to ensure good IAQ conditions for stu-

dents. In this framework, an integrated control of 

the HVAC system could be helpful to further im-

prove both environmental quality and energy per-

formance. 
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Abstract 

In the last few decades, European countries have been fac-

ing an increasing demand for active air-conditioning 

(cooling and dehumidification) in the summer period. As 

a good alternative to energy demanding vapor compres-

sion cooling-based air dehumidification, building HVAC 

systems integrating desiccant-based dehumidification has 

drawn increasing attention. These technologies offer the 

possibility to significantly reduce the energy requirement 

for air dehumidification and post-heating due to excessive 

cooling. In fact, air-conditioning systems that use solid or 

liquid desiccant offer the interesting capacity of separating 

dehumidification and sensible cooling of air and realizing 

high-energy-efficiency systems. However, the complexity 

perceived by technicians towards the design of air-condi-

tioning systems based on these technologies actually lim-

its their adoption in HVAC systems, mainly due to the dif-

ficulties in predicting the performance of the desiccant de-

vices, which is the crucial component of the system. On the 

one hand, many simplified approaches commonly adopt-

ed to simulate and optimize the dehumidification perfor-

mance are based on steady-state models and their reliabili-

ty under unsteady conditions is questionable; on the other 

hand, accurate detailed models available for the design 

and development of components do  not turn out to be 

particularly suitable for simulation of energy systems, due 

to their high computational cost. The present work focuses 

on desiccant wheels, whose performance is not only di-

rectly related to the properties of the sorption material, but 

also depends strongly on operating conditions, such as 

rotational speed, regeneration temperature and inlet air 

conditions, which are typically non-stationary in real 

application. In this context, the purpose of this paper is to 

assess the reliability of a simplified model to predict the 

behavior of a desiccant wheel under dynamic conditions. 

To do so, a detailed model of a desiccant wheel is deve-

loped and validated against experimental data available in 

the literature. Finally, a comparison between the devel-

oped detailed model and the simplified model under dy-

namic conditions is carried out. 

1. Introduction

The adoption of new and efficient dehumidification 

technologies as an alternative to condensation is at-

tracting increasing interest, both in civil application 

and industrial production. Compared with the tra-

ditional vapor compression dehumidification me-

thod, the absorption dehumidification method can 

save up to 40 % energy (Du & Lin, 2020) and make 

full use of renewable energy sources. Moreover, 

adsorption dehumidification systems allow im-

proved control of systems with advantages for oc-

cupants' thermohygrometric comfort. As clearly 

discussed in many review papers (Ge et al., 2014; 

Daou et al., 2006; Sultan et al., 2015), desiccant wheel 

systems are attracting increasing interest because 

they offer advantages over other air conditioning 

systems, such as the possibility of: 

i) using water as a natural refrigerant and other

environmentally-friendly desiccant materials

(such as silica gel and zeolites);

ii) making energy-efficient cooling systems that

work with the sensitive and latent loads, the ap-

plication of which is possible under different

environmental conditions;

iii) meeting the requirements of miniaturization

and being less subject to corrosion compared

with the liquid desiccant system (in which the

liquid and air directly interact);

iv) integrating low-grade heat sources (such as

solar energy, geothermic energy and waste

heat), hence significantly reducing the

operating costs;

499

mailto:simone.dugaria@unibz.it
mailto:andrea.gasparella@unibz.it


Simone Dugaria, Andrea Gasparella 

v) overcoming the discontinuous problem of the

fixed-bed desiccant cooling system.

The rotary desiccant wheel is a relatively mature 

technology, yet its wide application is still limited 

due to the complexity perceived by technicians to-

wards the design of air-conditioning systems based 

on this technology. The design of HVAC systems 

based on this technology is quite complex because 

of the difficulties in predicting the performance of 

the desiccant wheel, which is the crucial component 

of the system. In fact, the performance of the desic-

cant wheel is critical to the capability, size and cost 

of the whole system (De Antonellis et al., 2010). Des-

iccant wheel performance strongly depends on re-

generation temperature on the revolution speed, in-

let airflow conditions (temperature, humidity and 

flow rate) and on the coupled heat and mass transfer 

within the desiccant. These aspects greatly compli-

cate the development of models which can accu-

rately predict the performance of a desiccant wheel 

under non-stationary conditions without incurring 

in high computational load and complexity. On the 

one hand, many detailed desiccant wheels models 

have been based on a detailed physical approach 

and they are particularly suitable for the develop-

ment and design of components (Ge et al., 2008); on 

the other hand, simplified approaches based on 

practical correlations (Angrisani et al., 2012; De 

Antonellis et al., 2015; Jurinak, 1982; Panaras et al., 

2010) are commonly used to simulate and optimize 

the dehumidification performance, but their relia-

bility under unsteady conditions is questionable. 

The purpose of this work is to assess the reliability 

of simplified models to predict the behavior of a 

desiccant wheel under dynamic conditions. The ro-

tary desiccant dehumidifier model contained in the 

TESS Component Libraries for Trnsys18TM was cho-

sen to represent the simplified models based on the 

correlations. A detailed model of a desiccant wheel 

was developed and validated against experimental 

data available in the literature and, finally, a com-

parison between these two models was carried out. 

A desiccant wheel is a cylindrical rotating device 

generally consisting of a structure of several chan-

nels. The channels run in the axial direction of the 

wheel and are parallel to each other. Depending on 

the manufacturing process, they can have usually a 

rectangular, triangular or sinusoidal shape. The 

structure is made by supporting material impreg-

nated with an adsorbent substance (desiccant) in a 

typical content f of 70–80 %. The most widespread 

support materials are paper, aluminium, synthetic 

fibers or plastic, while common adsorbents are silica 

gel, zeolite and activated alumina (De Antonellis et 

al., 2015).  

In its basic configuration, the wheel is divided into 

two sections, where the air streams are arranged in 

counter-flow. In the process section, the air stream 

is dehumidified and undergoes heating. In the re-

generation section, an air stream is heated before 

passing through the wheel to increase its moisture-

holding capacity; the regeneration air stream pass-

ing through the wheel removes vapor from the des-

iccant material and exits cooled and humidified. A 

diagram of a desiccant wheel is shown in Fig. 1. 

Fig. 1 – Diagram of a desiccant wheel 

2. Model Description

Two models were considered in this paper to simu-

late the performance of a desiccant wheel such as 

the one shown in Fig. 1. In the first defined detailed 

model, the coupled heat and mass transfer within 

the wheel is modeled in detail. The simplified model 

is a correlation-based model that can immediately 

provide output conditions without the need to spec-

ify detailed parameters of the desiccant wheel.  

In the detailed model, to reflect the actual transfer 

processes occurring in the desiccant wheel, a gas 

and solid side resistance was applied, where also 

the solid side heat conduction and mass diffusion 
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resistances were considered. Compared with only 

gas-side resistance models, gas and solid side re-

sistance models are more related to the actual pro-

cess in the desiccant wheel (Ge et al., 2008). How-

ever, the diffusion and adsorption processes inside 

the desiccant are lumped into the mass and heat 

transfer coefficients. The precision of these models 

is considered satisfactory because the desiccant 

layer is rather thin (Ge et al., 2008). The model also 

takes also into account heat and mass transfer from 

the desiccant to the air stream and the developing 

temperature and velocity profiles along the desic-

cant wheel channels. 

The numerical analysis is based on the following as-

sumptions:  

a) Heat and mass transfer from the wheel to the

surroundings are negligible;

b) The channels are considered identical and uni-

formly distributed throughout the wheel;

c) Supporting and desiccant materials are evenly

distributed in the layer.

d) The properties of the dry desiccant material, as

well as of the supporting material are constant;

e) Heat and mass transfer between adjacent

channel are negligible: temperature and mois-

ture content gradients in circumferential and

radial directions are not considered;

f) The hygroscopic capacity of supporting mate-

rial is negligible compared with the adsorbent;

g) The inlet air conditions are uniform and the air

flow is one-dimensional;

h) Air leakages between the two streams are negli-

gible;

i) Heat conduction in humid air is negligible;

j) Pressure loss of the air stream is negligible for

heat and mass transfer processes (the thermo-

dynamic properties are unaffected)

k) Axial heat conduction and mass diffusion in the

air are small compared with convective pro-

cesses;

l) The vapor enters the pores, diffuses in the

pores, and, meanwhile, is adsorbed.

m) The influence of the pressure drop in axial

direction on heat and mass transfer is ne-

glected;

n) The heat of adsorption is set free in the layer

immediately when the vapor enters the porous

layer and is partially convected into air stream.

The schematics of a channel segment in the desic-

cant wheel is shown in Fig. 2.  

Fig. 2 – Schematic of the control volume in a channel 

segment (right) and mass and energy transfers in a control 

volume (left) 

In the detailed model, one channel segment with an 

infinitesimal length dx is selected as the control vol-

ume (Fig. 2 - left). The control volume is separated 

into two nodes, one is the humid air in the channel 

and the other is the layer composed of supporting 

and desiccant materials (Fig. 2 - right). The layer of 

supporting and desiccant material is shared by two 

channels: therefore, the thickness of the layer in one 

control volume is half of its actual value and the 

middle of this layer is considered to be adiabatic. 

Referring to Fig. 2, the following laws were applied 

to the infinitesimal control volume. 

Mass balance of water in the desiccant material and 

adsorbed water: 

𝜌𝑎𝜀𝐴𝑐ℎ(1 − 𝑓)
𝜕𝜔𝑑
𝜕𝑡

+ 𝜌𝑑(1 − 𝜀)𝐴𝑐ℎ(1 − 𝑓)𝜑
𝜕𝑊

𝜕𝑡

= 𝜌𝑎𝜀𝐴𝑐ℎ(1 − 𝑓)𝐷𝑒𝑓𝑓
𝜕2𝜔𝑑
𝜕𝑥2

+ 𝜌𝑑𝐴𝑐ℎ(1 − 𝑓)𝐷𝑠
𝜕2𝑊

𝜕𝑥2

+ ℎ𝑚𝑃𝑐ℎ(𝜔𝑑 −𝜔𝑎)

(1) 

Energy balance for the desiccant material, support-

ing material and adsorbed water: 

𝜌𝑠(1 − 𝜀)𝐴𝑐ℎ(1 − 𝑓)𝑐𝑝,𝑠(1 − 𝜑)
𝜕𝑇𝑑
𝜕𝑡

+ 𝜌𝑑(1 − 𝜀)𝐴𝑐ℎ(1

− 𝑓)𝑐𝑝,𝑑𝜑(
𝜕𝑇𝑑
𝜕𝑡

−
𝜆𝑑

𝜌𝑑𝑐𝑝,𝑑

𝜕2𝑇𝑑
𝜕𝑥2

)

= ℎ𝑡ℎ𝑃𝑐ℎ(𝑇𝑎 − 𝑇𝑑)

+ ℎ𝑚𝑃𝑐ℎ(𝜔𝑎 − 𝜔𝑑)𝑐𝑝,𝑣(𝑇𝑎 − 𝑇𝑑)

− ℎ𝑚𝑃𝑐ℎ(𝜔𝑎 − 𝜔𝑑)(1 − 𝜂)𝑖𝑎𝑑

(2) 

501



Simone Dugaria, Andrea Gasparella 

Mass balance of water in the air stream: 

𝜌𝑎𝑓𝐴𝑐ℎ (
𝜕𝜔𝑎
𝜕𝑡

+ 𝑢
𝜕𝜔𝑎
𝜕𝑥

) = ℎ𝑚𝑃𝑐ℎ(𝜔𝑑 − 𝜔𝑎) (3) 

Energy balance in the air stream: 

𝜌𝑎𝑓𝐴𝑐ℎ(𝑐𝑝,𝑎 + 𝜔𝑎𝑐𝑝,𝑣) (
𝜕𝑇𝑎
𝜕𝑡

+ 𝑢
𝜕𝑇𝑎
𝜕𝑥
)

= ℎ𝑡ℎ𝑃𝑐ℎ(𝑇𝑑 − 𝑇𝑎)

+ ℎ𝑚𝑃𝑐ℎ(𝜔𝑑 −𝜔𝑎)𝑐𝑝,𝑣(𝑇𝑑 − 𝑇𝑎)

− ℎ𝑚𝑃𝑐ℎ(𝜔𝑑 −𝜔𝑎)𝜂𝑖𝑎𝑑

(4) 

To solve the system of partial differential equations, 

a set of boundary and initial conditions is needed. 

Assuming adiabatic and impermeable boundaries at 

the entrance and exit flow channel leads to a negli-

gible error: according to Simonson and Besant 

(1997), the transfer area at the inlet and outlet of the 

wheel correspond to less than 0.1 %. Therefore, the 

following relationships apply for the support and 

desiccant layer: 

𝜕𝑇𝑑
𝜕𝑥

|
𝑥=0

=
𝜕𝑇𝑑
𝜕𝑥

|
𝑥=𝐿

= 0 

𝜕𝜔𝑑
𝜕𝑥

|
𝑥=0

=
𝜕𝜔𝑑
𝜕𝑥

|
𝑥=𝐿

= 0 
(5) 

The temperature, humidity ratio and velocity 

boundary conditions for the air are given by 

Dirichlet boundary conditions periodically switch-

ing between process and regeneration air stream: 

𝑇𝑎(0, 𝑡) = {
𝑇𝑝,𝑖𝑛𝑙𝑒𝑡
𝑇𝑟,𝑖𝑛𝑙𝑒𝑡

 

𝜔𝑎(0, 𝑡) = {
𝜔𝑝,𝑖𝑛𝑙𝑒𝑡
𝜔𝑟,𝑖𝑛𝑙𝑒𝑡

 

𝑢𝑎(0, 𝑡) = {
𝑢𝑝,𝑖𝑛𝑙𝑒𝑡
𝑢𝑟,𝑖𝑛𝑙𝑒𝑡

 

(6) 

Assuming uniform initial temperature and humid-

ity ratio of the air and of the support and desiccant, 

we have: 

{

𝑇𝑎(𝑥, 0) =  𝑇𝑎0
𝜔𝑎(𝑥, 0) =  𝜔𝑎0
𝑇𝑑(𝑥, 0) =  𝑇𝑑0
𝜔𝑑(𝑥, 0) =  𝜔𝑑0
𝑊(𝑥, 0) = 𝑊0

 (7) 

Additional equations are needed to solve the initial-

boundary-value problem. 

The equilibrium water uptake in the desiccant ma-

terial can be expressed by a general sorption curve 

that directly links the water uptake W to the relative 

humidity. 

The isosteric heat of adsorption iad of silica gel calcu-

late using the equation recommended by San (1993). 

The effective diffusion coefficient Deff accounts for 

both molecular diffusion and Knudsen diffusion. 

However, as reported by Pesaran and Mills (1987), 

since most of the pores of silica gel are less than 100 

10-10 m, ordinary diffusion can be ignored in usual

silica gel applications. The surface diffusion Ds is 

evaluated with the relationship proposed by 

Pesaran and Mills (1987). 

The heat transfer coefficient hth is derived from the 

local Nusselt, calculated following equation of Niu 

and Zhang (2002). Assuming a sinusoidal geometry 

for the channel, the Nusselt number for the fully de-

veloped flow and the equivalent diameter were cal-

culated through the correlations proposed by Kakaç 

et al. (1987). The mass transfer coefficient hm was de-

rived from the Sherwood number. 

Given the initial and boundary condition, the partial 

differential equations system of the four non-linear 

and coupled heat and mass transfer equations is im-

plemented and solved in MatlabTM environment. 

In the simplified model developed by Howe (1983) 

and based on the original work of Jurinak (1982), the 

outlet air conditions (humidity ratio and tempera-

ture) are provided through two combined potentials 

F1 and F2 for a silica gel desiccant defined in the fol-

lowing way:  

𝐹1 =
−2865

𝑇1.490
+ 4.344 𝜔0.8624 (8) 

𝐹2 =
𝑇1.490

6360
+ 1.127𝜔0.07969 (9) 

In order to obtain the process air outlet condition, 

Eqs. (8) and (9) should be numerically solved to get 

the corresponding values of temperature and hu-

midity ratio. The model computes the values of F1 

and F2 for a given set of design conditions of both 

the process and regeneration streams, then uses an 

iterative process to guess and then converge to the 

values of the outlet conditions. 
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3. Validation and Model Comparison

To validate the models, the model results were com-

pared with the experimental data of a commercial 

desiccant wheel produced by the Japanese manufac-

turer Seibu Giken Co. Ltd.  (Kodama et al., 1993) 

available in the literature. The supporting layer of 

the wheel in consideration is made of ceramic po-

rous fiber paper, impregnated with silica gel. The 

constant thermophysical properties and geometrical 

parameters of the wheel are listed in Table 1.  

Table 1 – Thermophysical and geometrical parameters assumed 

for the simulation 

Angle of regeneration 90° 

Desiccant material Silica gel 

type A 

Porosity 0.4 

Volume ratio of desiccant in the layer 0.7 

Supporting material Ceramic 

fiber sheets 

Channel pitch (w x h) 3.2 x 1.8 mm 

Wheel diameter 320 mm 

Wheel length 200 mm 

Rotation speed 6 rph 

The structure contains between 70 % and 80 % type 

A silica gel. The regeneration zone occupies a quar-

ter of the frontal area of the wheel, while the remain-

ing area is dedicated to process air dehumidifica-

tion. There is 20 mm of brass between the two zone 

with no air flow. However, the presence of these 

two separators was not considered in the detailed 

model. All three experimental series were obtained 

at the optimum wheel speed, equal to 6 rph. 

Table 2 reports the experimental data used in the 

comparison for the inlet process air conditions. For 

the inlet regeneration conditions, the same humid-

ity ratio of the process air and a constant regenera-

tion temperature of 140°C is assumed. 

Table 2 – Experimental inlet conditions for the process air (Kodama 

et al., 1993) 

Series 1 Series 2 Series 3 

Temperature 24.4 °C 23.7 °C 23.3 °C 

Humidity ratio 14.2 g/kg 8.9 g/kg 7.3 g/kg 

The F1 and F2 potentials of the simplified model 

were calculated by taking as reference the outlet 

conditions for process and regeneration air from an-

other series of data of the same experiments taken 

under similar conditions (Kodama et al., 1993). 

Then, these potentials were used to evaluate the out-

put conditions for the three series considered here. 

The two models were compared under dynamic 

conditions with varying inlet air temperature and 

humidity. The other model inputs (regeneration 

temperature, rotation speed, air flow rate) were kept 

constant, as were the characteristics of the desiccant 

wheel. In order to provide a representative input for 

a real application, inlet temperature and humidity 

ratio are generated from a monitoring data set ob-

tained from a weather station installed at the Free 

University of Bozen-Bolzano. The sampling time is 

1 minute. 

4. Results and Discussion

Fig. 3 and Fig. 4 show the outlet process air humid-

ity ratio and temperature as a function of the angu-

lar position. These figures provide a graphical com-

parison of the experimental and simulated outlet 

conditions as function of the angle. The data de-

picted in these figures refer to Series 1 (in blue) Se-

ries 2 (in red) and Series 3 (in green). The experi-

mental angular values are plotted with markers, the 

dashed line is the angular distributions obtained 

from the detailed model, while the dotted lines refer 

to the outputs of the simplified model. It has to be 

mentioned that the plotted angular distributions of 

the detailed model are those obtained once the tran-

sient period has ended and the outlet conditions 

have reached stable values. 
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Fig. 3 – Angular distribution of the humidity ratio of processed 

air at the outlet 

Fig. 4 – Angular distribution of the temperature of process air 

at the outlet 

The detailed model is able to capture the physics of 

the problem and reproduce with fidelity the angular 

distribution of the outlet humidity ratio; however, 

the errors obtained for the single angular values of 

the humidity ratio may be significant (up to 47 %). 

The angular distribution of the outlet temperature 

differs more from the experimental data than does 

the humidity ratio. The largest differences between 

simulated and experimental values occur at the first 

angular positions where the transition between re-

generation and process has just occurred. For all the 

experimental series, the detailed model underesti-

mates the average temperature and humidity ratio 

of the outlet process air (calculated as the average of 

the angular values). The difference in the process air 

average outlet conditions between simulated and 

the experimental values is always below 12 % (larg-

est error for Series 1) for the humidity ratio and 10 

% for the temperature (largest error for Series 2). 

Regarding the simplified model, as shown in Fig. 3 

and Fig. 4, this cannot provide the angular distribu-

tion of temperature and humidity ratio, but only a 

constant value corresponding to the average outlet 

conditions of the process air leaving the desiccant 

wheel. Comparing the values provided by the sim-

plified model against the experimental data for Se-

ries 1 and Series 3, we have an overestimation of the 

output humidity ratio, with an error of 5 % and 21 

%, respectively, while for Series 2, the model over-

estimates the dehumidification capacity of the 

wheel (difference in the outlet humidity ratio equal 

to 4 %). The temperature in the outlet process air is 

always underestimated by the simplified model 

with an error ranging between 31 % and 36 %. 

The two models were compared under dynamic 

conditions with varying inlet air temperature and 

humidity. The other model inputs (regeneration 

temperature, rotation speed, air flow rate) were kept 

constant, as were the characteristics of the desiccant 

wheel. The humidity ratio profile obtained from the 

two models of the are shown in Fig. 5. 

Fig. 5 – Inlet and outlet humidity ratio under dynamic 

conditions 
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Although involving a significant difference in terms 

of absolute values, simplified and detailed model 

(warm start) return similar trends for outlet air con-

ditions. This is true when the initial wheel state in 

the detailed model is derived from an earlier opera-

tion state (warm start). On the other hand, if a cold 

start is considered (the initial state of the wheel is 

assumed to be in equilibrium with the environ-

ment), the detailed model reproduces typical transi-

ent trends and, once exhausted (after about 400 s), it 

leads to the reconciliation of the profiles with those 

obtained with the warm start. 

5. Conclusion

A detailed and a simplified model of a desiccant 

wheel were implemented. The performance of the 

desiccant wheel simulated by the two models was 

compared against experimental data. Both models 

are able to provide the humidity of the air leaving 

the wheel with small errors. Within the limits of the 

conditions considered in this study, the simplified 

model presents larger errors in simulating the outlet 

temperature in comparison with the detailed model. 

Comparison under dynamic conditions shows that 

the simplified model cannot reproduce any transi-

ent regime of the desiccant wheel. This limitation 

may lead to errors in the prediction of output con-

ditions, especially in the cold start case, as evi-

denced by the simulations conducted. However, 

once the steady state condition is reached, the sim-

plified model returns results with trends similar to 

the detailed model with significant computational 

cost savings. 

The main limitations of the simplified model con-

sidered in this study are related to the fact that it 

must be initialized with reference conditions that 

are bound to rotational speed of the wheel, regener-

ation conditions and air flow rate. This implies that 

the simplified model can return reliable results only 

when the simulated conditions are similar to the ref-

erence conditions under consideration. 
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Nomenclature 

Symbols 

Ach Cross sectional area of the channel (m2) 

cp Isobaric specific heat (J kg-1 K-1) 

Deff Effective diffusivity (m2 s-1) 

Ds Surface diffusivity (m2 s-1) 

f Area ratio of flow passage in the channel 

hm Mass convection coefficient (kg m-2 s-1) 

hth Heat convection coefficient (W m-2 K-1) 

iad Isosteric heat of adsorption (J kg-1) 

Pch Perimeter of the flow passage (m) 

t Time (s) 

T Temperature (K) 

u Air velocity in the flow passage (m s-1)

W Water uptake in the desiccant (kgw kgd-1)

x Axial coordinate

ε Porosity  

η Fraction of ads. heat convected to air 

λ Thermal conductivity (W m-1 K-1) 

ρ Mass density (kg m-3) 

ω Humidity ratio (kgv kgda-1) 

Subscripts/Superscripts 

a Air 

d Desiccant material 

s Supporting material 

v Water vapor 

505



Simone Dugaria, Andrea Gasparella 

References 

Angrisani, G., C. Roselli, and M. Sasso. 2012. 

“Experimental Validation of Constant Efficiency 

Models for the Subsystems of an 

Unconventional Desiccant-Based Air Handling 

Unit and Investigation of Its Performance.” 

Applied Thermal Engineering 33–34: 100–108. doi: 

https://doi.org/10.1016/j.applthermaleng.2011.0

9.018 

Daou, K., R. Wang, and Z. Xia. 2006. “Desiccant 

Cooling Air Conditioning: A Review.” Renewable 

and Sustainable Energy Reviews 10(2): 55–77. doi: 

https://doi.org/10.1016/j.rser.2004.09.010 

De Antonellis, S., M. Intini, and C. M. Joppolo. 2015. 

“Desiccant Wheels Effectiveness Parameters: 

Correlations Based on Experimental Data.” 

Energy and Buildings 103: 296–306. doi: 

https://doi.org/10.1016/j.enbuild.2015.06.041 

De Antonellis, S., C. M. Joppolo, and L. Molinaroli. 

2010. “Simulation, Performance Analysis and 

Optimization of Desiccant Wheels.” Energy and 

Buildings 42(9): 1386–93. doi: 

https://doi.org/10.1016/j.enbuild.2010.03.007 

Du, Z., and X. Lin. 2020. “Research Progress of 

Rotary Desiccant Wheel Optimization 

Technology.” IOP Conference Series: Earth and 

Environmental Science 512(1): 012181. doi: 

https://doi.org/10.1088/1755-1315/512/1/012181 

Ge, T. S., Y. J. Dai, and R. Z. Wang. 2014. “Review 

on Solar Powered Rotary Desiccant Wheel 

Cooling System.” Renewable and Sustainable 

Energy Reviews 39: 476–97. doi: 

https://doi.org/10.1016/j.rser.2014.07.121 

Ge, T. S., Y. Li, R. Z. Wang, and Y. J. Dai. 2008. “A 

Review of the Mathematical Models for 

Predicting Rotary Desiccant Wheel.” Renewable 

and Sustainable Energy Reviews 12(6): 1485–1528. 

doi: https://doi.org/10.1016/j.rser.2007.01.012 

Howe, R. R. 1983. “Model and Performance 

Characteristics of a Commercially-Sized Hybrid 

Air Conditioning System Which Utilizes a 

Rotary Desiccant Dehumidifier.” Madison: 

University of Wisconsin--Madison. 

Jurinak, J. J. 1982. “Open Cycle Desiccant Cooling—

Component Models and System Simulations.” 

PhD Thesis, Madison ProQuest Dissertations 

Publishing. 

Kakaç, S., R. K. Shah, R. K. Shah, and W. Aung. 1987. 

Handbook of Single-Phase Convective Heat Transfer. 

A Wiley-Interscience Publication. Wiley. 

Kodama, A., M. Goto, T. Hirose, and T. Kuma. 1993. 

“Experimental Study of Optimal Operation for a 

Honeycomb Adsorber Operated with Thermal 

Swing.” Journal of Chemical Engineering of Japan 

26(5): 530–35. doi: 

https://doi.org/10.1252/jcej.26.530 

Niu, J. L., and L. Z. Zhang. 2002. “Heat Transfer and 

Friction Coefficients in Corrugated Ducts 

Confined by Sinusoidal and Arc Curves.” 

International Journal of Heat and Mass Transfer 

45(3): 571–78. doi: https://doi.org/10.1016/S0017-

9310(01)00177-6 

Panaras, G., E. Mathioulakis, V. Belessiotis, and N. 

Kyriakis. 2010. “Experimental Validation of a 

Simplified Approach for a Desiccant Wheel 

Model.” Energy and Buildings 42(10): 1719–25. 

doi:https://doi.org/10.1016/j.enbuild.2010.05.006 

Pesaran, A. A., and A. F. Mills. 1987. “Moisture 

Transport in Silica Gel Packed Beds—

Theoretical Study.” International Journal of Heat 

and Mass Transfer 30(6): 1037–49. 

doi:https://doi.org/10.1016/0017-9310(87)90034-

2 

San, J.-Y. 1993. “Heat and Mass Transfer in a Two-

Dimensional Cross-Flow Regenerator with a 

Solid Conduction Effect.” International Journal of 

Heat and Mass Transfer 36(3): 633–43. doi: 

https://doi.org/10.1016/0017-9310(93)80039-W 

Simonson, C., and R. Besant. 1997. “Heat and 

Moisture Transfer in Desiccant Coated Rotary 

Energy Exchangers: Part I. Numerical Model.” 

HVAC&R Research 3(4): 325–50. doi: 

https://doi.org/10.1080/10789669.1997.10391381 

Sultan, M., I.I. El-Sharkawy, T. Miyazaki, B. Baran 

Saha, and S. Koyama. 2015. “An Overview of 

Solid Desiccant Dehumidification and Air 

Conditioning Systems.” Renewable and 

Sustainable Energy Reviews 46: 16–29. doi: 

https://doi.org/10.1016/j.rser.2015.02.038 

506



BIM and Mixed Reality for Visualizing Building Energy Data 

Dietmar Siegele – Fraunhofer Italia, Italy – dietmar.siegele@fraunhofer.it 

Paola Penna – Fraunhofer Italia, Italy – paola.penna@fraunhofer.it 

Ilaria Di Blasio – Fraunhofer Italia, Italy – ilaria.diblasio@fraunhofer.it 

Michael Riedl – Fraunhofer Italia, Italy – michael.riedl@fraunhofer.it 

Abstract 

The visualization of building energy data is an open top-

ic, intuitive approaches are rare and new concepts are 

required to handle big data collected by more and more 

sensors or even derived from energy simulation results. 

The interpretation of data, either derived from a monitor-

ing system or from building simulation analysis, can be 

difficult to handle. Combining geometrical data and en-

ergy data into a visualization interface could be a promis-

ing way to help designers and facility managers to better 

understand the use of different spaces, enabling a higher 

efficiency of building management. In this paper, an ap-

plication for visualizing monitoring data or simulation 

results by means of Mixed Reality and BIM is presented. 

For the purpose, a doll’s house concept (third-person 

observer) has been adopted as a container for the visuali-

zation of energy data in a geometrical context. Time-

series based interactive diagrams, derived from monitor-

ing system or simulation results, are integrated into geo-

metrical holograms of buildings or parts of buildings 

(like floors) and they allow intuitive working. Moreover, 

multi-user scenarios applying cloud anchors are support-

ed. The geometrical models are retrieved by applying 

Building Information Modelling (BIM). 

1. Introduction

One of the main challenges in modern Building 

Energy Management Systems (BEMS) is related to 

the visualization of measurement data (Ramelan et 

al., 2021). Internet of Things (IoT) initiatives pro-

duce a large amount of collected data that have 

become difficult to handle because of the difficul-

ties related to the interpretation of the data and 

moreover to their visualization before interpreta-

tion can take place. In addition, the visualization of 

simulation results can be difficult to interpret if not 

connected directly to a geometrical context. Thus, 

in the area of BEMS, combining geometrical data 

and measurement or simulation data into one in-

terface is a main research topic. Integrating real 

time collection of occupancy data, such as location 

and behavior, into a BIM model could help facility 

management (FM) to better understand the use of 

different spaces, enabling a higher efficiency of 

building management. Mixed Reality (MR) can be 

even more useful because it allows virtual infor-

mation to be displayed in real world, making data 

interpretation easier. In recent literature, several 

works deal with new approaches for visualizing 

monitoring or simulation data in a more intuitive 

ways, mainly using BIM as a container for infor-

mation (Gerrish et al., 2017; Marzouk et al., 2014; 

Truong et al., 2017) as well as using augmented 

reality (AR) and scanning a QR-code for displaying 

on-site sensor data (Mylonas et al., 2019). This pa-

per proposes a new approach for visualizing ener-

gy or indoor comfort data in a geometrical context, 

imported from BIM, by combining a doll’s house 

concept (third-person observer) with a real-world 

concept that was initially proposed in (Siegele et 

al., 2021). This concept does not only allow a very 

intuitive exploration of data, but it paves the way 

for a multi-user interface approach, where several 

users, at the same place or distributed, can explore 

data together on-site or off-site. Moreover, in the 

case of a monitoring infrastructure, by using QR-

code scanning, it is possible to check the data of 

specific sensors on-site directly.  

Mixed Reality (MR) has already been applied in 

different areas of building construction. Most of 

the time the classical approach for visualization is 

used: information is overlaid on real world geome-

try, like by (Riexinger et al., 2018) or 
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(Schweigkofler et al., 2018). The benefits of using 

MR and Augmented Reality (AR) have been 

proved to be efficient for supporting the most criti-

cal working phase on the building site. Indeed, this 

has been tested by several Horizon projects, such 

as BIM4EEB (BIM4EEB, 2022) and BIMplement 

(BIMplement Project H2020, 2022). Another inter-

esting application of AR is for supporting the de-

sign phase, by visualizing the simulation results in 

a more intuitive way. (Fukuda et al., 2019) devel-

oped a new AR-based methodology for intuitively 

visualizing indoor thermal environment benefits 

leads by different renovation design alternatives, 

based on computational fluid dynamics simulation 

results. (Carneiro et al., 2019) presented an ap-

proach for guiding occupant behavior by visualiz-

ing the effects of their preferences on light distribu-

tion and energy consumption in an office space by 

means of virtual reality (VR). 

The use of MR and AR for visualizing time-series 

based data in order to overcome the difficulties of 

handling a large amount of data derived from the 

IoT infrastructure has been slightly investigated. 

Such a concept was presented by (Jang et al., 2019), 

who used a time-series graph like on a screen. 

However, this does not allow interaction with the 

data. Moreover, in a multi-user scenario this ap-

proach is non-intuitive. Another concept was pro-

posed by (Aftab et al., 2017). They overlaid shading 

areas or lines on the geometry (floors, walls) to 

visualize real-time information about the building. 

Today’s IoT-approaches focus on single-point 

measurement. Another interesting approach is pre-

sented by (Dave et al., 2018). The authors devel-

oped a platform that integrates the built environ-

ment data with IoT sensors and BIM, which pro-

vides information about energy usage, occupancy 

and user comfort. In this context, multi-point 

measurement (like thermal imaging) is rarely used 

and only these kinds of measurements benefit from 

such an approach. This is likely also the reason 

why (Aftab et al., 2017) only presented a concept 

without results of a real use case. It is also very 

difficult from a technical point of view to reach the 

necessary accuracy of indoor positioning to achieve 

this with AR devices (Minneci et al., 2019; Siegele 

et al., 2020). Other approaches, related to the dif-

ferent possibilities of visualizing energy efficiency 

concepts by means of Virtual Reality (VR), were 

proposed by (Häfner et al., 2014). They used inter-

active charts to visualize time-series-based data. 

However, it was only presented in VR and the rep-

resentation of the building structure was rudimen-

tary. Applications for MR-devices (like HoloLens), 

are rare.  

An application for studying the improvement of 

HVAC systems in learning factories was proposed 

by (Czarski et al., 2020). However, no time-series 

data was visualized in that context. A third-person 

perspective on-site was presented by (Liu et al., 

2020) for visualizing data of a thermal imaging 

camera that measures the temperature of a façade 

(and thus the energy efficiency). However, this 

concept was not based on MR, but on AR by using 

a tablet.  

To visualize measurement data with BIM models, 

several approaches are available. In the literature 

they are mainly defined as Digital Twins, even if 

usually not the complete features of a Digital Twin 

are proposed. The process for integrating indoor 

comfort data collected by a monitoring system 

through the application of a BIM-based model was 

described by (Penna et al., 2019). 

The present work tries to overcome the limitations 

of time-series data visualization by proposing a 

digital multi-user interface realized by means of 

MR for localizing measurement data in a geomet-

rical context, realized through BIM. Moreover, this 

approach also allows the visualization of the re-

sults coming from energy simulation software (i.e., 

IDA ICE, TRNSYS; EnergyPlus etc.). The approach 

shows a concept of exploring and analyzing moni-

toring and simulation data in an intuitive way and, 

at the same time, of giving the possibility to several 

users to visualize the data off-site and on-site. 

This research is structured as follows: first, we pre-

sent the adopted method by describing the soft-

ware used, the proposed software architecture and 

the implemented features. Second, in the Results 

section, we describe how the application is work-

ing and what can be done with it. Consequently, in 

the Discussion section, we discuss the impact of 

our proposed software architecture. Moreover, we 

discuss how the software architecture can be ex-

tended and we propose how industrial standards 

(IFC, OpenXR) must move to provide such inter-
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faces in a more general way applicable to a broader 

audience. 

2. Materials And Methods

The application, which we developed for visualiz-

ing sensors and simulation data into a geometrical 

context, is based on the implementation of a proxy, 

which represents a data hub. An open API using 

REST is implemented, with which the gap between 

data and Mixed Reality is closed. The software 

architecture of our application is shown in Fig. 1. 

As shown in Fig. 1, either the data derived from 

sensors or from energy simulation analysis are 

stored and saved in a time-series database. Regard-

ing the monitoring infrastructure, we use Lo-

RaWAN technology, because it allows the use of 

battery-driven sensors and it has a high coverage. 

In the same way, building energy simulation data 

can be evaluated by means of any simulation plat-

form (i.e., Energyplus, TRNSYS, IDA ICE etc.) and 

results are stored in a time-series database. We 

used the time-series database InfluxDB (InfluxDB, 

2022). In general, all kind of time-series databases, 

if they provide an API, can be used after imple-

menting it into the proxy. We use the REST inter-

face provided by InfluxDB to query the data from 

the database.  

We use Unity (Unity Real-Time Development Plat-

form, 2022) to develop the Mixed Reality (MR) ap-

plication that is based on the Microsoft Mixed Real-

ity Toolkit (MRTK 2.7) (MRTK-Unity Developer 

Documentation, 2022) and is designed by means of 

the OpenXR architecture (OpenXR Overview, 

2022). Thus, it can also be used on other XR-

compatible devices. 

We get the models for different environments from 

BIM models by using the FBX file format, which is 

a proprietary file format owned by Autodesk. FBX 

is not a standard format when using BIM. We did 

not use the industrial file standard IFC, which is 

usually used for data exchange when working with 

BIM, because it has some significant disadvantages 

when used in a non-BIM environment like Unity. A 

main issue is that textures are not stored in the file, 

but also information on how e.g., two walls are 

connected, is not explicitly stored in the file. This 

makes it very difficult to use the IFC file format to 

exchange visual information. Moreover, also the 

FBX format allows us to store metadata with the 

model. 

This aspect has high relevance for visualizing mon-

itoring data, as in the BIM model, where the 

unique identifiers (ID) of the sensors are stored as 

metadata. With this ID, a link between the model 

and the database is created. In this way, it is easy 

to assign sensor data in Unity to the corresponding 

geometry. The ID consists of abbreviations that 

include the city, the street, the street number, the 

building part/lot, the floor, the room, and an in-

cremental sensor number. 

Fig. 1 – Software architecture 

To catch specific data from a sensor in an on-site 

environment, QR-codes are used. OpenCV for Unity 

asset (OpenCv for Unity, 2022) is used to realize 

this feature. The QR-codes are generated from the 

ID introduced above. 

For visualizing the time-series data in Unity we use 

Asset Graph and Chart (Graph and Chart, 2022). It 

enables us to visualize real-time data by adding 

data streams in a programmatic way. 

The application itself can run stand-online on a XR-

device, like the Microsoft HoloLens 2. However, 

for better graphics (shading) and better perfor-

mance, we apply XR streaming. Multiple devices 

can be operated at the same time, while using the 

concept of persisting virtual content in the real-

world. We share the actual position and orientation 

of the doll’s house model by applying Azure Spatial 

Anchors. The position is stored in a CosmosDB da-

tabase. On the XR device, a localization process is 

carried out, where the MRTK supports a coarse 

localization by using Wi-Fi and BLE signatures. 

The localization itself is realized by matching 

landmarks. 
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In the XR application several features are imple-

mented: 

Doll’s house view of BIM-imported model with 

display of real-time data and time-series-based 

interactive diagram, derived from monitoring sys-

tem or simulation results, as part of the hologram. 

In the model, values like temperature, humidity or 

CO2 concentration are shown as numbers. Occu-

pancy can be displayed with avatars. 

Scanning of QR-codes in an on-site environment 

for reading data of a specific sensor (real-time and 

time-series-based diagram) and localization of the 

sensor in the doll’s house-view of the model. 

Multi-user sessions for the doll’s house view for 

interactive sessions with several persons. 

3. Results

The application is run on a Microsoft HoloLens 2 

and the result of the developed XR application is 

shown in Fig. 2. This is the doll’s house mode, 

where a flat within a building is visible. In each 

room, indoor air quality (IAQ) sensors are in-

stalled, whose real-time values can be visualized as 

tooltips based on the MRTK. The tooltips change 

their orientation and size according to the position 

of the viewer and allow an intuitive and clear view 

of the data. Occupancy can be visualized with ava-

tars in the corresponding rooms. Not only IAQ 

data can be visualized, but any kind of data meas-

ured in the selected rooms or simulated by means 

of energy simulation software. At the moment, our 

concept concentrates all data measured from dif-

ferent sensors in one room to a single tooltip. A set 

of buttons allows control of the model, and the 

doll’s houses are freely scalable and rotatable 

through the vertical axis. In the future, also a con-

cept of zones will be added to visualize bigger 

models without dedicated rooms, i.e., shopping 

centers. 

Fig. 2 – View of doll’s house with real-time values 

In Fig. 3 we show a screenshot of the XR applica-

tion with a time-series-based diagram. It can be 

interactively controlled by using finger gestures. 

Sliding backwards and forwards in time is enabled 

by this feature. In the future, these diagrams will 

be enhanced by adding i.e., shading colors to visu-

alize comfort or safety areas. E.g., the CO2 output 

can be assisted by using traffic light colors to 

quickly identify critical rooms or zones and time 

ranges. co 

Fig. 3 – View of doll’s house with time-series-based diagrams 

The user can also change the building, as shown in 

Fig. 4, where we visualize the floor of an office 

building. 
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Fig. 4 – View of doll’s house of a different building 

When on-site, the feature of Fig. 5 can be used by a 

facility manager. Scanning a QR-code assigned 

with the ID of the sensors allows an additional 

hologram with the time-series based interactive 

diagram to appear. In addition, in the geometrical 

model the position of the sensor is highlighted as a 

tooltip, which is not visible in the figure presented. 

On-site orientation for the user is significantly im-

proved by this feature. To allow free movement 

on-site, the hologram shown in Fig. 3 can also be 

detached and follows the user automatically. 

Moreover, an arrow always shows the position of 

the doll’s house, if it is not in the field of view of 

the user. 

Fig. 5 – Time-series-based diagram assigned to a sensor 

4. Discussion

Displaying time-based data in MR devices pro-

vides a very intuitive option of showing data in an 

interactive way. In the multi-user mode people can 

use the application, e.g., in a workshop to discuss 

aspects on data collected. 

By this paper we want to present the principal con-

cept of displaying time-series-based data in MR 

devices. There is a need to implement several addi-

tional features before it can be tested in a real-

world scenario, like in the facility management. 

The diagram to display data must be improved. 

For now, it is not possible to choose different 

timestep sizes or to scale the diagram on the time 

axis. Here, we need also to develop new ways to 

apply e.g., hand gestures or speech recognition for 

activating these advanced features. For now, it is 

also not possible to load a BIM model dynamically 

into the application. This must be done manually 

in Unity. It is also necessary to manually export the 

BIM model into the FBX file format. This aspect can 

be particularly problematic: developing complex 

interfaces, which would be necessary for these 

tasks, is very difficult in MR. There is, so far, no 

common guideline available, as to how such a task 

– which, using a PC and a mouse, may take a mat-

ter of minutes – can be carried out on an MR de-

vice. 

Additional features for a real application should 

include comments and drawings. In the future, a 

real-time coupling with the BIM model should also 

be achieved. However, implementing these fea-

tures requires XR streaming and a server-based 

software architecture. 

5. Conclusion

In this paper, we presented a concept of an XR ap-

plication for visualizing data in building energy 

management systems. Using time-series-based 

interactive diagrams integrated into a geometrical 

hologram of a zone can help to improve the usabil-

ity of such applications. Using time-series-based 

databases allows fast querying of data, and thus 

provides a seamless integration into the overall 

experience. 

In the further development, we want to get rid of 

the QR-codes on the sensors by implementing a 

BIM-based navigation algorithm for pre-

positioning in combination with cloud anchors 

(based on landscapes) for an accurate positioning 
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within a room (the same approach we use for ro-

botic applications (Follini et al., 2020). This will 

allow even better immersion and usability. In addi-

tion to the time-series based diagrams, we will add 

additional diagram types. We want to add addi-

tional features for visualization, like better visibil-

ity of sensors with sprites and surface shading for 

multi-point data or simulation data. In the long 

term, we want to achieve a close-to-real-time im-

port of the BIM model, where we target a server-

based solution as an application on its own (auto-

matic conversion from Revit-files or IFC to FBX or 

similar).  
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Abstract 

We can mainly identify two groups of models in the liter-

ature to calculate solar irradiance incident on building en-

velope surfaces: horizontal diffuse irradiance models, to 

distinguish beam and diffuse horizontal components and 

irradiance models for tilted surfaces, to determine the irra-

diance incident on inclined surfaces. Due to the fact that 

solar irradiance data are different depending on location, 

climatic condition and topographic factors, there is no uni-

form solar irradiance model that can provide the same 

level of accuracy worldwide. Furthermore, this is even 

more critical in mountain areas, characterized by terrain 

complexity and the presence of specific local climatic con-

ditions affecting solar radiation distribution. 

In this research, the performance of 22 horizontal diffuse 

irradiance models and 12 irradiance models for tilted sur-

faces was assessed to check their suitability for application 

in mountain regions. The analysis was carried out in the 

Italian Alps, specifically, in the city of Bolzano, using as a 

reference the global solar irradiance data collected for both 

horizontal and vertical surfaces. Moreover, the energy 

needs for space heating and cooling of 48 simplified 

building configurations were simulated to quantify the 

impact of solar irradiance models on the simulated build-

ing energy performance. 

1. Introduction

Nowadays, architects and engineers increasingly 

rely on building energy simulation tools to design 

more and more energy-efficient buildings. In this 

context, precise modeling of solar irradiance on 

building components is crucial, especially when 

simulating the thermal behavior of buildings. Vari-

ous mathematical and empirical models have been 

developed and proposed in the literature in the last 

few decades, for both the subdivision of global hor-

izontal solar irradiance into beam and diffuse com-

ponents (horizontal diffuse irradiance models) and 

for estimating solar irradiance on tilted surfaces 

(irradiance models for tilted surfaces). Examples in-

clude isotropic models, as cited by (Duffie & Beck-

man, 1991), and anisotropic models (Gueymard, 

1987; Klucher, 1979; Muneer & Kinghorn, 1997; 

Perez et al., 1990; Robledo & Soler, 1998). Compari-

sons and modifications to these models and their 

application to specific regions have also been under-

taken (Behr, 1997; Remund et al., 2003). 

Despite the availability of many models, these were 

primarily derived from flat regions, and their re-

sults are to some extent location-dependent. Indeed, 

accuracy issues might be found when these irradi-

ance models are used in a mountain region, where 

orographic complexity may cause a wide variety of 

inclines, introduce shades and reflections influenc-

ing meteorological parameters and contributing to 

the formation of local climate conditions. In this 

case, the success in providing adequate solar irradi-

ance information would depend on the model's ac-

curacy and reliability of input parameters. As a con-

sequence, these models should be validated in each 

location by comparing experimental data with the 

predicted ones (Loutzenhiser et al., 2007). Valida-

tion is indeed essential for quantifying output un-

certainty, whose propagation in building perfor-

mance simulation models can also depend on the 

building’s characteristics (Prada et al., 2015). 

In this research, the accuracy of solar irradiance 

models on simulated building energy performance 

was investigated for a mountain climate, i.e., Bol-

zano, Italy. Specifically, 22 horizontal diffuse irradi-
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ance models were coupled with 12 irradiance mo-

dels for tilted surfaces, obtaining 264 combinations. 

The different profiles of calculated solar irradiance 

incident on the building envelope surfaces were 

used as input in TRNSYS 18 for the simulation of the 

energy performances of a dataset of 48 simplified 

residential buildings. This set was defined by 

changing insulation level and thermal inertia of 

opaque components, window surface and orienta-

tion, and kind of glazing system, focusing on their 

solar heat gain coefficient (SHGC). Finally, mini-

mum and maximum monthly and annual devia-

tions in heating and cooling needs for the simulated 

dataset of 48 buildings were discussed, employing 

statistical analysis to correlate the differences in 

energy performance prediction to the building 

envelope features. 

2. Case Study

2.1 Location and Weather Station 

Bolzano is a municipality in the Italian Alpine re-

gion (46.500° N, 11.350° E), located specifically in a 

basin where the Sarntal Valley, the Eisacktal Valley, 

and the Adige Valley meet. Almost 110,000 people 

live in this city on an area of about 30 km2. Although 

the city centre is located at an altitude of 268 m, the 

municipality spreads from 232 m to more than 

1600 m above sea level. 

The weather station considered in this study is in-

stalled on the flat roof of the A2 Building at NOI 

TechPark in Bolzano (46.479° N, 11.331° E, about 

25 m high ), in the southern and industrial neighbor-

hood of the city (Fig. 1). 

As shown in Fig. 2, the weather station is equipped 

with 5 Delta-T SPN1 Sunshine Pyranometers able to 

measure both global and diffuse irradiance - one in-

stalled horizontally and four installed vertically to-

wards the main cardinal directions. Furthermore, 

the weather station includes 5 LiCor Photometric 

Sensors (1 horizontal + 4 vertical, as for the SPN1 

Sunshine Pyranometers) and an EKO ASI 16 sky 

camera (not used in this work). The 5 SPN1 

Sunshine Pyranometers collect solar data with a 

1-minute time discretization and the period consid-

ered in this analysis ranges from April 2021 to 

March 2022. 

Fig. 1 – Basin of Bolzano: the different colors (light green to brown) indicate the altitude, while the yellow indicates the urban areas (map 

developed starting from Geobrowser Maps by the Autonomous Province of Bolzano). The red dot in the picture on the left indicates the University 

campus, while the blue dot highlights the position of the weather station at NOI TechPark considered in this research . 

Sarntal
Valley Eisacktal

Valley Adige 
Valley 

NOI TechPark
weather station
46.479° N, 11.331° E

516



Impact of Solar Radiation Modelling on the Simulated Building Energy Performance in the Climate of Bolzano, Italy 

Table 1 – Solar irradiance models 

ID Horizontal diffuse irradiance models ID Irradiance models for tilted surfaces 

1 Erbs et al. (1982) A Liu & Jordan (1960) 

2 Orgill & Hollands (1977) B Burgler (1977) 

3 Reindl et al. (1990a) – Model 1 C Temps & Coulson (1977) 

4 Reindl et al. (1990a) – Model 2 D Klucher (1978) 

5 Reindl et al. (1990a) – Model 3 E Hay & Davies (1980) 

6 Lam & Li (1996) F Ma & Iqbal (1983) 

7 Boland et al. (2008) G Skartveit & Olseth (1986) 

8 Hawlader (1984) H Gueymard (1986) 

9 De Miguel et al. (2001) I Reindl et al. (1990b) 

10 Karatasou et al. (2003) J Perez et al. (1990) 

11 Chandrasekaran & Kumar (1994) K Muneer (2006) – Model 1 

12 Oliveira et al. (2002) L Muneer (2006) – Model 2 

13 Soares et al. (2004) 

14 Muneer et al. (1984) 

15 Spencer (1982) 

16 Chendo & Maduekwe (1994) – Model 1 

17 Chendo & Maduekwe (1994) – Model 2 

18 Skartveit & Olseth (1987) 

19 Maxwell (1987) 

20 Perez et al. (1992) – Model 1 

21 Perez et al. (1992) – Model 2 

22 Perez et al. (1992) – Model 3 

Fig. 2 – Weather station installed at NOI TechPark in Bolzano 

3. Simulation

3.1 Solar Irradiance Models 

As a follow-up to previous research on this topic 

(Pernigotto et al., 2015, 2016 and 2022; Prada et al., 

2014a and 2014b), we focused on the same set of 22 

horizontal diffuse irradiance models and 12 irradi-

ance models for tilted surfaces previously analyzed 

(Table 1). The two groups of irradiance models were 

combined, for a total of 264 alternatives. 

3.2 Dataset of 48 Building 

Configurations 

48 simplified buildings were used for the assess-

ment of the impact of the solar irradiance models on 

the simulated energy needs for space heating and 

space cooling. All 48 configurations are character-

ized by the same geometry and have a single ther-

mal zone, with a square floor area of 100 m2, an in-

ternal height of 3 m, and the façades oriented to-

wards the main cardinal directions. In each build-

ing, all windows are positioned on the same façade. 

Both sides of the vertical walls and the internal side 

of the roof have a solar absorptance of 0.3, while the 

external side of the roof and the internal side of the 

floor have 0.6. 
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All opaque components are made of a two-layer 

structure with insulating polystyrene on the exter-

nal side and an internal massive layer, whose ther-

mal resistance is about 0.8 m2 K W-1. The polystyrene 

has a thermal conductivity of 0.04 W m-1 K-1, a den-

sity of 40 kg m-3, and a specific heat capacity of 1470 

J kg-1 K-1. The massive layer can be either timber 

(thickness: 0.10 m; thermal conductivity: 0.13 W m-1 

K-1; density: 399 kg m-3; specific heat capacity: 1880 J

kg-1 K-1) or concrete (thickness: 0.30 m; thermal con-

ductivity: 0.37 W m-1 K-1; density: 1190 kg m-3; spe-

cific heat capacity: 840 J kg-1 K-1). The window sys-

tems are composed of double-pane glazing with a 

U-value of 1.1 W m-2 K-1 and a timber frame (20 % of

the window area) with a U-value of 1.2 W m-2 K-1. 

Internal gains and ventilation rate are kept constant, 

with values representative of residential buildings 

(UNI, 2014) and equal, respectively, to 4 W m-2, half 

radiative and half convective, and to 0.3 air changes 

per hour (ACH). An ideal system maintains the in-

ternal air temperature between 20 °C and 26 °C, i.e., 

the heating and the cooling setpoints. Conventional 

limits of heating and cooling seasons for the climate 

of Bolzano were neglected, assuming ideal space 

heating and cooling available all year. 

A summary of the variables considered in the set of 

48 buildings is reported in Table 2. Further details 

about this dataset of buildings can be found in 

(Pernigotto et al., 2021). 

Table 2 – Variables describing the buildings in the dataset 

Insulation thickness 

and U-value 

Materials and 

thermal inertia c 

Window size and 

WWR ratio 

Window SHGC Window 

orientation 

5 cm  

(U = 0.45 W m-2 K-1) 

Timber 

(c = 75 kJ m-2 K-1) 

14.5 m2 

(WWR = 48.5 %) 

0.35 East 

15 cm 

(U = 0.21 W m-2 K-1) 

Concrete 

(c = 300 kJ m-2 K-1) 

29.1 m2 

(WWR = 97.1 %) 

0.61 South 

West 

3.3 Methodology 

As a first step, focus was placed on the data collect-

ed by the SNP1 Sunshine Pyranometers of NOI 

TechPark weather station, performing a quality 

check to identify missing entries and outliers (e.g., 

values exceeding the solar constant and positive 

values before dawn and after dusk). Post-processed 

solar data, still with 1-minute time discretization, 

were further manipulated to obtain hourly profiles 

of solar irradiation, expressed in watt-hours per 

square meter in agreement with the typical conven-

tion adopted in weather data for building perfor-

mance simulation (e.g., the EnergyPlus .epw weath-

er files). Minor missing entries (i.e., one or few hours 

of missing solar irradiation data) were fixed by 

either linear or cyclic interpolation, depending on 

the length of the missing data series. Missing data 

entries longer than a day, on the other hand, were 

not fixed and simply discarded from the analysis. 

In the second step, the capabilities of the 264 pairs 

of solar irradiance models were assessed using the 

measured solar data as a reference. Specifically, for 

each one of the 264 combinations of horizontal dif-

fuse irradiance models and irradiance models for 

tilted surfaces, the hourly profiles of global solar 

horizontal irradiation of the selected period (April 

2021 - March 2022) were used as inputs to determine 

the global and the diffuse solar irradiation on four 

vertical surfaces oriented towards the main cardinal 

directions. These estimated hourly profiles of global 

and diffuse solar irradiation were then compared to 

the measured ones, calculating for each orientation 

the Mean Absolute Error (MAE) in order to identify 

the best and the worst-performing pairs of models. 

As regards the last step, the energy performances of 

the 48 reference building configurations were simu-

lated in TRNSYS 18, using the best and the worst-

performing pairs of solar irradiance models as in-

puts. 
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4. Result Analysis and Discussion

4.1 Step 1 – Quality Check on the 

Dataset of Solar Irradiation 

Measurements 

Thanks to the quality check performed, it was found 

that, for the analyzed period (April 2021 – March 

2022), the missing and wrong 1-minute entries had 

only minor impacts on the annual series, without 

continuous gaps longer than 1 hour. This ensured a 

robust basis for the comparisons performed in the 

next steps. 

4.2 Step 2 – Comparison Between 

Simulated and Measured Solar 

Irradiation Values 

4.2.1 Accuracy in the prediction of vertical 

diffuse solar irradiance 

Table 3 shows the best and the worst-performing 

pairs of irradiance models, determined for each ori-

entation according to the Mean Absolute Error 

(MAE) for the diffuse vertical irradiance values. It 

can be noticed that each orientation has a given pair 

of models optimizing the prediction of the diffuse 

vertical irradiance. Specifically, the pairs A10 (Liu & 

Jordan + Karatasou models) for the south orienta-

tion, A15 (Liu & Jordan + Spencer models) for the 

east one, H6 (Gueymard + Lam & Li models) for the 

north one, and B8 (Burgler + Hawlader models). The 

largest MAEs are found for east and west orienta-

tions, as expected, considering the geography of the 

location (Fig. 1). As regards the worst-performing 

pairs of models, for south and east orientations, the 

largest errors are found with the pair F20 (Ma & 

Iqbal + Perez Model 1) while D20 (Klucher + Perez 

Model 1) is the worst-performing pair for north and 

west orientations. MAE values are lower than about 

15 Wh m-2 in case of the best-performing pairs and 

even larger than 70 Wh m-2 for the worst-performing 

ones. 

Analyzing the horizontal diffuse irradiance models, 

which are most frequently found among the best-

performing ones, we can list the Soares model for 

the south orientation, the Perez Model 1 for the east 

and the west orientations, and the Muneer model 

for the north. Some of these models, optimal for a 

given orientation, are the worst-performing ones for 

another. For instance, the Perez model 1 is the 

worst-performing for south and north orientations, 

the Soares model is the worst-performing model for 

the east one, and the Spencer model gives the worst 

estimates of vertical diffuse irradiance for the west 

orientation. 

4.2.2 Accuracy in the prediction of vertical 

global solar irradiance 

Table 4 shows the same analysis as in Section 4.2.1 

considering MAEs calculated for the global solar ir-

radiation on the vertical surfaces. As regards the 

best-performing models, G16 (Skartveit & Olseth + 

Chendo & Manduekwe Model 1), B20 (Burgler + 

Perez Model 1), H14 (Gueymard + Muneer) and B20 

(Burgler + Perez Model 1) were identified, respec-

tively, for south, east, north and west orientations. 

The pairs of worst-performing solar irradiance 

models were, instead, C20 (Temps & Coulson + 

Perez Model 1) for the south-oriented surface, F13 

(Ma & Iqbal + Soares) for the east-oriented one, D20 

(Klucher + Perez Model 1) for the north one, and F15 

(Ma & Iqbal + Spencer) for the west one. As can be 

noted, when global solar irradiance is considered, 

the best- and worst-performing models are different 

to those found for the diffuse solar irradiance. 

Looking at the MAEs, larger values are generally ob-

served compared to the previous analysis on the dif-

fuse solar irradiance. Focusing on the best-perform-

ing models in global irradiance analysis, it can be 

seen that slightly larger MAEs are found for south 

and north-oriented vertical surfaces (i.e., respective-

ly 24.8 versus 12.7 Wh m-2 and 9.8 versus 7.9 Wh m-

2). On the contrary, very large errors are observed 

for east and west orientations, with MAEs larger 

than 120 and 150 Wh m-2. The same trends can be 

identified analyzing the results of the worst-per-

forming models, with MAEs similar to those ob-

served in the diffuse irradiance analysis for south 

and north orientations (i.e., 61.9 versus 75 Wh m-2 

and 57.5 versus 61.6 Wh m-2) and much larger for the 

east and west ones (i.e., 184.1 versus 71.8 Wh m-2 

and 207.9 versus 58.6 Wh m-2). On the whole, it can 

be concluded that a good level of accuracy can be 

obtained in the estimation of the incident global ir-

radiance for south and north-oriented vertical walls, 
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while larger errors are more frequently found for 

east and west orientations due to the presence of 

close natural obstacles. 

As regards irradiance models for tilted surfaces, the 

Liu & Jordan model (south orientation), the Burgler 

Model (east and west orientations), and the Perez 

model (north orientation) can be seen as the most 

frequently found among the best-performing ones. 

Regardless of orientation, the worst-performing 

model most frequently encountered is the Ma & 

Iqbal model. 

4.2.3 Comparison with another weather 

station 

Table 5 reports the main findings of a former analy-

sis (Pernigotto et al., 2022) focusing on another 

Bolzano weather station installed on top of one of 

the buildings of the university campus in the city 

center (46.498° N, 11.349° E) and performed over a 

three-year period (2018, 2019 and 2021). By compar-

ing the MAEs reported in Table 4 with those in 

Table 5, it can be commented that larger errors are 

generally encountered in the prediction of solar 

irradiance in the location of the city center weather 

station. This is true for all vertical orientations 

except the eastern one. Indeed, studying the natural 

obstacles in the two locations, it can be seen that 

they are taller for the NOI TechPark weather station 

as far as the east orientation is concerned, while for 

the university weather station in the city center, they 

are more relevant for the west one. Again, each 

orientation has specific best and worst-performing 

pairs of solar irradiance models, which are typically 

different from those identified for the NOI TechPark 

weather station, except for the best-performing 

models for the west orientation and the worst-per-

forming one for the north one. 

Table 3 – Best and worst-performing pairs of solar irradiance models: diffuse irradiance 

Best-performing pairs of irradiance models 

MAEs (Wh m-2) 

Worst-performing pairs of irradiance models 

MAEs (Wh m-2) 

South East North West South East North West 

A10 

Liu & 

Jordan + 

Karatasou 

A15 

Liu & 

Jordan + 

Spencer 

H6 

Gueymard + 

Lam & Li 

B8 

Burgler + 

Hawlader 

F20 

Ma & Iqbal 

+ Perez

Model 1 

F20 

Ma & Iqbal 

+ Perez

Model 1 

D20 

Klucher + 

Perez Model 

1 

D20 

Klucher + 

Perez Model 

1 

12.7 15.1 7.9 14.8 75.0 71.8 66.1 58.6 

Table 4 – Best and worst-performing pairs of solar irradiance models: global irradiance 

Best-performing pairs of irradiance models 

MAEs (Wh m-2) 

Worst-performing pairs of irradiance models 

MAEs (Wh m-2) 

South East North West South East North West 

G16 

Skartveit & 

Olseth + 

Chendo & 

Manduekwe 

Model 1 

B20 

Burgler + 

Perez Model 

1 

H14 

Gueymard + 

Muneer 

B20 

Burgler + 

Perez Model 

1 

C20 

Temps & 

Coulson + 

Perez Model 

1 

F13 

Ma & Iqbal 

+ Soares

D20 

Klucher + 

Perez Model 

1 

F15 

Ma & Iqbal 

+ Spencer

24.8 121.7 9.8 150.2 61.9 184.1 57.5 207.9 
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Table 5 – Best and worst-performing pairs of solar irradiance models: global irradiance. Comparison with the analysis performed in Pernigotto 

et al. (2022) with respect to the UNIBZ weather station (46.498° N, 11.349° E) for the years 2018, 2019 and 2021 

Best-performing pairs of irradiance models 

MAEs (Wh m-2) 

Worst-performing pairs of irradiance models 

MAEs (Wh m-2) 

South East North West South East North West 

H18 

Gueymard + 

Skartveit & 

Olseth 

C20 

Temps & 

Coulson + 

Perez Model 

1 

J18 

Perez et al. + 

Skartveit & 

Olseth 

B20 

Burgler + 

Perez Model 

1 

I15 

Reindl et al. 

+ Spencer

F15 

Ma & Iqbal 

+ Spencer

D20 

Klucher + 

Perez Model 

1 

F18 

Ma & Iqbal 

+ Skartveit

& Olseth

43.8 79.3 26.1 165.3 67.4 130.6 79.9 384.1 

4.3 Step 3 – Analysis of Building Energy 

Performance 

Table 6 reports the minimum and the maximum de-

viations found by simulating the energy perfor-

mances for the considered dataset of buildings with 

the different pairs of solar irradiance models. Spe-

cifically, considering the results described in Section 

4.2, the following 7 pairs of models were selected for 

this analysis: 

1. Burgler + Perez Model 1 (B20)

2. Temps & Coulson + Perez Model 1 (C20)

3. Klucher + Perez Model 1 (D20)

4. Ma & Iqbal + Soares (F13)

5. Ma & Iqbal + Spencer (F15)

6. Skartveit & Olseth + Chendo & Manduekwe

Model 1 (G16)

7. Gueymard + Muneer (H14)

The largest heating need deviations are within 

5 kWh m-2 m-1 and are registered in the coldest 

months of the year (i.e., January, December), as ex-

pected. As regards the whole simulated period, the 

largest heating need deviations range from 1.4 to 

17.7 kWh m-2 a-1. Higher sensitivity to the choice of 

solar irradiance models is often found in those con-

figurations with poorly insulated massive walls 

(i.e., concrete structures with 5 centimeters of insu-

lation), and large south-oriented windows with 

high SHGC. 

The cooling needs are characterized by monthly de-

viations within or around 4 kWh m-2 m-1, usually oc-

curring during the summer (i.e., June). Considering 

the whole simulated period, cooling needs devia-

tions range from 3 to 23 kWh m-2 a-1. This time, the 

largest deviation occurs for building configuration 

with well-insulated lightweight walls (i.e., timber 

walls with 15 centimeters of insulation), and large 

west-oriented windows with high SHGC. 

Table 6 – Minimum and maximum monthly deviations of heating and cooling needs for the simulated dataset of 48 buildings 

Heating need deviations [kWh m-2] Cooling need deviations [kWh m-2] 

Time min max Min max 

Jan 2022 0.3 4.8 0.0 3.8 

Feb 2022 0.3 3.2 0.0 3.5 

Mar 2022 0.0 1.8 0.0 3.3 

Apr 2021 0.0 0.7 0.0 2.0 

May 2021 0.0 0.1 0.0 3.4 

Jun 2021 0.0 0.0 1.1 4.2 

Jul 2021 0.0 0.0 0.9 3.9 

Aug 2021 0.0 0.0 0.7 3.0 

Sep 2021 0.0 0.0 0.3 2.3 

Oct 2021 0.0 1.3 0.0 4.1 

Nov 2021 0.2 3.5 0.0 2.3 

Dec 2021 0.3 4.9 0.0 1.5 

Period 1.4 17.7 3.1 22.9 
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Fig. 3 depicts the cumulative distribution functions 

of the annual energy needs for space heating and 

cooling simulated for the 48 buildings. As can be 

seen, a larger variability of the findings is recorded 

for the cooling needs, especially when the horizon-

tal diffuse irradiance model 20 (i.e., the Perez 

Model 1) is involved. 

Fig. 3 - Cumulative distribution functions of the annual heating and cooling energy needs simulated for the 48 buildings with the following solar 

irradiance models: B20 (Burgler + Perez Model 1), C20 (Temps & Coulson + Perez Model 1), D20 (Klucher + Perez Model 1), F13 (Ma & Iqbal 

+ Soares), F15 (Ma & Iqbal + Spencer), G16 (Skartveit & Olseth + Chendo & Manduekwe Model 1), and H14 (Gueymard + Muneer)

5. Conclusion

This research assessed the capabilities of 22 horizon-

tal diffuse irradiance models and 12 irradiance mod-

els for tilted surfaces for the calculation of the solar 

irradiance incident on the building envelope in 

mountain environments, which are characterized by 

complex irradiation patterns depending on the oro-

graphy and the multiple terrain reflections. Solar ir-

radiance calculated by all combinations of horizon-

tal diffuse irradiance models and irradiance models 

for tilted surfaces were compared with diffuse and 

global irradiance measured in the Alpine location of 

Bolzano, Italy, during the period between April 

2021 – March 2022 on four vertical surfaces oriented 

towards the main cardinal directions. Through the 

analysis of hourly Mean Absolute Errors, the best 

and the worst-performing pairs of models were first 

identified for each orientation and then used in 

TRNSYS simulations determine the energy needs 

for space heating and cooling for a dataset of 48 sim-

plified buildings.  

We found that: 

- The performances of the pairs of solar irradiance

models can be very different, depending on the

orientation considered. In particular, the east and

west orientations were found to be the most cri-

tical ones for the case study considered. Further-

more, varying accuracy can be expected for diffe-

rent locations in the same mountain valley or 

basin. 

- None of the models in the literature was found

able to ensure the same level of accuracy for all the

four vertical cardinal orientations.

- The impact of the selection of solar irradiance

models on the simulated energy performance is

affected by the building’s features.

Taking into consideration the main findings listed 

above, further developments of this research will in-

volve testing potential modifications of the studied 

solar irradiance models to increase their capabilities 

when applied in mountain environments, in partic-

ular in the considered case study location of 

Bolzano, Italy. 
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Abstract 

The European goal of decarbonization drives design to-

ward high-performance buildings that maximize the use 

of renewable sources. Hence, the European RED II Di-

rective (EU, 2018) and the Italian decree (DL 8/11/2021) 

raise the minimum renewable share in new buildings and 

major renovations. In this framework, an air-source heat 

pump (ASHP) combined with an on-site photovoltaic 

system (PV) is one of the most popular solutions. How-

ever, the effectiveness of this heating system in moun-

tainous contexts is not taken for granted, since the harsh 

climate induces both an increase in heating requirements 

and a deterioration of heat pump performance. For these 

reasons, energy simulation is a useful tool for under-

standing energy behavior and evaluate strategies to en-

sure the best energy savings. Currently, the renewable 

quota verification involves a quasi-steady state calcula-

tion on a monthly basis. However, this implies the use of 

the national grid as a battery through the net metering 

mechanism. The actual share of renewable coverage in 

the absence of expensive electric storage will necessarily 

be lower. This work analyzes the actual renewable share 

achievable in a new building in a mountainous area. Five 

representative locations in the province of Trento were 

initially identified through a cluster analysis. The renew-

able share was evaluated through a coupled dynamic 

simulation of the building and the energy systems. The 

results show how the calculated renewable share in this 

building changes according to the time interval used to 

close the balance with the grid. The evaluation of the 

renewable quota (QR) was carried out not only closing 

the balance by the hour or sub-hour but also by the 

month.  

1. Introduction

Despite the recent increase in efficiency invest-

ment, the International Energy Agency (IEA, 2021) 

states that buildings’ lifecycles are responsible, 

directly and indirectly, for about 37 % of global 

energy and process-related CO2 emissions. Ac-

cording to the European Directive 2018/2001 (EU, 

2018) and to Legislative Decree n.199/2021 (DL 

8/11/2021), heat pump and renewable equipment 

deployment seems to be one of the most effective 

and the most economical solutions for reducing 

buildings’ carbon footprint. 

In the absence of electric batteries, a certain level of 

the renewable share is assured by the direct use of 

the PV production for heat pump operation. Nev-

ertheless, the mismatch between the solar availabil-

ity (during the day) and the building energy de-

mand (mostly during the evening) is one of the 

main challenges to reach a high renewable share. 

Different solutions have been studied in the litera-

ture to increase the renewable quota of the system, 

such as energy storage and control strategies to 

match the building load to the solar availability 

(Fisher et al., 2017; Luthander et al., 2015). In 

(Pinamonti et al., 2020) the authors showed how 

the use of simple rule-based controls can lead to 

the reduction of up to 17 % of the energy with-

drawn from the grid. Similarly, in (Franzoi et al., 

2021a), the benefit of renewable energy communi-

ties in self-consumption of PV production emerges. 

What is not yet clear is whether the mandatory 

limits on renewable quotas are achievable without 

these measures. Moreover, the regulation currently 

provides for the calculation based on balance clo-

sure on a monthly basis, thus ensuring within the 

month the possibility of balancing between the 
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energy delivered in the central hours of the day 

and that withdrawn during the night, in a net me-

tering scheme. Another research question therefore 

involves how much the real self-consumption of 

renewable energy of buildings that comply with 

the regulatory constraint in the absence of net me-

tering and expensive electric batteries is. 

This work therefore focuses on the analysis of a 

new residential building equipped with a low tem-

perature heating system, thermal storage and a 

heat pump coupled with a PV system. 

The single-family building (MF) analyzed repre-

sents a typical Italian building (Capozza et al., 

2014), whose thermal properties meet mandatory 

constraints for new construction or major renova-

tions.  

2. Methodology

This paper studies the energy behavior of the MF 

building, to estimate the renewable quota. The goal 

is to verify whether the minimum share (DL 

8/11/2021) of total primary energy covered by re-

newable primary energy is also achievable in a 

mountain context. The building and the HVAC 

systems are modeled in (TRNSYS v.17), as shown 

in the figure below. 

2.1 Climate Conditions 

The paper specifically analyzes the Alpine climate 

context of northern Italy. Five municipalities were 

selected by (Ceccolini et al., 2020), as a result of a 

clustering of the climate data of the municipalities 

of Trentino, in northern Italy (Fig. 2). Trento is lo-

cated in the Italian climatic zone E, with heating 

degree days from 2101 Kd to 3000 Kd; while the 

other municipalities are in zone F, with heating 

degree days over 3001 Kd (DPR 412/93). 

Baselga
di Pinè

Cles

Tair [°C]

Td
es

ig
n
 [°

C
]

Trento

Pergine
Valsugana

Moena

Fig. 2 – Identification of the 5 clusters of Trentino municipalities 

from the analysis of the average annual temperature and of the 

design temperature 

Climate data are those of UNI 10349-1:2016 stand-

ard (UNI, 2016a), but for locations not included in 

the list, the solar irradiation of the nearest main 

city is assumed. Pergine Valsugana and Baselga di 

Pinè are related to Trento, whereas Cles and 

Moena are nearest to Bolzano. 

Table 1 – Climatic data for the 5 municipalities of Trentino 

Cluster Municipalities Lat Alt Tdesign Tair 

1 Trento 46.04 194 -12 12.9 

2 Pergine V. 46.04 482 -14 11.4 

3 Cles 46.22 658 -15 10.1 

4 Baselga di Pinè 46.08 964 -16 8.8 

5 Moena 46.23 1184 -18 6.4 

Fig. 1 – Layout of the developed TRSNYS model 
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2.2 Case Study Building 

The MF building is composed of 2 floors, each with 

an area of around 88 m2. The thermal characteris-

tics are close to the limits of transmittance required 

by the current local legislation (DPP 13/07/2009). 

To reach a high-performance level, the building 

has 15 cm of extruded polystyrene (EPS) insulation 

on the external walls, 12 cm on the roof and well-

insulated windows. The 4 thermal zones, 44 m2 

each, are identified by splitting the building along 

the west to the east axis in order to have uniform 

solar gains in the zone. 

Table 2 presents the geometrical characteristics and 

the thermal properties of the building. 

Table 2 – Geometrical characteristics and thermal properties of 

the single-family building 

Geometrical characteristics MF 

Floors / 2 

Apartments / 1 

AFloorL m2 104.86 

AFloorN m2 87.99 

VolumeN m3 527.91 

Aw,N m2 8.4 

Aw,S m2 8.4 

Aw,E-W m2 8.4 

Height/1 floor m 3 

Thermal properties MF 

Ufoor Wm-2K-1 0.366 

Uwall Wm-2K-1 0.183 

Uroof Wm-2K-1 0.225 

Uwindow Wm-2K-1 0.8 

2.3 HVAC System 

The HVAC system (Fig. 3) consists of an inverter-

driven heat pump (HP), a buffer storage tank (BS) 

for space heating (SH), and one for thermal energy 

storage (TES) for domestic hot water (DHW) prep-

aration. The heat pump has a rated capacity of 7.18 

kW for source temperature 7 °C and sink 35 °C. 

The emission terminals for SH are radiant panels 

fed with an inlet temperature of the hot water of 35 

°C in the design conditions. The supply tempera-

ture to the radiant panels, as well as the BS and the 

HP setpoint temperatures, are controlled by an 

outdoor reset control. The setpoint temperature of 

the TES is 50 °C. The temperatures of the BS and 

TES determine the activation of the heat pump and 

are controlled by a proportional control. 

The building is also provided with a photovoltaic 

system, inclined 20° on the south pitch of the roof. 

There are 7 modules connected in series, resulting 

in a peak power of 2.94 kW and an overall area of 

12 m2 (i.e., roughly 12.5 % of the roof surface).  

HP

Ctrl

BS

PV

TES

Fig. 3 – Heating system 

2.4 Control Strategy 

The single-family building is analyzed with and 

without self-consumption (SC) maximization strat-

egies. 

In the first scenario (bas), there is no advanced con-

trol strategy. A basic control is used, whereby the 

thermal storages are fully charged when a temper-

ature set-point change occurs.  

In the second scenario (enh), a rule-based control 

strategy (RBC) is adopted to maximize the SC of 

PV generation. The BS and TES set-points are 

raised, in case of PV energy surplus. This strategy, 

for inverter-driven air-to-water heat pump, was 

proposed by (Pinamonti et al., 2020).  

2.5 Renewable Primary Energy Quota 

Although the dynamic energy simulation uses a 

time step of 1 minute, the calculation of the renew-

able energy quota is performed closing the balance 

on a monthly basis (Eq. 1), according to the Italian 

standard (UNI 2016b). In addition, Eq. 2 and Eq. 3 

show the calculation of the renewable quota clos-

ing the balance on an hourly basis, according to the 

current net metering scheme, and on the minute 

(i.e., the time step), respectively.  

 (1) 

 (2) 
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 (3) 

3. Results and Discussion

This section presents the results of the dynamic 

simulation, for both scenarios. The analysis per-

formed allows an understanding of the extent to 

which the different interval affects the QR. Fur-

thermore, the results are represented according to 

the different site elevations, thus showing the role 

of climate severity. 

3.1 Annual Renewable Quota (bas) 

The calculated quota of renewable energy over the 

total primary energy increases by 12 % ÷ 17 % in 

the 5 locations, changing the balance closure inter-

val from a minute to a month (Fig. 4). This shows 

how the regulatory constraint of 60 % (monthly 

basis), with no storage batteries, corresponds to an 

actual renewable share of about 50 %.  

200    350    500    650    800    950    1100

QR minute QR hourly

Trento
194m

Pergine
482m

Cles
658m

Baselga
964m

Moena
1184m

QR monthly

Fig. 4 – Annual values of QR minute, QR hourly and QR monthly: 

TRNSYS results for the MF building (bas) 

The hourly and minute calculation has almost simi-

lar values with less marked deviations. The differ-

ences are much more evident if QRminute or 

QRhourly is compared with QRmonthly. Between 

the monthly renewable share and the minute one 

there is an average difference of about 13 %. The 

greatest difference is in Cles, Baselga and Moena, 

the municipalities with a harsher climate.  

The renewable share calculated on a monthly basis 

is obviously greater than that on a minute basis, 

because the assumed on-site exchange allows the 

grid to be used as a virtual battery (within the 

month). 

It can be noted that the percentage of QR decreases 

as the altitude of the municipalities increases, and, 

consequently, the design and the outdoor air tem-

perature is lower. However, two anomalous behav-

iors are found for Cles and Moena. This is due to 

the higher solar radiation (UNI, 2016a).  

3.2 Self-Consumption (bas) 

Figs. 5 to 9 present the comparison between the 

monthly load profile (blue bars) and PV generation 

(orange bars) and the self-consumed energy based 

on a one-minute balance (yellow bars). The repre-

sentation is made for each climate analyzed. In 

addition, the graphs show the self-consumption 

factor (SCF) and load coverage factor (LCF). The 

former is defined as the ratio of self-consumed PV 

energy vs the total PV energy generated. LCF, on 

the other hand, represents the fraction of PV ener-

gy used over the electricity absorbed by the HP 

and auxiliary systems. The LCF index differs from 

QRminute because it estimates only the renewable 

electricity share, neglecting both the renewable 

electricity taken from the grid, as well as the air 

source energy of the HP.  

93
113

83

41
23 22 23 21 16 26

74 75

Fig. 5 – Energy profiles and SC minute based on Trento (bas) 
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104
129

101

52
25 23 25 23 17

43
86 83

Fig. 6 – Energy profiles and SC minute based on Pergine (bas) 

151

106
81

53
28 24 25 27 22

42

89
109

Fig. 7 – Energy profiles and SC minute based on Cles (bas) 

97 113 86

46 29 27 28 25 21 30

75 77

Fig. 8 – Energy profiles and SC minute based on Baselga (bas) 

190
143

111
75

33 29 29 30 26
67

118 136

Fig. 9 – Energy profiles and SC minute based on Moena (bas) 

Obviously, the load profile does not coincide with 

that of PV production. The largest gains from PV 

are during the summer period and during the day-

time. This contrasts with the monthly demand pro-

file and the daily habits of households, which con-

sume more in the evening hours.  

If self-consumption based on a monthly balance 

were shown, in summer, the yellow bar would 

coincide with the blue bar (self-consumption equal 

to load) and, in winter, with the orange one (self-

consumption equal to PV generation). As already 

mentioned, closing the balance with an interval of 

a month implies balancing between the energy in-

jected into the network in the central hours and 

that taken during the night in a net-metering 

scheme, that is, exploiting the grid as a virtual bat-

tery, albeit with the constraint of using all the 

stored energy within the month.  

By calculating the actual SC of renewable energy, 

in the absence of net-metering and electric batter-

ies, lower renewable quotas would be achieved.  

As shown in the graphs, SCF ranges from a mini-

mum of 15 % to a maximum of 20 % (17 % aver-

age), while LCF ranges from 16 % to 22 % (18 % 

average). The highest values are obtained in 

Moena. High LCF and SCF values mean that the 

electricity load is mostly covered by PV panels.  

3.3 Annual Renewable Quota (enh) 

To increase the SC, in the second scenario, the rule-

based control strategy is applied. Comparing the re-

sults in Fig. 10 with those in Fig. 4, QRminute and 

QRhourly increase, while QRmonthly decreases.  

200    350    500    650    800    950    1100

QR minute QR hourly

Trento
194m

Pergine
482m

Cles
658m

Baselga
964m

Moena
1184m

QR monthly

Fig. 10 – Annual values of QR minute, QR hourly and QR 

monthly: TRNSYS results for the MF building (enh)  
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The graph firstly highlights a lower variability (5 % 

÷ 7 %) between the QR evaluated on a monthly 

basis compared with the minute-evaluated QR. 

This demonstrates the ability of the adopted 

control in optimizing the use of the PV generation.  

QRminute improves by about 3 % because the 

instantaneous consumption of PV energy rises, and 

grid withdrawal decreases by about 4 %. In 

contrast, the QRmonthly decreases as rule-based 

control results in an increased load (Figure 11). 

However, in the monthly balance calculation all 

the PV production was already self-consumed also 

in the bas scenario, since the grid acts as a battery. 

Therefore, the higher load of the rule-based control 

corresponds to a higher withdrawal from the grid 

and, consequently, to a QR decrement.  

Summing up, the difference between the 

instantaneous values and the monthly one is lower. 

In the first scenario, the gap is about 13 %, while in 

the second one, it is about 6 %. 

3.4 Self-Consumption (enh) 

Figure 11 shows the effects of the enhanced control 

strategy (enh) for the municipality of Trento. 

Compared with the bas scenario (Fig. 5), the profile 

of instantaneous self-consumption changes.  

168

242

350

181

30 26 29 27 21

149
177

121

Fig. 11 – Energy profiles and SC minute based on Trento (enh) 

The PV generation remains the same, since the 

system has not been upgraded, but improved. On 

the other hand, consumption increases slightly 

(from 3768 kWh to 4557 kWh) due to the control 

system. The demand profile rises simultaneously 

with the increase in self-consumption of the energy 

produced. With the basic control strategy, SCF and 

LCF are 15 % and 16,2 %; while with the rule-based 

control are 37.3 % and 33.4 %. This then 

demonstrates the capability of the control to 

directly use the PV production, reducing power 

exchange with the grid. 

3.5 Discussion 

As the results show, the interval used for balance 

closure greatly affects QR value. This is especially 

true if enhanced control strategies aimed at 

maximizing self-consumption are not employed. 

However, these enhanced controls are not 

(currently!) rewarded by the calculation method 

adopted by Italian law. However, the ongoing 

changes on the billing scheme for electric power 

that will soon introduce the hourly based balance 

calculation will undoubtedly reward the enhanced 

control scheme with a reduced energy cost.  

Looking at both scenarios (bas and enh), the QR 

limit of 60 % is easily reached even in the harsh 

climates analyzed.  

The building is close to being a zero-energy 

building on an annual basis at all locations 

investigated, as demonstrated by the energy 

matching chart (Luthander et al., 2015). The solid 

line in Fig. 12 connects all points where SCF is 

equal to LCF, implying that annual PV production 

is equal to annual load. A point above the bisector 

means that the annual PV generation is greater 

than the annual consumption of the building.  

Trento
194m

Pergine
482m

bas
enh

Cles
658m

Baselga
964m

Moena
1184m

SCF [%]

LC
F 

[%
]

Fig. 12 – Comparison between bas (circle) and enh (triangle) 

through matching chart

530



Effect of the Time Interval Base on the Calculation of the Renewable Quota of Building in an Alpine Context 

The graph then shows how the control 

simultaneously increases SCF and LCF. However, 

there is a tendency for SCF to increase more than 

LCF, due to the slight increase in consumption. 

However, it should be emphasized how this is 

done by installing a cheap controller. A higher 

performance is achievable with (more expensive) 

batteries, which allow a better match of the 

building load to the solar availability. 

4. Conclusions

The results show that 60 % renewable share is 

easily achieved in a new building, even in the 

mountainous areas analyzed.  

If no control strategies aimed at maximizing self-

consumption are employed, achieving a monthly 

QR of 60 % means an actual renewable share of 

about 13 % less, whereas, using an enhanced 

control strategy, the actual renewable share is 

about 6 % less than the monthly balance.  

By closing the balance on a monthly basis, 

advanced control strategies are not rewarded. In 

fact, the pursuit of self-consumption often leads to 

an increase in energy demand, which, by closing 

the budget on a monthly basis, can lead to a 

reduction in the renewable share. 

These controls, however, are beneficial in terms of 

reduced exchanges with the grid. In Trento, there 

is a 22.3 % increase in PV self-consumption and a 

17.2 % increase in PV coverage of electricity 

consumption if the balance is closed on a minute or 

hourly basis. Taking all 5 municipalities into 

consideration, SCF rises by about 26 % and LCF by 

about 19 %.  
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Nomenclature 

Symbols 

A Surface (m2) 

AFloorL Gross surface (m2) 

AFloorN Net surface (m2) 

ASHP Air-Source Heat Pump 

BAS Base control strategy 

BS Buffer Storage 

ENH Enhanced Control Strategy 

HP Heat Pump 

LCF Load Cover Factor 

MF Single-family 

PV Photovoltaic 

QR Quota of renewable primary energy 

SC Self-Consumption 

SCF Supply Cover Factor 

Tair Air-dry bulb temperature (°C) 

Tdesign Design temperature (°C) 

TES Thermal Energy Storage 

U Thermal transmittance (Wm-2K-1) 

V Volume (m3) 

Subscripts/Superscripts 

ho. Hour 

mi. Minute

mo. Month

w,E-W East and West-oriented windows

w,N North-oriented windows

w,S South-oriented windows
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Abstract  

Experiential Learning (ExL) has long been considered a 

useful and necessary tool in educational courses in seve-

ral different fields, including engineering. Nevertheless, 

traditional didactical approaches have prevailed, in 

particular, in Bachelor and Master Engineering programs, 

at least in Italy.  

This implies the focus is kept more on theoretical aspects 

even for disciplines in which practical activities and 

learning by doing could provide the necessary compe-

tence for students to enter the job market promptly. 

Futhermore, ExL is recognized as providing a more im-

mersive educational environment, capable of increasing 

participation and motivation in students. 

One of the techniques introduced by the ExL consists of 

roleplaygames, some of which in the form of business 

games. This work reports about the main outcomes from 

an initial implementation of a business game-like 

approach to train perspective building envelope and 

energy systems designers. In particular, the game is 

intended to train students in the use of building simu-

lation, showing what the potential and the peculiarities 

of the job can be when approaching the market. In addi-

tion, since it is commonly recognized that, while BPS is 

widely used in teaching and research, it is not wide-

spread among practitioners, the game was also conceived 

to promote BPS use in practice. 

The main features, including constraints and critical 

points, of the implementations within a university course 

in an Energy Engineering study program are described 

together with some suggestions for future improvements. 

1. Introduction

Experiential Learning (ExL) is commonly defined 

as a teaching approach based on learning from ex-

perience, as opposed to a more traditional and for-

mal education, which is mostly focused on the pre-

sentation of somehow abstract concepts by the 

teacher. Indeed, the relevant difference does not 

refer to the abstraction, rather than to the 

approach, which requires the learner to assume an 

active role in the learning process.  

Even if it is indisputable that ExL can contribute to 

filling the gap between theoretical knowledge and 

practical skills and competences that is so often 

observed in many higher educational programs, 

the focus is more on the process of creating and 

acquiring knowledge.  

Nevertheless, the experience itself, which is often 

included in many study programs at least in the 

form of traineeships and internships, is not 

enough. As introduced through the foundational 

theories of experiential learning by Dewey, Freire, 

James, Lewin, and Rogers, a transformation of the 

experience is required. 

In the Experiential Learning Theory, introduced by 

Kolb and Kolb (2009, 2017), two dialectically 

related modes of grasping experience—Concrete 

Experience (CE) and Abstract Conceptualization 

(AC)— as well as two dialectically related modes 

of transforming experience—Reflective Observa-

tion (RO) and Active Experimentation (AE) - are 

combined in a cyclic and iterative process. 

In this respect, the theoretical concepts provided 

by the teacher in the traditional model are still 

required to support knowledge development, even 

if it emerges more and more from an interactive 

relation between teacher and learners, and between 

reflection and experience.  

This also leads to some extent to a larger 

engagement of the learner. In addition, due to the 

constructivist nature of the learning process, 

learning outcomes are the result of a personal 

interpretation by the learner. 

Finally, this is compatible with a more recursive 

interaction between theory and practice, and 

compatible with a process of gradual development 
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of knowledge, in which foundational concepts are 

not necessarily provided prior to the practical 

experimentation. 

It seems there is a general consensus towards the 

broad effectiveness of ExL in achieving all learning 

outcomes, namely knowledge, skills and compe-

tences (or responsibility/autonomy, according to 

the definition of the European Qualification Net-

work). In educational areas and levels, such as 

Bachelor and Master Engineering programs, where 

it is important the student be trained to not only to 

acquire theoretical skills but also to take a more 

practical attitude towards problem solving, design, 

decision making, etc., this appears of crucial 

importance.  

However, in many cases, only some of the tools 

proposed by the ExL are implemented. As an 

example, Baker et al. (2012) confirm that, despite 

the robust use of experiential learning in fields 

such as agricultural education, “experiential 

learning” and “experiential education” have 

mainly been used to describe teaching approaches 

such as field work experiences, internships, out-

door education, adventure education, vocational 

education, lab work, simulations, and games (Itin, 

1999). 

In this framework, the implementation of ExL 

concepts in courses dealing with Building Physics 

and Building Performance Simulation is described 

as necessary by Beausoleil-Morrison et al. (2015), to 

“develop the necessary knowledge and skills to 

effectively apply BPS tools”, to the point that “this 

must be recognized in the way we teach the 

discipline”. 

The above reasons led to the adoption of ExL 

practices within a course in Building Physics and 

Building Energy Simulation in a Master program in 

Energy Engineering at the Free University of 

Bolzano (Gasparella, 2017). Not only was BPS 

awareness and competence improved through the 

implementation of numerical solutions to the 

theoretical governing equations, but the learning of 

the theoretical foundations of BP itself was 

enhanced by the development of the solution ap-

proaches with the use of a spreadsheet, instead of 

working with already available simulation tools. 

This allowed combining experientially the applica-

tion of the concepts with introducing the students 

to the use and understanding of BPS. The students 

were also asked to apply BPS in small groups and 

develop a project to be presented and discussed at 

the final exam.  

Although BPS is a powerful tool for designing, 

operating, and renovating buildings, its use in 

professional design practice seems to be less 

common than expected and to lack professionals 

able to work with it, independently of the efforts 

put into simplifying interfaces and integrating 

functionalities within the most common design 

tools (Soebarto et al., 2015).  

With the additional goal of increasing the 

awareness and readiness of graduates to use BPS 

tools once entering the job market, it made sense to 

extend and rationalize the use of ExL techniques, 

turning the project work into a business game, or 

at least to start moving in that direction. 

Business simulation games are roleplay games 

introduced in the 1950s to train students in 

business schools. As reported by Jackson (1959), 

they derived from the war games used in Germany 

in mid-19th century and later in Japan, in 

preparation for World War II. Business games are 

generally based on strategic decisions that imply 

some consequences for the players, providing 

direct feedback for their decisions and actions. In 

addition, detailed rules and realistic complexity are 

required to mirror real applicative contexts. 

Competition among teams is often included to 

engage participants and improve interactions 

within the groups. Specialized games can focus 

only on some areas of business management. Faria 

(1990) reported a rapid spread of the tools in the 

US in the thirty years from 1960 and 1990, even if a 

wide expansion potential was still present. 

The use of business game-like tools in the field of 

BP and BPS, as in other engineering and technical 

areas is not well documented. 

IBPSA, the International Building Performance 

Simulation Association, has introduced a Student 

Modeling Competition taking place within the 

biennial Building Simulation conference, since 

2013. So far, five competitions have taken place 

(namely in 2013, 2015, 2017, 2019 and 2021). In the 

2013 edition, the students were asked to use 

simulation to design an energy-positive house, 

limiting only the building geometry and focusing 
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on energy, under constraints on comfort and IAQ. 

In 2015, the focus was on an office building, and on 

designing and testing a mixed-mode ventilation 

strategy. In 2019, a more structured case was 

proposed, considering an existing historical build-

ing, with peculiar constraints limiting the possible 

interventions, and asking the students to undergo a 

5-step approach (simulation pentathlon) from

simulating the existing building to optimize the 

overall building performance (including multi-

objective optimization). The 2021 edition focused 

on low-tech buildings and on the use of simulation 

to improve comfort, while preserving the energy 

efficiency. 

In this work, a preliminary report is presented on 

the attempt to implement a business game-like task 

in the above-mentioned course in Building Physics 

and Building Energy Simulation in the Master 

program in Energy Engineering at the Free 

University of Bolzano. The existing project work 

was reorganized and proposed in the form of a 

game, with small groups competing and 

comparing their solutions in public presentations 

during the course.  

The game focused on the renovation of a resi-

dential building. It was organized into four phases, 

asking the students to refine the project through 

the introduction of additional and contrasting ob-

jectives, and building on top of the results of a pre-

liminary evaluation of the baseline configuration. 

The activity required the students to use a BPS 

tool, with only basic preliminary knowledge, while 

theoretical foundations related to BP and to the 

numerical solutions of the governing equations 

were provided in parallel, considering further 

applications of the ExL approach, as described in 

Gasparella (2017).  

2. Methods

2.1 Experiential Learning Experiences 

An ExL integrated teaching method for a course 

dealing with Building Physics and Building Perfor-

mance Simulation within a Master program in 

Energy Engineering had been under development 

and testing for ten years at the time of writing this 

paper. In approximately 90 hours, the 

fundamentals of building physics and modeling 

are presented, together with the main aspects of 

thermal comfort and indoor air quality. The course 

starts illustrating the thermodynamic balance of 

the indoor air volume, according to the model 

called “air node balance”.  

The definition of the boundary conditions for 

solving the balance requires characterizing the 

unsteady thermal conduction in the envelope 

components, which in turn can be determined only 

through the surface balances, so through the 

analysis of convection, long and short wave 

radiation interactions at the external and internal 

surfaces for opaque and transparent envelope 

elements, and so on.  

For each of the mentioned processes (i.e., con-

duction, convection, radiation), the main con-

trolling equations are defined and their numerical 

or analytical solutions discussed, to end with a 

step-by-step implementation of a detailed model in 

a general productivity spreadsheet environment. 

As a result, at the end of the course, the students 

are able to develop a comprehensive simulation 

tool that, despite the limitations in the compu-

tational efficiency proper of a spreadsheet, can 

compare favorably to the most widespread tools 

available on the market in terms of both detail and 

accuracy.  

In short, the student has the opportunity of 

applying the theoretical foundations, experiencing 

through simulation the behavior and relevance of 

each different process, and its contribution to the 

overall performance, observing the outcomes, con-

ceptualizing the findings and actively interacting 

with the experimental environment, while under-

standing the inner operation of BPS tools.  

The learning circle encompassing the four phases 

of Concrete Experience (CE), Reflective Obser-

vation (RO), Abstract conceptualization (AC), 

Active experimentation (AE) is therefore entirely 

implemented and repeated iteratively while pro-

gressing with the analysis of the different aspects. 

2.2 Towards a Business Game 

A business game is a roleplay game in which the 

player/learner has to perform tasks and obtain 
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results/feedback typical in professional practice, 

generally in the managerial field. In particular, the 

learner is expected to apply knowledge, skills and 

capabilities to evaluate alternatives and make 

decisions.  

In the case of graduate students in Energy Engine-

ering with a focus on Building Physics and Build-

ing Energy Systems, it is likely that in their pro-

fessional activities they have to contribute to or 

directly perform the design of buildings, analyzing 

energy-related aspects, optimizing investment, and 

maximizing comfort conditions. They are expected 

to deploy the skills and competences necessary to 

(i) simulate performance, (ii) verify reliability of

results, (iii) analyze outcomes and evaluate their 

sensitivity to the design parameters, (iv) optimize 

contrasting objectives, (v) make sensible proposals 

and find trade-offs, (vi) present and discuss with 

clients or other consultants, (vii) manage time and 

resources devoted to the analysis, understanding 

costs and benefits, in the different design phases. 

To this aim, the project originally included in the 

exam assignments has been redesigned to serve as 

a sort of roleplay game.  

The students had to start working on an assigned 

project in small teams of 3-4 persons, as if they 

were a design studio in charge of renovating an 

existing residential building and giving advice to a 

client. Students in a team could have different roles 

but also discuss ideas and methods. 

A simulation tool was shortly introduced during 

the first weeks of the course and students got 

familiar with it through a guided example 

presented by some teaching assistants, who had 

been former students in the same course. 

One of a couple of different buildings (Fig. 1) were 

randomly assigned to each of the nine teams.  

Both buildings were detached houses, with two 

storeys for a three-person family. The envelope 

was typical of the ‘60s, therefore lacking any 

insulation and adopting single pane glazing. The 

buildings had different internal layouts, different 

orientations (main axis East to West or North to 

South), and different locations (Bolzano, Italy – 

cold winter and warm to hot summer, or Graz, 

Austria – with colder winter and slightly milder 

summer as in Fig. 2). 

Shade cast from nearby buildings is also included 

in the evaluation in order to promote careful 

analysis of the context. 

Even if non-thermal energy performances were not 

considered, students were encouraged to maximise 

daylight as a preference from the owner. While 

guaranteeing minimum access to daylight through 

the prescription of a minimum WWR was re-

quested, increasing window size, changing their 

position and redefining the internal layout was al-

lowed. 

Students were asked to proceed to the following 

steps:  

(i) Analysis of the baseline case,

(ii) Assessment of the energy impact of interven-

tion measures,

(iii) Definition of cost-effective solutions, and

(iv) Assessment and improvement of thermal com-

fort and indoor air quality.

Data to perform the economic analysis (costs for 

the different interventions, including windows 

resizing and repositioning, layout redesign and 

shades installation) were provided after phase (ii). 

Input and requisites for the comfort analysis were 

provided after the cost-effective optimization in 

phase (iii). 

At the end of phases (ii), (iii) and (iv), the teams 

were asked to give a short presentation (10-15 

minutes) to the other groups (three times in total), 

receiving comments and answering questions. This 

represented a novelty compared with the original 

project work, which was mainly discussed at the 

end of the course and only with the examiner. 

In two rounds after the second and third 

presentations, all teams were also asked to 

evaluate each other’s work, selecting the best one 

for each of four categories (i) presentation; (ii) 

innovation; (iii) comprehensiveness; (iv) 

performance. From the preferences expressed in 

the two rounds, a ranking list was formed for each 

of the evaluation categories, and updated with the 

teacher and teaching assistants’ evaluations. Four 

teams were commended as the best in one of the 

categories and one as overall winner for the game. 
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Fig. 1 – Residential buildings for the business game. The cases 

of Bolzano (above) and Graz (below) 
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3. Results and Discussion

As for the outcomes of the adoption of the game, 

an initial evaluation concerns the students’ 

behavior and strategies. In particular, some interes-

ting techniques were observed among those imple-

mented to overcome limitations in the calculation 

capabilities and minimize the required efforts. 

Most of the groups developed a customized 

approach to assessing the combined effect of dif-

ferent intervention measures and to adding optimi-

zation objectives in an efficient way. 

Some of noticeable strategies adopted in the 

different phases are reported below: 

(i) The preliminary analysis of the baseline con-

figuration was generally conducted through a

multi-zone simulation. One of the teams,

however, ran free-floating simulations con-

sidering individual rooms, to point out spe-

cific critical points from peculiar temperature

profiles. Some teams also included daylight

evaluation, even if not explicitly requested.

(ii) Most of the teams decided to redefine the

layout and window position, to optimize both

the distribution of spaces and the access to

solar gains and daylight. In many cases, pre-

liminary parametric evaluations were per-

formed with different window sizes.

(iii) Some teams minimized the cost of a full

sensitivity analysis on each of the inter-

vention measures, establishing a preference

order. They selected the most influential in-

terventions, adopting parametrically the most

extreme levels allowed for each. They then

kept the order in the optimization steps. Some

others increased the level of each intervention

at a time (such as the insulation thickness),

stopping when the marginal improvement

was reduced to below a certain percentage,

and moving to the next with the same ap-

proach.

(iv) Energy optimization followed generally from

either the simple combination of the preferred

levels of the different intervention measures,

or a sequential approach. That foresaw the

optimization of the most impacting inter-

vention, adding on top of it the second best,

and so on. In some cases, students seemed

more aware of the possible non-linear inter-

action effects, so solutions related to the pre-

vious intervention level were explored again

after adopting the new one.

(v) Cost optimization was mostly based on the

evaluation of the economic performance

(simple payback period) of the energy opti-

mized configurations. Subsequently a reduc-

tion in the investment cost and so in the pay-

back was attempted through the decrease or

removal of some of the interventions, such as

of the reduction of the insulation thickness or

moving back to single or double pane glazing

from double or triple, respectively. Some
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groups decided to cap the economic indi-

cators. 

(vi) Comfort (thermal and IAQ) was generally

only assessed verifying the compatibility of

the renovated configuration(s) with the

prescribed comfort category. In some cases,

when overheating issues were highlighted,

some control strategies dealing with increased

natural ventilation or with some refined as-

sumptions about the occupant’s behavior and

presence were considered. Somewhat surpri-

singly, some of the teams simply decided to

adopt air conditioning.

Presentations deserve a special mention. 

Presentations proved to be a good tool not only to 

engage the participation and practice some soft 

skills, such as communication strategies, but also to 

self-assess the quality of the work. Reiteration led 

to an increased quality level: some groups were 

motivated to increase the number of simulations, 

explore different solutions, use different ap-

proaches, and in general to verify their own 

results, and refine the presentation strategy. Over-

all, presenting and discussing among peers and 

with the support of the teacher and assistants 

proved to be effective in reinforcing, together with 

the game itself, the effectiveness of the different 

steps in the learning cycle, and improving the 

overall outcomes of the course. 

Some general pros and cons can be listed as 

follows. As concerns the positive aspects: 

(i) A simulation tool was learned through its

direct use, with little need for training but

some hours to develop a guided test case

together with the students;

(ii) A more competitive context and an early start

was able to increase collaboration and team

working within groups with respect to the

original project work. Some level of spe-

cialization of the members of a group was

observed;

(iii) The business game promoted a more practical

mind-set, more aware of real-life limitations

and more sensitive to a client’s perspective,

forcing students to consider aspects they

would not be fully aware of otherwise;

(iv) Multi-objective optimization without the

availability of optimization tools, which could

have been considered detrimental, turned out

to be quite beneficial. It forced the students to

develop empirical approaches to assess sensi-

tivity and refine solutions;

(v) Public discussion and multi-step develop-

ment allowed the comparison of the interme-

diate achievements of the groups, stimulating

students to improve their approaches and

recognize the limitations of the proposals.

Some negative outcomes or aspects to improve on 

have that have been identified are: 

(i) The game had to start even earlier than the

theoretical lessons to be able to provide ade-

quate insight into the involved phenomena.

That is accepted in ExL but would require

deepening the phase of abstract conceptua-

lization and the support for the teams and

students;

(ii) Some of knowledge and skills required to

develop the project are partially missing, such

as those related with the economic evaluation.

This could require in the future a multi-disci-

plinary approach in which the business game

encompasses different courses;

(iii) A significant amount of time had to be

allocated during the course, in particular for

autonomous work, which might lead to com-

pression of some parts and overloading of the

students;

(iv) MOO without reliance on optimization tools

led to sub-optimal solutions and possibly to

inconsistencies between the findings of

different groups;

(v) The structure of the business game still needs

to be refined, and some dynamics and roles/

responsibilities introduced more clearly.

(vi) The evaluation grid needs to be improved to

support the conceptualization phase and ge-

nerate more competition among groups.

4. Conclusion

This work reports on the implementation of a 

business game-like task in a university course in 

Building Physics and Building Energy Simulation 
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for a Master program in Energy Engineering at the 

Free University of Bolzano. The course had already 

been designed and organized to take advantage of 

some ExL techniques. In particular, BP and BES 

concepts and competences were already developed 

in a learning cycle approach, implementing and 

experimenting on the theoretical foundations pre-

sented in class through the development of a simu-

lation spreadsheet including all the relevant as-

pects contributing to the building dynamic energy 

behaviour. 

In this framework, a project work was designed in 

the form of a business game, with small groups 

competing and comparing the solutions proposed 

in a series of presentations to the class. The game 

focused on the renovation of a small residential 

building. It was organized into four phases, asking 

the students to refine the project by adding pro-

gressively contrasting objectives, such as energy, 

costs, and comfort.  

The activity required the students to use a BPS 

tool, with only basic preliminary knowledge, while 

theoretical foundations related to BP and to the 

numerical solutions of the governing equations 

were still being provided in parallel, as described 

in Gasparella (2017).  

Overall, the attempt improved the quality of the 

experiential learning approach proposed in the 

course, stimulating greater participation and 

promoting a deeper awareness of the main 

concepts, skills and competences required in the 

field. The business game represented a step 

forward regarding the usual project work, in 

particular because of its structured approach, the 

focus on a couple of reference cases only, the 

presentations and interactions occurring after each 

phase and the discussion within and among the 

groups.  

There is still a significant amount of work to do in 

order to: 

(i) Provide more structured rules and roles, to

make the game more realistic and engaging.

(ii) Consolidate the features of the case studies in

order to facilitate the development of some

parts which would have needed more infor-

mation and to simplify the verification.

(iii) Involve professionals in the definition of the

case study ( to make them more realistic as

from point i) and possibly also in the dis-

cussion and evaluation of the results 

(iv) Extend the game to other universities and

introduce “finals” levels involving the best

groups from each university
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