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1. The Recommender
Problem



The “Recommender problem”

e Traditional definition: Estimate a utility function that
automatically predicts how much a user will like an
item.

e Based on:

Past behavior
Relations to other users
ltem similarity

Context

0O O O o o



Recommendation as data mining

The core of the Recommendation
Engine can be assimilated to a
general data mining problem

(Amatriain et al. Data Mining Methods for Recommender
Systems in Recommender Systems Handbook)
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Data
Preprocessing

Distance Metrics (2.1)
Sampling (2.2)

Dimensionality PCA (2.3.1)
Reduction (2.3) SVD (2.3.2)

kNN (3.1.1)
Decision Trees (3.1.2)

Regression Rules (3.1.3)
Supervised & Classification Bayesian Classifiers (3.1.4)
Regression Logistic Regression (3.1.5)
Model SVM (3.1.6)
Learning ANN (3.1.7)

Association Rule Mining (4.2)
Matrix Completion (4.3)

k-means (4.1.1)
Density-based (4.1.2)
Message-passing (4.1.2)

Unsupervised

Clustering Hierarchical (4.1.2)
: LDA (4.1.2)
Test
easnlglg Evaluating Classifiers (3.3) Bayesian
Validation Non-parametric (4.1.2)

LSH (4.1.2)
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Data Mining + all those other things

User Interface

System requirements (efficiency, scalability, privacy....)
Serendipity

Diversity

Awareness

Explanations
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Serendipity

e Unsought finding

e Don't recommend items the user already knows or
would have found anyway.

e EXxpand the user's taste into neighboring areas by
Improving the obvious

e Serendipity ~ Explore/exploit tradeoff
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Explanation/Support for Recommendations

il'lllll I'H_'\U\
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e The Next Three Days

2010 133 minutes

When his wife is sent to jail on murder charges
she fervently denies, a college professor hatches

-

P ——
—

More Info

Starring: Russell Crowe, Elizabeth Banks
Director: Faul Haggis

i

Based on your interest in: lron Man 2, John G and
X-Men Ongins: Wolvenine

Our best guess for Xavier

L 2 8 8 3

Not Inte In Instant Que

a meticulous plan for the ultimate prison escape.

Social Support

Home  Masterpiece Classic...

Downton Abbey
ki

Exposing the snobbery and machinations of a
disappearing class system, this seres
chronicles the elite Cramey family and their
assorted servants.

friends have watched this




Diversity & Awareness

Personalization awareness
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Diversity




What works

e Depends on the domain and particular problem

e However, in the general case it has been demonstrated
that the best isolated approach is CF.

o Other approaches can be hybridized to improve results in specific
cases (cold-start problem...)

e \Vhat matters:

o Data preprocessing: outlier removal, denoising, removal of global
effects (e.g. individual user's average)

o “Smart” dimensionality reduction using MF

o Combining methods through ensembles



2. The Netflix Prize



Netflix Prize

What we were interested in:

High quality recommendations

Proxy question:

Accuracy in predicted rating

1 s
MSE = | — i —1i)2
RMS 7 ;(?fb yj)
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2007 Progress Prize

Top 2 algorithms

SVD - Prize RMSE: 0.8914
RBM - Prize RMSE: 0.8990

Linear blend Prize RMSE: 0.88

Currently in use as part of Netflix’ rating prediction
component

Limitations

Designed for 100M ratings, not XB ratings
Not adaptable as users add ratings

Performance issues



What about the final prize ensembles?

e Offline studies showed they were too computationally
intensive to scale

e Expected improvement not worth engineering effort

e Plus.... Focus had already shifted to other issues that had
more impact than rating prediction.



3. Beyond Rating
Prediction



Everything is a recommendation

Tech TEDWeekends - CES 2013 - Social Media - Women In Tech - Tech Videos - Influencers And Innovation

iy == it e e
Py \ ==
= } o . -1 o i & Hop v"

Could Iron Man's Lab Soon Be A Facebook To Introduce New Photo
Reality? Feature

Netflix's New "My List' Feature
Knows You Better Than You Know
Yourself (Because Algorithms)

The Huffington Post | By

Posted: 08/21/2013 1:44 pm

30 12 2 7 107 GET TECHHOLOGY NEVISLETTERS:

SUBSCRIBE




Evolution of the Recommender Problem

Context
1 1 1 T |
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Rating Ranking Page Optimization Context-aware
Recommendations



3.1 Ranking



Ranking

e Most recommendations are presented in a sorted list
e Recommendation can be understood as a ranking problem

e Popularity is the obvious baseline

® \What about rating predictions?



Ranking by ratings

L5 L WETELIT QRIEIMAL

Y  Breaking
Bad

4.7 4.6 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5

Niche titles
High average ratings... by those who would watch it



Quora




Example: Two features, linear model

TRU IT
/ j -

Linear Model:

f_(uv)=w p(v)+w, r(uv)+b

Predicted Rating

Popularity



Example: Two features, linear model

Predicted Rating

Popularity

3unjuey |eul
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Learning to rank

Machine learning problem: goal is to construct ranking
model from training data

Training data can be a partial order or binary judgments
(relevant/not relevant).

Resulting order of the items typically induced from a
numerical score

Learning to rank is a key element for personalization

You can treat the problem as a standard supervised
classification problem



Learning to rank - Metrics

e Quality of ranking measured using metrics as
o Normalized Discounted Cumulative Gain
o Mean Reciprocal Rank (MRR)
o Fraction of Concordant Pairs (FCP)
o Others...

e But, it is hard to optimize machine-learned models directly
on these measures (e.g. non-differentiable)

e Recent research on models that directly optimize ranking
measures



-
Ranking - Quora Feed

Business Intelligence Answers wanted - 1m

Goal: Present most interesting stories fOr @ what were the steps and experiences that Quora went
through when they started to build out their data science and
Interesting = topical relevance + intelligence team?

Want Answers | 28 Write Answer | Share Downvote

social relevance + timeliness

Stories = questions + answers

Computer Programming t Tommy MacWilliam wrote this - 20 Dec

ML: Personalized learning-to-rank approac| How does a blind computer programmer do programming?
t Tommy MacWilliam, Quora Mobile Engineer

100 upvotes by Adrien Lucas Ecoffet, Eyob Fitwi Abraham, Charles Prakash Dasari,

Relevance-ordered vs time-ordered = big g ==
Ever done a Python Bee before? Now imagine every day of your life is like that.

One of my best friends in high school was diagnosed with Leber’s hereditary
optic neuropathy his senior year. LHON i... (more)

Upvote | 100 | Downvote Comment Share 2

Football (Soccer) Answers wanted - 4m
Why was Mourinho so eager to replace Cech?

Want Answers | 1 Write Answer = Share Downvote



3.2 Similarity



Similars

Your Queue | # Suggestions For You

More like Thirtysomething

MIYzEs:
TiFH

e Displayed in
many different
contexts

o Inresponse to
user
actions/context
(search, queue
add...)

o More like... rows




Similars: Related Questions

Given interest in question A (source) what other
questions will be interesting?
Not only about similarity, but also “interestingness”

Features such as:

o  Textual
o  Co-visit
o  Topics
@)

Important for logged-out use case

RELATED QUESTIONS

How do you decide to regularize
between L1/L2 or best/greedy subset
selection?

What's a good way to provide intuition
as to why the lasso (L1 regularization)
results in sparse weight vectors?

What is the difference between
normalization, standardization, and
regularization for data?

Why is L1 regularization supposed to
lead to sparsity than L27

What are the conditions of using L1 and
L2 regularization respectively?

What are some papers/talkslectures/not
es that give high-level overviews of
regularization, especially L1 and L2
regulariz... {continue)



Graph-based similarities




Example of graph-based similarity: SimRank

e SimRank (Jeh & Widom, 02): “two objects are
similar if they are referenced by similar objects.”

G

ProfA StudentA

e [{a)| [I(b)] Univ
s(a,b) = e s(I:(a), I;(1)) .
II(I’I:]”I(EJ:]' ; ; ! ProfB StudentB
: { ProfA., StudemB )} . {ProfB. StudentB}
@ (b)

Figure 1: A small Web graph G and simplified node-pairs
graph G2. SimRank scores using parameter C' = 0.8 are
shown for nodes in G2,
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Similarity ensembles

e Similarity can refer to different dimensions
o Similar in metadata/tags
o Similar in user play behavior
o Similar in user rating behavior
o ..
e Combine them using an ensemble
o Weights are learned using regression over existing response
o Or...some MAB explore/exploit approach
e The final concept of “similarity” responds to what users vote as

similar



3.3 Social
Recommendations



Recommendations - Users

Discover new people
e Goal: Recommend new users to follow © e
James Altucher
® Based on: _ Blogger, author, soc...
Followed by Alaka Halder
o Other users followed B 28 more

Follow | 49.5k
o Topics followed

Feifei Wang

o User interactions dd BLHE, TEER
Followed by Emily Nakano
o User-related features Co and 7 more

Follow | 24.6k

= A Ellen Vrana
Writer

Followed by Katie Hoban

and 15 more

Follow | 25.1k



User Trust/Expertise Inference

e Goal: Infer user’s trustworthiness in relation
to a given topic
e We take into account:

o Answers written on topic

o Upvotes/downvotes received
o Endorsements
O

e Trust/expertise propagates through the network

e Must be taken into account by other algorithms



Social and Trust-based recommenders

e A social recommender system recommends items that are “popular”
in the social proximity of the user.

e Social proximity = trust (can also be topic-specific)

e Given two individuals - the source (node A) and sink (node C) -
derive how much the source should trust the sink.

e Algorithms

Advogato (Levien) C
Appleseed (Ziegler and Lausen)
MoleTrust (Massa and Avesani)
TidalTrust (Golbeck)

O O O O




Other ways to use Social

® Social connections can be used in combination with
other approaches

e |n particular, “friendships” can be fed into collaborative

filtering methods in different ways

o replace or modify user-user “similarity” by using social network
information

O use social connection as a part of the ML objective function as
regularizer



3.4 Explore/Exploit



Explore/Exploit

e One of the key issues when building any kind of

personallzatlon algorithm is how to trade off:
Exploitation: Cashing in on what we know about the user right
now

o Exploration: Using the interaction as an opportunity to learn
more about the user

e We need to have informed and optimal strategies to
drive that tradeoff

o Solution: pick a reasonable set of candidates and show users
only “enough” to gather information on them



T
Multi-armed Bandits

e Given possible strategies/candidates (slot machines) pick the arm that has
the maximum potential of being good (minimize regret)

e Naive strategy: e-greedy
o Explore with a small probability € (e.g. 5%) -> choose an arm at random
o Exploit with a high probability (1- € ) (e.g. 95%) -> choose the best-known arm so far

e Translation to recommender systems
o Choose an arm = choose an item/choose an algorithm (MAB testing)

e Thompson Sampling

Given a posterior distribution, sample on each iteration and choose the action that
maximizes the expected reward



T
Multi-armed Bandits

A Contextual-Bandit Approach to
Personalized News Article Recommendation

- Lihong Lit, Wei Chut, John Langford* Robert E. Schapire+‘
Explore-EprOIt n TOp-N Recommender Systems i 'Yk?.ﬁ'huu! I‘_ébs h _l@*mﬁm! Labs *Dept of Computer Science
A 5 ihong,chuwei@yahoo- jl@yahoo-inc.com Princeton University
via Gaussian Processes inc.com schapire@cs.princeton.edu
Hastagiri P Vanchinathan Isidor Nikolic - Fabio De Bona
ETH Zirich . .. Microsoft, Zirich Google, Zirich
hslaeSt et oS ae i oon IiGrgoople-com Context Adaptation in Interactive Recommender Systems
Andreas Krause
% ETH Zunﬁ[: i
dabe e Negar Hariri Bamshad Mobasher Robin Burke
DePaul University DePaul University DePaul University
Chicago, IL 60604, USA Chicago, IL 60604, USA Chicago, IL 60604, USA

nhariri @ cs.depaul.edu mobasher@cs.depaul.edu rburke@cs.depaul edu

Linkedin.

Recommending ltems to Users: An Explore Exploit

Perspective

Deepak Agarwal, Director Machine Learning and
Relevance Science, Linkedin, USA

CIKM, 2013




3.5 Page
Optimization



Page Composition

10,000s of
possible
rows

-

1 personalized page

House of Cards NETELLX

10-40
rows

SAFE
HAVEN

Y ) per device

Variable number of
possible videos per
row (up to thousands)



Page Composition
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User Attention Modeling

Web Search (Google) Social Network (Twitter)

‘HHHHH_H‘IH

From “Modeling User Attention and
Interaction on the Web” 2014 - PhD Thesis by Dmitry Lagun (Emory U.)



Page Composition

e To put things together we need to combine different elements
o Navigational/Attention Model
o Personalized Relevance Model
o Diversity Model

Beyond Ranking: Optimizing Whole-Page Presentation Fair and Balanced: Learning to Present News Stories

. s = : ;
Yue Wang' , Dawei Yin?, Luo Jie* , Pengyuan Wang?, Makoto Yamada®+, Amr Ahmed*', Choon Hui Teo*', S.\. N. Vishwanathan*, Alex Smola
Yi Chang®, Qiaozhu Mei** . * Co-first authors.
'Department of EECS, University of Michigan, Ann Arbor, MI, USA ._¥ahoo! Research, Santa Clara, CA 95053, USA
*Yahoo Labs, 701 First Avenue, Sunnyvale, CA, USA *Purdue University, West Lafayette, IN 47907, USA
“Snapchat, Inc., 64 Market St, Venice, CA, USA {amahmed,choonhui,smola}l@yahoo-inc.com, vishy@stat.purdue.edu

’Bicl‘nfmmat_iea .Gerjte‘r .In‘st'rtutg for thmical Rg§ga!gh, Kywqta I.I_ﬂi_ve:s!‘tx: U;!_ ‘Kyoto‘ Japan



3.6 Beyond user/rating



N-dimensional model

User
Id Name Age
101 John 25
102 Bob 18
103 Alice 27
104 Mary Z1

[Adomavicius et al., 2005]

R (RATINGS)

101 6
102
103
104
|
Y
Item
Id Name Cost
2 AB17 250.00
3 AB23 299 95
5 XY70 150.00
7 ZZ55 115.50

—

R(101,7.1)=6

Id MName

1 Weekday
2 Weekend
3 Holiday




Tensor Factorization

Moviasg !

> 7
= 1

Users!

GO
HOSVD: Higher Order Singular

. g
Value Decomposition

U c R _ M ¢ R™*9M agnd C ¢ R¢*X%c HOSVD
' Model

S c RdU Xdpar Xdc

R[U,M,C,S] := L(F,Y) + Q[U, M, C] + Q[S]



Tensor Factorization

R[U. M. C, 8] = L{F.¥) + Q[U, M, C] +9[5]
Where:

Q[F] = AmlIMIIE + AullUIIE + AcllCliE Q[S] := 25 ||S||2
e \We can use a simple squared error loss function:
1
I(f.y) = E(f — y¥)*?
e Or the absolute error loss
Kt y) = |f—yl

e The loss function over all users becomes

L(F,Y) = ZZ*’(’L Yiy)



Factorization Machines

e Generalization of regularized matrix (and tensor)

factorization approaches combined with linear (or
logistic) regression

e Problem: Each new adaptation of matrix or tensor
factorization requires deriving new learning algorithms

— Hard to adapt to new domains and add data sources

— Hard to advance the learning algorithms across approaches
— Hard to incorporate non-categorical variables



Factorization Machines

e Approach: Treat input as a real-valued feature vector

— Model both linear and pair-wise interaction of k features (i.e. polynomial regression)
— Traditional machine learning will overfit

— Factor pairwise interactions between features

— Reduced dimensionality of interactions promote generalization

— Different matrix factorizations become different feature representations

— Tensors: Additional higher-order interactions

e Combines “generality of machine learning/regression
with quality of factorization models”



Factorization Machines

e Each feature gets a weight value and a factor vector

— O(dk) parameters

be R, we RV € RIxXF

e Model equation'

f(x) = b—l—Zwa@ —|—T Y Tix; VIV, O(dz)

=1 j=2+1
1 d

2



Factorization Machines

Two categorical variables (u, i) encoded as real values:

(" Feature vector x )
x® 1\0[0|...‘1\0|0|0|...ﬁ
x| 1]olo]..Jol1]o]o]..
x| 1]ofo olol1]o].-
x*|ol1]o0 olof[1]o0]..
x*|ol1]o0 olo|lo]1
x*|oflo|[1]..J1]o]o]o]..
x»lofof1]..JofJo[1]0]..

A" B © |7 NASW ST

]
i

M Movie /)

FM becomes identical to MF with biases:

f(x) = b+ wy, +w; +viv,

From Rendle (2012) KDD Tutorial



Factorization Machines

Makes it easy to add a time signal

é Feature vector x "

wf1Tolol_f1]ololol.loz

x| 1]0|o0 o[1]o]o].. 08

x[1]o]o olo[1]o].. be1

x*[o|1]o0 o[o[1]o].. 03

x|l 0o|1]0 0 | @|a|d ;E

x®| oo [ 1].l1lo]o | ) ‘ 0.1

x"’0‘0[1|.. 0|0|1|0‘...0.8

A B C TI NH SW ST ...

\_ A User .9 Movie )

Equivalent equation:
T T T

(X)) = b4 wy + w; + 2w + V, Vi + TV, Ve + VS Vy

From Rendle (2012) KDD Tutorial



Factorization Machines (Rendle, 2010)

e |2 regularized

— Regression: Optimize RMSE
— Classification: Optimize logistic log-likelihood

— Ranking: Optimize scores Gradient 1 if 0 is b
. . . f(X) lf 9 is wj;
° o6
Can be trained using: {x Sy s — s px? Af 6 ds vr s
- SGD - Least squares SGD:
— ﬁf;aptwe SGD 0 — 0 —n ((f(x) — y) f(x) + )\99)

- MCMC



Factorization Machines (Rendle, 2010)

e Learning parameters:

— Number of factors

— Iterations

— Initialization scale

— Regularization (SGD, ALS) — Multiple
— Step size (SGD, A-SGD)

— MCMC removes the need to set those
hyperparameters



3.7 Deep Learning

(See Balazs Hidasi’s slides)



4. Lessons Learned



1 IMPLLCIT STGNALS BEAT
ECPLLCET ONES
(ALMOST ALWAYS)
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Implicit vs. Explicit

[ Many have aCknOWIGdged NETFLIX The Netflix Tech Blog

Friday, April 6, 2012 Links

Netflix US & Canada Blog

that implicit feedback is more
p by Xavier Amatriain and Justin Basilico (Personalization Science and Engineering) e

Netfix Brasil Blog

In this two-part blog post, we will open the doors of ane of the most valued Netfli assets: our Netfix Benslux Blog

recommendation system. In Part 1, we will relate the Netfix Prize to the broader recommendation challenge,

outline the external components of our personalized service, and highlight how our task has evolved with the Netflix DACH Blog

business. In Part 2, we will describe some of the data and models that we use and discuss our approach to Neiflix France Blog
u S e u algorithmic innovation that combines offline maghine leaming experimentation with online AB testing. Enjoy..

and remember that we are always looking for more star talent to add to our great team, so please take a look Netflix Nordios Blog

at our jobs page. Netflix UK & Ireland Blog

The Netflix Prize and the Recommendation Problem Netfix ISP Speed Index

e |s implicit feedback really always

You@@ Official Blog

more useful?

Five Stars Dominate Ratings

Postd: Tuescay, Septber 22,2009 e @ A

. | I S O W I I y ‘This graph fascinated us and so we wanted o share. It shows the number of videos that receive specific star
’ [ - bt p

YouTube Comes To A 5-Star Realization: Its Ratings Are
Useless

MG Siegler (@parisiemon)

] f [ ]in[s [ s r |

Seems like when it comes to ratings it's pretty much all or nothing. Great videos prompt action; anything less
prompts indifference. Thus, the ratings system is primarily being used as a seal of approval, not as an edtorial
indicator of what the community thinks about a video. Rating a video joins favoriting and sharing as a way to tell
the world that this is something you love.




Implicit vs. Explicit

’ s, Ex sa .
P = | communiy ~
. . . . v
° Top-US-Grossing Feature Films Released In 2014
e Implicit data is (usually):

Sortby: Popularty | AZ | User Rating | Num Votes | US Box Offce v | Rurime | Year | US Release Date

1 American Sniper (2014) AddtoWaictis| S350M
ok 73
Nauy SEAL sniper

o More dense, and available for all users
’ 2 The Hunger Games: Mockingjay - Part 1 (2014) Add o Watchist|  $337M
vvvvvvv

s Lawrence Witk Jenner Lawrence, Josh Hutcherson, Liam Hemsworth

o Better representative of user behavior vs. e

81

Prat, Vin Disel, Bradey Coope

121 mis,

= i With
user reflection o | T e

,,,,,,,, 78

o batte a newfreat flom isory: an assassin known as the
Winter Solder.

Wit Chis Evans, Samuel L Jackson, Scariet Johanssa
6m

o More related to final objective function =

o Better correlated with AB test results

1:50 019,031 ttes. Next»

Sort by: Pogulry | AZ | User Rating v | Num Vol

1 Forgive and Forget (2014) Ao Wetcist

e [E.g. Rating vs watching

102 mns.
2 Manjong and the West (2014) Addto vactist
,,,,,, 04
10 bury e mter,
princess, who forces her o confonta shared vauma fom the past
i Joseph Muszynski Wit Jannete Bloom, Alyssa Caipenter, Tom Guy.
97 mins.

3 National Theatre Live: Coriolanus (2014) gt Vst
4 Ao it
5 Ao it

a0
sueet
chidren fom ih abuse of a ciminal rganizaton

ons Wit Ace Arcur, Fabio Arc, Alessio Arome
e 59 mins.




Implicit vs. Explicit

e However

o Itis not always the case that
direct implicit feedback correlates
well with long-term retention

o E.g. clickbait
e Solution:

o Combine different forms of
implicit + explicit to better represent
long-term goal

upvote

Startups (@ Kelvin Ho upvoted this answer from 2011 - Sat
click —— " "
What is the genesis of Instagram?
Kevin Systrom, CEO, co-founder
© 127k Views + Upvoted by Adam D'Angelo, former investor in Instagram + Adam
Marchick, CEO of Kahuna. Have helped start both for-profit and non-pr... - Rob

Abbott, Ribbit (acquired by BT), Founder @ EGG HAUS - Joseph Quattrocchi -
Cinjon Resnick + 44 others you follow

First off, we have to say that we never expected the overwhel:
that we've seen. We went from literally a handful of users to the #1 free expand
photography app in a matter of hours. But as my cofounder ... (more) /

Upvote | 3.8k Downvote Comments 32+ Share 248

N

downvote share



) BE THOUGHTFUL ABOUT YOUR
TRAINING DATA

Quora



Defining training/testing data

e Training a simple binary classifier for

good/bad answer Cab P QLR T W
o Defining positive and negative labels -> g K8 AR & TS Sl
Non-trivial task Lo R T R
o Is this a positive or a negative? e ma ol 14 0 VS R,
m funny uninformative answer with many ! A ' wh ¥ '.. ) ':.'.'..”'l,‘l':'. e
upVOteS “ ‘:- .",ul :'.... '.'::." :=-.: '1 ', . ';:'l'f. J ll.,"
m short uninformative answer by a well-known gt ] " . .
expert in the field ".".-_'.'I st .'.::-lf'.'.:': L .'.",",‘..'. By
m very long informative answer that nobody % ':::' ':‘:' o ,"_ LR
reads/upvotes G W T e
m informative answer with grammar/spelling ; ! . A
mistakes Uiy o s i L i B e



3 YOUR MODEL WILL LEARN
WHAT YOU TEACH T TO LEARN

Quora
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Training a model

e Model will learn according to:
o Training data (e.g. implicit and explicit)
o Target function (e.g. probability of user reading an answer)

o Metric (e.g. precision vs. recall)

e Example 1 (made up):

o Optimize probability of a user going to the cinema to
watch a movie and rate it “highly” by using purchase history
and previous ratings. Use NDCG of the ranking as final
metric using only movies rated 4 or higher as positives.



Example 2 - Quora’s feed

click ————> what is the genesis of Instagram?

e Training data = implicit + explicit T

First off, we have to say that we never expected the overwhelming response

. . L4 that we've seen. We went from literally a handful of users to the #1 free expand
. a r e u n C I O n a u e O S O W I n a photography app in a matter of hours. But as my cofounder ... (more) PES
. Upvote | 3.8k
/
upvote
t t downvote share
y Business Intelligence Answers wanted = 1rr

What were the steps and experiences that Quora went
through when they started to build out their data science and

user ¥ weighted sum of actions: ligonce war?

Want Answers | 28 Write Answer | Share Downvote

How does a blind computer programmer do programming?

o  predict probabilities for each action, then compute expected B o e o e b et B B

Value: V_pred = E[ V | X ] = Za Va p(a | X) Ever done a Python Bee before? Now imagine every day of your life is like that.

One of my best friends in high school was diagnosed with Leber’s hereditary
optic neuropathy his senior year. LHON i... (more)

e Metric: any ranking metric

Football (Soccer) Answers wanted = 4m
Why was Mourinho so eager to replace Cech?

Want Answers | 1 Write Answer = Share Downvote



b EPLANATIONS MIGHT MATTER
MORE THAN THE PREDICTION

Quora



Explanation/Support for Recommendations

How can I complain about my roommate who is cheating on his

Google phone interviews?
@ Ben Garrison, Software Engineer at Google

s you

First off, I really appreciate your trying to make sure the right thing happens. I think
that's great. Cheating sucks. However, the answer is "don't worry about it". Phone

screens here at Google ar... (more)

s 23+ Share

Upvote | 968 = Dow

Last.fm
Last.fm builds detail... &

J Quantitative Finance
Quan*ﬂatwe flnance

HoDan

B maore

Follow | 74.1k

Follow | 21.9k

Baratto

AACHEL MLECH

WAITING FC

from PRADA |

= W

The Next Three Days

133 minutes

g ,._ av

iy
il When his wife is sent to jail on murder charges
& she fervently denies, a college professor hatches
- - i slcH or the Miscn escape
California Stat g rstmit:c:.l us plan for the ultimate prison escape
K More Info

California State

y Rachelle

Starring: Russell Crowe, Elizabeth Banks
Director: Faul Hgg;i;

Based on your interest in: lron Man 2, John Q and

Follow | 2.4k X-Men Origins: Wolverine

Cur best guess for Xavier:

****1

Not Inte

In Instant Queus




) LEARN TO DEAL WITH
DRESENTATION BIAS

Quora



2D Navigational modeling

800/ Junn N\ N0 m

More likely My : ||
to see |

Less likely




The curse of presentation bias

e User can only click on what you decide to show

o But, what you decide to show is the result of what your model
predicted is good

e Simply treating things you show as negatives is not
likely to work

e Better options

o Correcting for the probability a user will click on a position ->
Attention models Collaborative Competitive Filtering: Learning

Recommender Using Context of User Choice
o Explore/exploit approaches such as MAB suggtomurg  Soley Jognoa,
shy@gatech.edu bolong@yahoo-inc.com smola@yahoo-inc.com
Hongyuan Zha Zhaohui Zheng
Georgia Tech Yahoo! Labs Beijing
zha@ce.gatech.edu zhaohui@yahoo-inc.com



TR0 HAVETO PICK ONE SINGLE
APPROACH. MATRIX FACTORTZATION IS YOUR
BEST BET

Quora



T
Matrix Factorization Quora

e MF can be interpreted as

o Unsupervised:

m Dimensionality Reduction a la PCA

. d h
m Clustering (e.g. NMF) d
o  Supervised: n| X |=njg]x h B
m Labeled targets ™ regression

e Very useful variations of MF

o BPR, ALS, SVD++

o Tensor Factorization, Factorization Machines

e However...



| LVERYTHING IS AN ENSEMBLE

QQuora



Ensembles Quora

. N etfl iX Prize Was WO n by a n e nse m b I e The BellKor Solution to the Netflix Grand Prize

Yehuda Koren
Rugust 2009

o Initially Bellkor was using GDBTs

. . The BigChaos Solution to the Netflix Grand Prize
o BigChaos introduced ANN-based ensemble

Andreas Tischer and Michael Jahrer

commendo research & consulting
Neuer Weg 23, A-8580 Kdflach, Austria

e Most practical applications of ML run an

Robert M. Bell”
AT&T Labs - Research

e n S e m b | e Florham Park, NJ

o Why wouldn’t you?
o At least as good as the best of your methods
o Can combine different approaches (e.g. CF and content-based)

o Can use different models at the ensemble layer: LR, GDBTSs, RFs,
ANNS...



Ensembles & Feature Engineering Quora

e Ensembles are the way to turn any model

PSS B BENIPFEEWITENT AT 100 180mE DN WhabENS

into a feature!

e E.g.Don’t know if the way to go is to use Factorization IRE M
i

Machines, Tensor Factorization, or RNNs?

HOW THE QUEST FOR

173 9 THE ULTIMATE
o Treat each model as a “feature LEARNING MACHINE WILL

REMAKE OUR WORLD
o Feed them into an ensemble PEDRD DOMINGOS



1. BUTLDING RECOMMENDER SYSTEMS I
ALSO ABOUT FEATURE ENGINEERING

Quora



Feature Engineering Quora

Need for feature engineering

In many cases an understanding of the domain will lead to

optimal results.



Feature Engineering Example - Quora Answer Ranking Quora

i What music do data scientists lly listen to
What is a good Quora answer? e

Paula Griffin, daia scnen‘hst and bmstahst:cs PhD

I was ﬁgurlng that this question was just ﬁshmg, for someone to answer that
Big Data is their favorite band. Unfortunately, the question log indicates this
was asked about 6 months before their EP came out, so there goes that theory.

L4 r e u S a b I e This is going to be a pretty odd list, but here's the list, in order of decreasing

social acceptability:

+ Electropop -- Banks and CHVRCHES are my favorites at the moment.

M M » Miscellaneous alt-rock -- this category basically includes anything I found
L4 p rOVI d e S eX p I a n a tl O n out about from listening to Sirius XM in the car.
« Nerd rock -- What kind of geek would I be if Jonathan Coulton wasn't on
this list?

. well formatted

* Shankar Iyar data c:en‘tlst at Ouora

Based on the Pandora stations that I've been listening to, my recent work-time

PY listening consists of:
LN

1. Acoustic folk music: John Fahey, Leo Kottke, Six Organs of Admittance,
etc.

2. Post-Rock / Ambient Music: Sigur Rés, Gregor Samsa, the Japanese
Mono, Eluvium, El Ten Eleven, ete.

. Hindustani: mostly Vishwa Mohan Bhatt

2o

. Carnatic: recently Rajeswari Pariti

. Classical Guitar: recently Paul Galbraith, Konrad Ragossnig, etc.

o



Feature Engineering Example - Quora Answer Ranking Quora

ﬂ Paula Griffin,|data scientist and biostatistics PhD

How are those dimensions translated

xardr

I was figuring that this question was just fishing for someone to answer that
Big Data is their favorite band. Unfortunately, the question log indicates this

(]
I n to fea t u reS? was asked about 6 months before their EP came out, so there goes that theory.
This is going to be a pretty odd list, but here's the list, in order of decreasing

« Features that relate to the answer social acceptabilty:

Electropop -- Banks and CHVRCHES are my favorites at the moment.

Miscellaneous alt-rock -- this category basically includes anything I found
out about from listening to Sirius XM in the car.

quality itself

Nerd rock -- What kind of geek would I be if Jonathan Coulton wasn't on

. Interaction features this lis?

Straight-up nostalgia -- I have an admittedly weird habit of listening to the
H same album (sometimes just one song) over and over for hours on end
( u pVOtGS/d OW n VOtes ’ C | I C ks 9 which was formed during all-nighters in high school. Motion City

Soundtrack, Jimmy Eat World, and Weezer are my go-to's in this category.

Soundtracks of all sorts -- Chicago, Jurassic Park, Bastion, The Book of
Mormon, the Disney version of Hercules... again, basically anything that
works on a repeat loop for ~3 hours.

comments...)
- User features (e.g. expertise in topic)

Pop -- don't make me list the artists. I've already told you I listen to Disney
soundtracks; you can't possibly need more dirt on me. The general
principle is that if you can dance to it, you can code to it.

Now, if you don't mind, I'm just going to sit at my desk and be super-
embarrassed that my coworkers know what's in my headphones.

Upvote | 13




Feature Engineering

Quora

e Properties of a well-behaved
ML feature:

Deep Learning

NIPS’2015 Tutorial

Geoff Hinton, Yoshua Bengio & Yann LeCun

o Reusable

o Transformable
Aubomatiwg

Deep Learning:

o Interpretable Feature Discovery

v Reliable smenyeom

In deep learning, architecture engineering is the new
feature engineering
June 11, 2016
Two of the most important aspects of machine learning models are feature extraction and feature

engineering. Those features are what supply relevant information to the machine learning models.

w

#™4 CIFAR
.

CANADIAN INSTITUTE
for ADVANCED RESEARCH

Output
3
Mapping
Output Output from
features
y 5 3
Mapping Mapping Most
Output from from complex
features features features
) 1 3 3
Hand- Hand- i
designed designed Features ?e':ﬂi?:
program features
3 [} [y [y
Input Input Input Input
Rule-based Classic Representation Deep
systems machine learning learning
learning

Fig: I. Goodfellow



9 WHY YOU SHOULD CARE ABOUT
ANSWERING QUESTION
(ABOUT YOUR RECSYS)

Quora



Model debuggability Quora

e Value of a model = value it brings to the product P e———
e Product owners/stakeholders have expectations on . =
» $ e

the product 13 X

e ° o" o o‘oo G —

e |[tis important to answer questions to why did ‘A A \I et/ m—

o0 9 & 0060500 ® v 80 O

» 3549
® O ropuiniongromnz.

something fail

e Model debuggability is so important it can

determine:
o Particular model to use == 1 — Comt
T e T W
o Features to rely on "

......

o Implementation of tools -

wwwwwwwwww




Model debuggability Quora

e E.g. Why am | seeing or not seeing

this on my homepage feed?

feed / feature analysis using score / feature analysis using model score

This table shows feature values for the debug story (using feedStory or
debug_aid/qid above) and for the top 10 comparison stories from the same
leaf node. For each comparison story, the color (and hover text) of a feature
cell shows how the score of the debug story would change if feature values
were swapped between the debug story the comparison story. Feature rows

Feature Name aid 14862324 aid 2546362 are sorted by the maximum absolute score gain among the comparison
stories.
us
What is more dangerous, read or mountain biking?
us id 254638: id 2296
e Jack Rae, Gold medallist at British XC University Champs. President Seatie Nama Sdiidtacs ot = Bt
o afjtiotGL 20 112201 2 USER_L 0.0094589 02130526 0.213062
Up d by Richard H Vo Nghi Nguyen
us T
Encountering minor injuries: You'll get a lot more of that in cress country mountain biking. Brushing USER_L 0.0514545 0.2039045 0.203904

ug  atres, going over the bars and bruising your shoulder, scraping your legs... Maybe even fractu... (more)
OBJEC 8 None 7

USER LONG HISTORY ACTION TYPE UPVOTE RATE BY STORY TYPE 0.0094589 0.0787334
OBJEC 128263005100 709819435147759 75385661
USER_L 0.0648323 0.2112874 0.211287
USER_! 0 None 1
USER_L 0.0094589 0.0787334 0.078733
OBJEC '] 0.3824919 0.245169
OBJEC 0.1047419 None None
NUM_R 1 None None

LISFR £ n None 1



10. DATA AND MODELS ARE GREAT. Y0U KNOW
‘ WHAT'S EVEN BETTER
THE RIGHT EVALUATION APPROACH!

Quora



Offline/Online testing process Quora

) | ABTest

/ Offline Experimentation / Online Experimentation\
{Initial Hypothesis] _( Design ]_I

[ Choose Control ]

[ Reformulate —|Choose Model
| Hypothesis . J
- : . [Deploy Prototype]
Train Model J Deploy
E 5 Feature
| [Observe Behavior]
Try different f )
Model? am Test Offline '

[Analyze Results ]

no Hypothesis

Validated? Significant

Improvements?

I'no




11100 DON'T NEED TO DISTRIBUTE YOUR
RECSYS

Quora



Distributing Recommender Systems Quora

e Most of what people do in practice can fit ———

into a multi-core machine P ——
Mat h IJ n, Quoc V. Le, MnrkLM , Mare’ Aurelio Ru.zao,
Anr.lre Smﬂ Paul Tucker, Ke YngAdre Y. Ng
R e
O AS Iong as you use:. OE&JGC}DE]M = PREODOD
C‘%ﬁ’\\ﬂ\

;:;:’:s% % ﬁ =8 B3 W
\g’

m Smart data sampling

Figure 2: Left: Downpour SGD. Model replicas asynchronously feich parameters w end push gra-
fcocirt gt st saall
n.

dients Aw to the parameter server. Right: Sandblaster L-BFGS. A single
essages to replicas and the parameter server (o orchestr

m Offline schemes

m Efficient parallel code UN"# "

( b

e (.. but not Deep ANNSs) MACHJNE
LEARNING

e Do you care about costs? How about latencies or

system complexity/debuggability?




Matrix Factorization Example

Quora

P
M

N Pre-compute J




12 THE UL TS THE ONLY COMMUNTCATION
CHANNEL WITH WHAT MATTERS THE MOST:
' USERS

Quora



Ul->Algorithm->Ul

e The Ul generates the user feedback
that we will input into the algorithms

34 John David Ward, is human and...
* | don't think cuteness has

5~ [hedbibrmed ® The Ul is also where the results of

cuteness is becoming m...

U Tudor Achim added this question. . .
our algorithms will be shown
closed down?

Follow Add Answer

swer adde opic p
7 Celebrities: What is your favorite
vintage picture of a celebrity?

Feed [SECHReEMN Question Noti

e A change in the Ul might require a
change in algorithms and viceversa




5. A Recsys Architectural
Blueprint



'
OFFLINE
Netflix.Hermes i weE SngCBSN
Query results

-
i ﬁ Machine Model Nodaie
| RIVE Learr_ung training
e :
g Offline
Computation |/Machine
< Learning
: Igorithm
Nearline
NEARLINE J ;
v L Computation
' Netflix.Manhattan )l
L y
Event :
UsgLe::n @Cassandra MHS;‘}\Q Vcach
Event Distribution : Online
Data Service
Ul Client
Online
ONLINE Play, Rate, Recommendations Computation
Browse...

Machine
Learning
Igorithm

Member




OFFLINE

&‘ we'E SEWEICBS”

Netflix.Hermes

Model
training

Offline
Computation

Feature & Training
Data Generation
{ Pipeline

SEETKE

Machine
Learning
Algorithm

‘,[

Models

Machine

L Learning >

NEARLINE _( Nearline Igorithm
v LComputation
v ,
Event "
Us(g[:e:: " T asandr MHSEE\C Ycach

Event Di@-

Online
Data Service

ONLINE

Browse...

Member

Play, Rate, Recommendations

Online
Computation

Machine
Learning
Igorithm




We want the same code/systems/tools to
work for both experimentation &

production.

But we need to carefully “control” the

production code to keep it be fast.

So need to “control” offline

experimentation systems too.

4

Candidate Generation

U

Feature Extraction

Post Processing

Candidate Generation

{

Feature Extraction

..................... @

Training




6. Building a state-of-the-art
Recsys




6.1 Training, testing,
and metrics



Training, testing, metrics

e As mentioned in the lessons, this is essential

e Choose implicit data and metrics that connect to your

business goal
e Sample negatives smartly

e Select validation and test set carefully (e.g. avoid time

traveling)



Training, testing, metrics

e For metrics, prefer ranking or ranking-related metrics



6.2 Implicit Matrix
Factorization



Implicit Matrix Factorization

e EXperience says, best single (simple) approach:
implicit matrix factorization:
o ALS. Alternating Least Squares (Hu et al. 2008)
o BPR. Bayesian Personalized Ranking (Rendle et
al. 2009)



Recommended Implementations

e Quora’'s QMF
o Efficient compiled C++ code

o Supports many evaluation metrics

Pull requ

& quora/ gmf @Watch~ 37 | AStar 262 YFork 48
<>Code Issues 5 Pull requests 0 Projects 0 wiki  Insights

A fast and scalable C++ library for implicit-feedback matrix factorization models

) 17 commits. 1 branch T O releases 42 3 contributors s Apache-2.0
master ~ | New pull request Create newfile | Upload files | Findfile mﬂm
& eggies committed with JelleZijistra Update README md (+15) = Latest commit 105195 on May 18
gmi bpr: ix optimize test on clang 4months ago
E) .clang-format qmf: initial commit ayear ago
B giignore qmf: initial commit ayearago
B ravis.yml qmf: iniial commit ayearago
B CMakeLists.ixt qgmf: initial commit ayear ago
Bl LICENSE qgmf: initial commit ayear ago
[E README.md Update README.my 3 months ago

README.md

QMF - a matrix factorization library




Recommended Implementations

e Implicit

Pull requests

[ benfred / implicit @Watch~ | 37 fStr 411 YFork o7

(] []
O Effl CI e | lt <> Code Issues 10 Pull requests 1 Projects 0 wiki Insights »

Fast Python Collaborative Filtering for Implicit Datasets
fitering Sh i v
P t I -~ : I -~ ® 57 commits 1 branch © 0 releases 2.6 contributors s MIT
y n master~  New pull request Createnewfile | Upload files  Find file or download v
[ ventred Add sphinx documentation - Latest commit 64135cc 29 days ago
. docs Add sphinx documentation 29 days ago

L L]
O e -I I I a I I lta I l l e B examples Fix lastfm example: Don't ignore the number of iterations 2 months ago
. implicit Add sphinx documentation 29 days ago

o tests Explain recommendations (# 2 months ago
B gitignore fix cython build issues 11 months ago
B ravis.yml remove annoy dependency 3 months ago
Bl LICENSE Initial commit ayear ago
[E] MANIFEST.in Nearest Neighbours Recommendations 6 months ago
[E] README.md Add sphinx documentation 29 days ago
[El appveyoryml install requirements. 3 months ago

requirements.xt remove annoy dependency 3 months ago
B setup.cfg Nearest Neighbours Recommendations 6 months ago
E) setup.py bump version, add link to new blog post 2 months ago
[E) toxiini remove annoy dependency 3 months ago

README.md

Imnlirit



Others?

e Sorry to say, but | cannot recommend any others (no,

not Mahout)



6.3 A/B Test



AB Test

e S0, you have your first implementation
o Have tuned hyperparameters to optimize offline
metric
o How do you know this is working?
e Run AB Test!
o Make sure offline metric (somewhat) correlates to

online effect



AB Test

e I|deally, you would run several AB tests with different

offline metrics and data sampling strategies



6.4 Ensemble



T
Ensemble

e Now, it's time to turn the model into a signal
e Brainstorm about some simple potential features that
you could combine with implicit MF
o E.g. user tenure, average rating for the item, price
of the item...

e Add to MF through an ensemble



Ensemble

e \What model to use at the ensemble layer?
o Always favor most simple -> L2-regularized Logistic
Regression

o Eventually introduce models that can benefit from non-linear
effects and many features -> Gradient Boosted Decision

Trees

o Explore Learning-to-rank models -> LambdaRank



6.5 Iterate,
Feature Engineering



Iterate

e EXxperiment/add more features
e Experiment with more complex models
e Do both things in parallel

e Continue AB testing



7. Practical exercise



Exercise

e Train an ALS implicit matrix factorization
recommender system

e Do basic feature engineering to add other features

e Add the mix to an XGBoost-based ensemble

e This is very close to what you could be using in

real-life (minus scalability/performance issues)



8. Future Research
Directions



Many interesting future directions

Others
Indirect feedback e Intent/session awareness

e Interactive recommendations

Value-awareness

e Context awareness

1
2
3. FuII-page optimization e Deep learning for recommendations
4

e Conversational interfaces/bots for

PerSOnaliZing the how recommendations



Indirect Feedback

Quora

Challenges

User can only click on what you show
But, what you show is the result of what your
model predicted is good

No counterfactuals
Implicit data has no real “negatives”

Potential solutions
Attention models
Context is also indirect/implicit feedback
Explore/exploit approaches and learning across
time

click

upvote »Unvcle 3.8k | Downvote Comments 32+ Share 248
doxAvote

startups @@ Kelvin Ho upvoted this answer from 2011 « Sat
What is the genesis of Instagram?

ABR Kevin Systrom, CEO, co-founder
Q 27 former investor in Instagram - Adam
Marc

Firs! expected the overwhelming response

that ly a handful of users to the #1free expand
‘Photography appin a matter of hours. But as my cofounder .. (more) <™

\ share>




Value-aware recommendations

e Recsys optimize for probability of action

e Not all clicks/actions have the same “reward”

o Different margin in ecommerce
o Different “quality” of content
o Long-term retention vs. short-term clicks (clickbait)
O
e In Quora, the value of showing a story to a user is approximated by weighted sum of actions:
o v=3 v 1y =1
e Extreme application of value-aware recommendations: suggest items to create that have the
highest value
Netflix: Which shows to produce or license

Quora: Answers and questions that are not in the service



Full-page optimization

Recommendations are rarely displayed in isolation

o Rankings are combined with many other elements to make a

page ol A B 58 5 '
Want to optimize the whole page o B e L R

Jointly solving for set of items and their placement FEEEY ge ol o Ep QTS

While incorporating - R

o Diversity, freshness, exploration

. Answers

o Depth and coverage of the item set

User
recommendations

o Non-recommendation elements (navigation, editorial, etc. "=
Trending

Needs work hand-in-hand with the UX SRR e

=
i
8]

I . Topic
recommendations



Personalizing how we recommend (not just what)

e Algorithm level: Ideal balance of diversity, novelty, popularity, freshness, etc. may depend

on the person
e Display level: How you present items or explain recommendations can also be personalized
o Select the best information and presentation for a user to quickly decide whether or

not they want an item

e Interaction level: Balancing the needs of lean-back users and power users



Example rows and beyond
I (ot

Predicted

rating
House of Cards
% 2013-2015 [TV-MA 3 Seasons
A ruthless politician will stop at nothing to

SynopSIS conquer Washington, D.C., in this Emmy
and Golden Globe-winning political drama.

_ OLO
Evidence

Popular on Netflix

Row Title

Horizontal
Image




9. Conclusions



L
Conclusions

e Recommendation is about much more than just
predicting a rating
e All forms of recommendation require of a tight

connection with the Ul

o Capture the right kind of feedback

m Explicit/implicit feedback
m Correct for presentation bias

n ..

o Present the recommendations correctly
m Explanations
m Diversity
m Exploration/Exploitation
n ...



L
Conclusions

e [orthe algorithm:
o Use implicit feedback if possible
o Build a Matrix Factorization recommender system
o Think of using ensembles and turning your problem into a
feature engineering problem
o Always think of the metric you are optimizing to and the data

you are using
e Whatever you do in the lab, you should trust your AB tests
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Other resources

e 4 hour video of my lecture at MLSS at CMU (Youtube)

e “Recommender systems in industry: A netflix case study” (X. Amatriain, J. Basilico) in
Recommender System Handbook

e “Past, Present, and Future of Recommender Systems: An Industry Perspective” (X. Amatriain,
J. Basilico. Recsys 2016)

e “Mining large streams of user data for personalized recommendations” (X. Amatriain) - ACM
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Workshop on Big Data

e Visit my slideshare page: https://www.slideshare.net/xamat



