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Preface

In recent years, Building Simulation has been con-
firmed as the technique based on computer calcula-
tion to estimate either the energy or the non-energy
performance of buildings, building components and
systems, considering in particular its detailed varia-

bility in time.

In the past, most of the efforts were put into improv-
ing the detail and increasing the reliability of the
results and the capability of describing the behavior
of the building more realistically. In this respect,
validation has been one of the major concerns of the
building simulation tool. The main aim of simula-
tion was to understand better the behavior of some
specific processes, their interaction and the behavior
of the building. Modelling was particularly useful to
compensate for missing experimental data and to
overcome the impossibility of obtaining enough
experimental data or any data at all, due to the
complexity of the investigated system, the slow dy-
namic or long period of time. Starting from very
specific aspects or components, BS has progressively
included, typically with a modular approach, the

whole building or even the urban scale.

In recent years, building simulation has increasingly
taken advantage of the tremendous growth in the
availability of computational capacity, thanks to
new processors, parallel calculation, cloud compu-
ting, etc., and has opened new perspectives and us-
es. The enhancement of the level of detail, the exten-
sion of the size and application range of the domain
of investigation and the increase in the level of accu-
racy and generality of the results have all been es-
tablished as mainstream focal points. In parallel, the
diffusion of calculation capacity has awoken the
interest of practitioners and professionals in new
practical applications.

These trends also characterized the second IBPSA-
Italy conference, which took place for the second
time at the Free University of Bozen/Bolzano from 4
to 6 February 2015. Almost 100 attendees, 198 au-
thors, 67 presentations, and 4 keynote speakers con-
firmed not only the interest in building simulation,

but also the relevance and coherence of the above

focuses. In particular, four sections were devoted to
the detailed modelling of phenomena and compo-
nents (advanced modelling, solar radiation, energy
systems and envelope modelling), three to the inte-
grated and non-energy performance analysis (light-
ing and user behavior), three to the optimization
techniques for high performance buildings and ret-
rofit, and two to the development and validation of
new tools.

The participation of authors and delegates from 15
countries, together with the keynote speakers Ar-
deshir Mahdavi (Vienna University of Technology),
Ian Beausoleil-Morrison (Carleton University), Jan
Hensen (Eindhoven University of Technology) and
Athanasios Tzempelikos (Purdue University), of-
fered the opportunity to discuss issues with an in-
ternational audience as well as to compare and to

enhance the quality of the national research.

The presentation of the first IBPSA Italy Awards for
PhD Student Papers demonstrated the commitment
towards the growth of a new generation of young
researchers who will be able to sustain and diffuse
the best use of BS.

The presentation of the first IBPSA Italy Awards for
Simulation Assisted Design to distinguished practi-
tioners using building simulation in their business
confirmed how seriously the IBPSA takes practical
applications of BS.

The presence of the local Engineers and Architects
Orders, of the AICARR (the Italian Association of
Air conditioning, Heating and Refrigeration),
ANDIL (the Italian Association of Clay Brick and
Roof Tile Producers) and ASSOVETRO (the Italian
Association of Glass and Glazing Systems Produc-
ers), together with the institutional support of the
Autonomous Province of South Tyrol and of the
CasaClima Agency, allows us to be even more con-
fident that the journey undertaken has been, and

will continue to be, a great success.

Andrea Gasparella, Free University of Bozen-Bolzano
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Common fallacies in representation of occupants in building

performance simulation

Ardeshir Mahdavi — Department of Building Physics and Building Ecology, Vienna University of

Technology, Austria — bpi@tuwien.ac.at

Abstract

This keynote address offers a number of critical
observations with regard to the representation of
occupants' presence and behaviour in building
performance simulation applications, tools, and
processes. The objective is to contribute to a more
reflective attitude and to further productive discussions

of the subject in the relevant research community

1. Introduction

In this keynote presentation, I would like to briefly
address a number of critical issues with regard to
the representation of occupants' presence and
behaviour in building performance simulation
models.

As the use of the first person singular pronoun in
this presentation implies, I do not intend to
provide here a strictly technical treatment of the
subject (i.e., one that follows the typical structure
of a scientific contribution with obligatory parts
such as hypothesis, research design, experiments,
analysis, conclusion, references, etc.). Rather, the
impetus behind this talk comes mainly from
personal experiences in the course of various
professional interactions with colleagues and
students, as well as in my role as reviewer of
various topically related conference and journal
papers. In the course of these interactions and
activities, I have observed a number of explicitly
stated and tacitly implied opinions, beliefs, and
attitudes, which I consider to be at least partially
fallacious or misguided. In order to avoid the
impression of bias or ad hominem criticism, I have
abstained from pinpointing specific papers,
individuals, or software implementations. The

intention is to discuss the logical consistency and

empirical validity of ideas and models and not
personal proclivities.

It is perhaps appropriate to state upfront my two
main reasons to raise these issues. Firstly, I suspect
that certain fallacies have led — and are still leading
to — misguided tendencies in representation of
building occupants in performance simulation and
may thus impede sound progress in this area.
Secondly, I hope to contribute to a healthy and
enlightening debate, which — thorough thoughtful
consideration of the pertinent arguments — could
deepen the level of discourse and research quality
in the field.

A number of my comments may appear to be self-
evident — particularly to scientists not directly from
the field. These include, specifically, references to
some of basic principles of logical discourse and
scientific research. However, past experiences lead
me to the conclusion that perhaps occasionally

even the obvious needs to be stated.

2. Background

Let us consider the thermal performance of
buildings and related simulation procedures,
models, and tools. To conduct performance
simulation, typically four sets of model
assumptions are required, i.e., representations of
the building fabric (i), its systems (ii), internal
(occupancy-driven) processes (iii), and external
(climatic) boundary conditions (iv). These
representations and associated specific data sets
are then supplied to the simulation application’s
algorithmic core (mathematical formulation of the
pertinent physical processes). It can be cogently
argued that the quality of performance simulation,

i.e., its fidelity and reliability in representation of
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reality, depends on both the soundness of the
algorithmic core and the accuracy of the
aforementioned model input assumptions.

I shall not discuss here the validity considerations
of simulation tools' algorithms for the
representation of the physical (e.g., heat transfer)
processes. Rather, I shall focus on the
representational matters pertaining to building
occupants. The thermal performance of buildings is
not only affected by the people’s presence as a
source of (sensible and latent) heat (the so-called
passive effect), but is also influenced by their
actions, including use of water, operation of
appliances, and manipulation of building control
devices for heating, cooling, ventilation, and
lighting (the so-called active effect).

There has been arguably significant progress made
in the last decades concerning methods and
practices for specification of building geometry,
material properties, and external (weather)
conditions. Yet modelling practices pertaining to
people’s presence and behaviour in buildings are
still in need of substantial improvement. Only
relatively recently the detailed consideration of the
effects of people’s presence and their actions on
buildings' performance has become a key topic in
simulation research and application. There is still a
lack of well-established and widely shared
methods and standards for representing people in
the building simulation practice.

It seems to me that the ongoing research efforts to
develop more detailed and more robust building
occupants' presence and (control) action models
suffer in part from both conceptual fallacies and
methodical shortcomings.

In the remainder of the present treatment, I would
like to offer some related random thoughts and
observations, meant as a constructive contribution
toward a deeper and more systematic approach
toward incorporation of occupancy-related
representations in  building performance
simulation. To improve readability and simplify
formulations, I shall henceforth refer to models of
occupants' presence and  (control-oriented)
behaviour in buildings as occupancy-related

models.

3. Some random observations

3.1 Occupancy and energy use

The motivation and background section of many
recent contributions regarding occupancy-related
models mention the following: Data on energy use
of similar buildings (e.g. row house units of similar
size and orientation located in the same site) often
display a remarkable variance. The authors then
infer from this observation that given the similarity
of all the other factors, occupancy-related circum-
stances must be responsible for the variance. There
is not a fundamental problem with such a
conjecture per se. In such situations, the variation
in the patterns of presence and behaviour of
buildings' occupants may indeed explain — at least
as a key contributing factor — the bulk of the
variation in energy use data. But the assertion is
often followed by the claim that more detailed and
more sophisticated occupancy-related models
would have facilitated more accurate energy use
predictions. Therein lies a potential misunder-
standing.

The actual energy use of a building is the result of
a large number of influencing factors subject to
various levels of uncertainty and unpredictability.
More detailed and realistic representations of
occupancy-related processes in buildings and their
statistical fluctuations can shed much useful light
on statistical variance of energy use patterns.
However, I see no reason to suggest that they
would necessarily result in accurate long-term
energy use predictions of individual buildings.
Strictly speaking, the energy use of a specific
building cannot be predicted beyond a rather short
time horizon: Alone the chaotic nature of weather
patterns makes long-term building energy
performance predictions infeasible, notwithstand-
ing the quality of the building, systems, and

occupancy-related models.

3.2 The so-called deterministic
simulation

Recently, one reads and hears a criticism of
conventional performance simulation as being
"deterministic". The idea appears to be as follows:

Conventionally, a fixed set of input variable values
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are fed into the simulation and a fixed set of
indicator values are obtained as output. This
makes  simulation  deterministic and a
misrepresentation of the inherently uncertain
reality. But in this seemingly straightforward
assertion lies another potential fallacy.

Let us explore this matter more closely. Most
algorithmic representations of the physical pheno-
mena in building performance simulation
(expressed, typically, in terms of differential
equations) are indeed deterministic in nature. For
that matter, even the second-order partial
differential equations of Quantum Mechanics
(which is  popularly perceived as non-
deterministic) are as such deterministic. For
instance, the Schrodinger equation describes the
deterministic evolution of the "wave function” of a
particle. Of course, even the exact knowledge of
the wave function does not remove the uncertainty
of a specific measurement on the wave function.
Going back to the nether regions of building-
related heat transfer, we can argue that the non-
deterministic nature of the model input variables
does not make the computational core of a
simulation model (the partial differential heat
transfer equations) non-deterministic. You can of
course generate a statistical variance in the output
of a deterministic model, if you subject the model
to a variance (statistical fluctuations) in input
variables. And doing such a thing may be quite
expedient (it is called sensitivity analysis). But the
recent use of the determinism parlance, which - in
the philosophy of science — has all kinds of specific
connotations (as associated with, for example,
Pierre-Simon Laplace), is fairly irrelevant (if not
misleading), when unreflectively applied to
building performance simulation discourse.

I do not think that the simulation experts, who
have been regularly computing certain fixed
numbers for the values of various building
performance indicators for a given fixed set of
input variables have been ignorant to the fact that
all engineering computation is subject to
uncertainty. Probably, they were also not thinking
that people really do "deterministically” enter and
leave buildings or simultaneously open and close
windows like a pack of robots that follow strictly
some script according to diversity profiles found in

various codes and guidelines.

Now, it may or may not be a proper procedure to
compare the simulation-based (fixed) value of a
performance indicator (say, annual area-specific
heating demand of a building) with a respective
(likewise) code-based threshold value. But it is
important to understand the logic and purpose of
such comparisons. In many instances, they are
geared toward benchmarking (comparison of
calculated and mandated values of certain
performance indicators) and not about making
specific predictions pertaining to the performance

of a building during a specific period of time.

3.3 Variance in, variance out

Assuming you have confidence in your simulation
model’s fidelity in representing physical (i.e., heat
transfer) processes, you still need to worry about
the uncertainty of input assumptions and how they
may affect your simulation results. As mentioned
earlier, sensitivity analysis is one tool that can
provide you with a sense of your model’s
behaviour in the face of the variance of model
input assumptions. It is thus entirely reasonable to
explore the implications of occupancy-related
uncertainties for the outcome of thermal simulation
runs. Rather than using just standard diversity
profiles, you could use a variety of methods and
approaches to "randomise" occupancy-related
input data. So where is the fallacy here? None, or
not one yet.

The problem starts, when the source of assumed
variance (spread of an input variable’s values) is
not empirically substantiated. Probabilistically
induced variations in simulation results via
fluctuations of input data can be argued to be
informative to the extent that empirical basis of
such fluctuations is trustworthy or representative.
It seems fallacious to me, to argue that by the
virtue of introducing some kind of stochastic
variations in simulation input assumptions
(irrespective of their grounding in reality), more
trustworthy or reliable building performance
predictions can be made. There is one thing to
explore the behaviour of a model via systematic
input-output mapping based on generic (or

arbitrary) statistical distributions, but entirely
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another thing to claim such exercise augments
predictive capacity with regard to the performance
of specific buildings under specific circumstances.
We can avoid such misconceptions in part via
general reflections on the complexity of human
behavior, especially in socially relevant contexts.
More specifically, we must assiduously upheld the
proper scientific requirements pertaining to model
development and evaluation. These include,
amongst others, careful collection and preparation
of representative observational data, clean
separation of underlying data sets for a) model
generation and b) model evaluation, and candid
declaration of model limitations as well as proper
description of the model application scope.

With regard to models' reliability and predictive
performance, ultimately, double-blind studies
(where the empirical data collection, the model
development, and the comparison of measure-
ments and predictions are done by separate agents)
or round-robin tests would be most convincing. I
think we can and should do a better job in this

area.

3.4 About use cases

3.4.1  Occupancy-related model options and
simulation application scenarios

Let us further explore the relevance of the use cases
of building performance simulation with regard to
occupancy-related models deployed. It seems to
me that neither the choice of the occupancy-related
models, nor the choice of the criteria for gauging
their reliability is independent of the simulation’s
use case. Focusing on thermal building
performance simulation, we can think, right off the
bat, of multiple application scenarios:

e Simulation studies can target components of a
building (say, for thermal bridge analyses),
parts of a building (for example, simulation of
a typical floor of a high-rise building), whole
buildings, or even groups of buildings
(district or urban simulation).

e We can distinguish application scenarios in
view of the deployment phase of simulation
(e.g., preliminary design support, detailed
design support, systems design support,

building/system operation support).

e We can distinguish application scenarios in
view of the spatial (e.g., single-zone versus
multi-zone) and temporal resolution (e.g., 15
minute intervals versus hourly simulations).

e Application scenarios could be also

distinguished in terms of the ultimate use of
the computed parameter (generating an
energy certificate, benchmarking a design
proposal  with regard to  applicable
standardised performance criteria,
comparison of alternative designs at a certain
stage of the building design process, design
and sizing of Dbuildings’” mechanical
equipment, real-time wuse of recurrent
dynamic simulations in a predictive building
systems control routine).

The above cursory list provides an impression of
the considerable diversity of simulation-based
building performance assessment scenarios. It
seems to me that the dependency of occupancy-
related model selection (and the associated
evaluation criteria) on the type and nature of the
specific simulation wuse case at hand is
insufficiently understood.

To explore this point more thoroughly, consider

the case of the applicability of two different

representational approaches of occupancy-related
processes. Let us call them "non-probabilistic" (NP)
and "probabilistic" (PR). The NP approach is
typically expressed in terms of code-based
diversity profiles, which — as I mentioned before —
are sometimes (or one could say notoriously)
referred to as deterministic. The PR approach aims
at representational formalizations, which are
intended to capture the arguably stochastic nature
of actual occupancy-related processes.

Independent of the question of the predictive

performance of PR methods, are they to be

exclusively applied in all simulation-based
performance queries? Let us consider, in the

following two sections, a few exemplary instances.

3.4.2 Code compliance and benchmarking

What kind of occupancy-related simulation input
assumptions would make sense, when simulation
is used to provide values for a number of
aggregate performance indicators (such as

buildings' annual heating and cooling loads) that
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are declared, for example, in energy certificate
documents? Note that such aggregate indicators
are typically meant to benchmark a specific
building design brief against applicable codes,
standards, and guidelines. Naturally, this is done
under ‘"standardized" conditions pertaining to
external climate (typically represented in terms of a
standard weather file), but what about occupancy?
The use of a PR model would generate, per
definition, more or less different occupancy-related
input data for each simulation run, resulting in
correspondingly different simulation results. This
could represent a problem not only for code-based
compliance checking, but also for the performance
analyses of design alternatives, when the aim is to
compare multiple (alternative) designs irrespective
of variance in contextual boundary conditions
(weather) and occupancy. Presumably, one can
argue that the repeated simulation runs (with
incorporated PR models) would ultimately
converge to stable values for aggregate perfor-
mance indicators. But the question is if this use
scenario and the kind of time, effort, and (often
non-existent) background occupancy information it
requires can actually generate any convincing

added (procedural or predictive) value.

3.4.3 Spatial and temporal distribution of
thermal loads and capacities

Consider now a different use case. We know that
variance in occupancy-related patterns over time
and location can be quite significant. Such variance
can be critically important, for example, when we
would like to gauge the dynamics of thermal loads
in various zones of a building and deduce the
correspondingly required capacities of building’s
thermal control systems. Toward capturing the
temporal and zonal variations of thermal loads
toward design, sizing, and configuration of indoor
climate control systems, we would surely benefit
from the deployment of appropriate PR methods. It
seems to me that in this instance, using rigid NP
models of user presence and behavior that ignore
associated stochastic fluctuations (and the resulting
uncertainties) would be rather problematic. While
dealing with the requirement of providing
sufficient heating and cooling capacity to different

zones of a building in an efficient manner, the

variability of required thermal loads needs to be
systematically explored. This cannot be based on
spatially and temporally averaged occupancy

assumptions.

3.4.4 Design versus control

As I mentioned before, the nature of the applied
occupancy-related models are often claimed to
determine the reliability of building performance
predictions. But what does such an assertion really
mean, and how can we validate it? As I mentioned
before, it would be rather incoherent to expect that
simulation use cases in the design phase would
lead to the specific long-term predictions of a
specific building’s energy use. Consequently, to
evaluate the occupancy model deployed (whatever
kind it may be), it would be not appropriate to
conduct a kind of interval for interval comparison
of "predicted" and actual values of performance
indicators. Rather, in such a case, the long-term
comparison of modelled and actual general
patterns  (overall statistical resemblance) of
occupants' presence and behavior appears to be
more appropriate.

Imagine, on the other hand, that an occupancy-
related model is intended to be deployed in the
context of a predictive building systems control
scenario. Thereby, one is on the lookout for a
model that provides, for relatively short time
horizons (let us say 24 or 48 hours) the most
reliable predictions of occupancy-related events in
a specific building. In such a case, the afore-
mentioned interval by interval comparison of
predicted and actual events appears to be entirely

coherent

3.4.5 Reflections

I do not imply that the above — rather brief —
discussion of simulation deployment scenarios and
the corresponding choice of proper occupancy-
related representational ~methods is either
exhaustive or definitive. Nonetheless, it does seem
to suggest that different approaches to represen-
tation of occupancy-related processes in building
performance simulation may be appropriate given
different application scenarios and different types
of queries. If consideration of the implications of

variance in input assumptions is evidently critical
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to a specific performance inquiry, then properly
developed and calibrated probabilistic models of
occupancy presence and control actions would be
necessary. On the other hand, when the objective
of a simulation-based inquiry is to benchmark
design proposals against applicable codes and
standards or to parametrically compare design
alternatives, consideration of random variations of
boundary conditions and internal processes in
simulation runs may be less critical — or, the
intended objective of analysis could be achieved
via means (such as the old-fashioned "factors of
safety") that do not necessarily require the run-time
execution of PR occupancy-related algorithms.

An analogous observation applies to the question
of occupancy-related model evaluation. It seems to
me that not only the choice of the model, but also
the evaluation of how good it performs, requires
the consideration of the use case and the nature of
the simulation-supported queries. The way I see it,
optimization of building designs does not require
from a PR model to deliver faultless short-term
predictions of actual occupancy processes. I
suppose in this case the role of the PR model is to
test — for more or less longer observational periods
— the robustness of the projected design
performance in the face of occupancy-related
uncertainties. On the other hand, given an
application scenario involving simulation-assisted
predictive building systems control, the short-term
predictive performance of the occupancy-related
model is of critical importance. The choice of
model evaluation criteria does need to consider the
specifics of the simulation application case.

The sketchy discussion above obviously represents
only a preliminary treatment of this matter. I
suggest we need much more work and thinking
toward a clear picture of the interdependence of
simulation ~model usage and respective

representations of occupancy-related phenomena.

4. Conclusion

To conclude:
- There are all kinds of good and important
reasons to work toward better and more

sophisticated = methods of representing

people’s presence and behaviour in building
performance simulation applications. So the
question is not if we need more advanced
models. The question is how we get there.

- Simulation studies can support the
understanding of a buildings' behaviour (its
performance) given a number of assumptions.
Treatment of the uncertainties associated with
these assumptions — e.g., via uncertainty and
sensitivity analyses — can be both useful and
illuminating, but does not necessarily translate
in provision of accurate "prediction” of the real
future buildings' performance over the long
run. Moreover, mapping the variance of input
assumptions to the variance of simulation
output is only then truly useful, when the
variance of the former is empirically
grounded.

- Whatever the underlying logic of an
occupancy-related model (probabilistic or
non-probabilistic), its reliability depends on
the underlying observational data and the care
with which such data has been collected and
processed. Moreover, the application of a
model to those kinds of cases that have not
been statistically present in the model's
underlying observational basis (i.e., other
building types, construction, and system
types, other locations and climates, other user
populations, etc.) cannot be expected to yield
reliable results.

- The choice of the modelling approaches and
techniques, as well as the choice of model
evaluation criteria are not independent of the
intended purposes (application scenarios) of
the building performance simulation studies.
To identify one specific modelling technique
and to suggest it to be applied to all stages,
resolution levels, and queries in the building
delivery process is reminiscent of the
proverbial hammer looking everywhere for

nails.
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Abstract

The prediction of daylight availability in indoor
environments is nowadays an extremely relevant topic in
the design practice for many reasons: it affects the design
of the electric lighting system and therefore the
calculation of the related energy consumption; it also has
an impact on evaluation of comfort. Dynamic daylight
simulations are a helpful tool to predict daylight
availability in indoor environments and consequently to
evaluate the possible reduction in energy consumptions.
However, there are different software packages that
perform dynamic daylight simulations and they use
different engines and calculation methods which may be
a source of differences in the results. Moreover this type
of analysis requires a weather data file of the building's
location to be performed. Since there are many of them
available, which are developed from historical sets of
weather measurements using different methods, the use
of one or another can affect the simulations' results.
Therefore in this paper an example of the impact on
dynamic daylight simulations' results of different
weather data files (IWEC, Meteonorm, TRY and Satel-
Light) and different software (Daysim and 3ds Max
Design®) will be reported.

1. Introduction

The reduction of energy consumption is an
extremely important topic in the field of building
design. Lighting design is also involved in the
pursuit of this goal since, by maximizing the use of
daylight (while avoiding overheating and glare),
the use of electric light is reduced as well as the
heating and cooling loads.

Software simulations are an extremely helpful tool
to evaluate the energy consumption of different
design options but daylight simulations present a
series of problems.

The first problem concerns the approach to
daylight simulations: static or dynamic. The static
approach is based on the calculation of the daylight
factor (DF) (Waldram, 1950; Moon & Spencer, 1942)
and it has been criticized over the years.

The dynamic approach is based on dynamic
daylight simulations and dynamic daylight
metrics: Daylight Autonomy (DA) (Reinhart &
Walkenhorst, 2001), Continuous Daylight
Autonomy (DAcon) (Rogers, 2006), Useful
Daylight Illuminances (UDI) (Nabil & Mardaljevic,
2005 and 2006). This approach allows us to better
analyze daylight availability (Mardaljevic et al.,
2009). Moreover the use of these metrics is
recommended by some new laws and green
building rating systems. In particular the IESNA
introduced the use of Spatial Daylight Autonomy
(sDA) and Annual Sunlight Exposure (ASE) (IES
LM-83-12, 2013), and the USGBC set them as
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evaluation parameters in the LEED protocol
(USGBC, 2014).

There are different software packages that allow us
to perform dynamic daylight simulations and they
use different engines and calculation methods.
Therefore the use of one software or another may
affect the results.

Moreover calculation software needs a weather
data file referring to the environment's location to
perform the simulation. For a given location,
different files may be available and final results
obviously depend on the weather data used as
input. The effects of the use of different weather
data files referred to the same location on daylight
simulation results have not been widely studied
(Iversen et al., 2013).

Given these principles, the goal of this paper is on
one hand to investigate differences in simulation
results provided by different software and, on the
other hand, to compare final results obtained by
using the same software but different weather data
file.

The simulations were carried out modelling a
simple environment with a south-facing window
and located in Rome (Italy). The comparison
between software was carried out using Daysim
and 3ds Max Design®. The choice of the latter
software was made because, contrary to Daysim, it
has not been widely studied and so far only one
research project on it has been carried out
(Reinhart & Breton, 2009). For these simulations
IWEC data file was used.

For the analysis of differences in simulation results
obtained with different weather files, the
simulations were performed using only Daysim
software and four different weather files: IWEC,
Meteonorm, Satel-Light and TRY.

10

2. Simulations

2.1 Method

The geometric characteristics of the room and the
analysis grid (3m x 3m) can be seen in Figure 1.
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Fig. 1 — Model's measured plan and section

The room has only a south-oriented window with a
double pane glazing (4-16-4 mm), characterized by
a visual transmission equal to 82%.

The reflectances of the internal surfaces in the
modelled environment are the following: walls
65%; floor 30%; ceiling 80%. A ground plane (45 x
45 m) was also modelled with a 20% reflectance.
300 lux is the target illuminance considered on the
workplane (EN 12464-1 Light and Lighting of work
places - Part I: Indoor work places, 2011). Annual
daylight simulations were carried out considering
an occupancy schedule that goes from Monday to
Friday from 8:00 to 16:00 without breaks; Daylight
Saving Time goes from April 1st to October 31st.
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2.2 Software information

Daysim is one of the most widespread and studied
software for dynamic daylight simulations and,
like the majority of this type of software, it is based
on the Radiance simulation engine. The simulation

parameters are seen in Table 1.

Table 1 — Daysim simulation parameters

Table 2 — 3ds Max Design® simulation parameters

Parameter Value
Ambient bounces 7
Ambient divisions 1500
Ambient super samples 100
Ambient resolution 300
Ambient accuracy 0.05
Limit reflection 6
Specular threshold 0.1500
Specular jitter 1.0000
Limit weight 0.004000
Direct jitter 0.0000
Direct sampling 0.200
Direct relays 2
Direct pretest density 512

Render Dialog Section Parameter
Rollout
Rendering .
] Scanline Off
Algorithms
On
. Max Trace Depth,
Rendering . .
. Raytracing Reflections,
Algorithms .
Refractions : 10
On
Shadows & .
. Shadows Mode: Simple
Displacement
Noise Filtering:
None
Final Gather Advanced Max Depth,
Reflections,
Refractions: 10
Use Falloff (Limit
Ray Distance): Off
Final Gather FG Point Use Radius
Interpolation Interpolation
Method: Off
Caustics & Global Caustics
Ilumination Off
Caustics & Global Global
Ilumination [llumination Off

3ds Max Design® is not based on Radiance but on
the Exposure® technology and, starting from its
2009 release, it includes the possibility of
performing  static and dynamic daylight
simulations. The simulation parameters referred to

3ds Max Design® can be seen in Table 2.

2.3 Weather data files information

To carry out this study, four weather data files
were selected: IWEC, Meteonorm, TRY and Satel-
Light. Generally, weather data files represent a
typical year, which includes 8760 hourly data that
provide typical meteorological characteristics of a
given location. These hourly data are deduced
from historical sets of annual weather
measurements (at least 20 years) using different
statistical calculation processes. This is the case of
IWEC, Meteonorm and TRY weather data files.

IWEC files are freely available online (U.S.
Department of Energy, Energy Efficiency &
Renewable Energy) and were developed by
ASHRAE (ASHRAE, 2001); these weather data files

11



Laura Bellia, Alessia Pedace, Francesca Fragliasso

are built selecting the most representative months
from up to 18 years of data using a statistical
method.

Meteonorm weather files can be bought online
(Meteonorm) and are generated from data obtained
by meteorological stations using a stochastic model
to build a typical year.

The European Test Reference Years were
developed under contract of the Commission of the
European Communities in Brussels. A TRY file is
built from a true sequence of 12 months of
measured weather data (CEC, 1985) using a
statistical method named "Belgian".

A separate discussion has to be had for Satel-Light.
This database was funded by the European Union
to generate a European solar radiation database
based on data measured by Meteosat satellites. At
the present time it only includes the years from
1996 to 2000, so it is not possible to derive a typical
year.

Nonetheless comparing the results obtained using
Satel-Light with those achieved using the other
weather files can give interesting insights about if
and how a typical year differs from a real one.
Therefore to perform this study the year 1998 was
chosen from the Satel-Light database to build a
weather file to use as input in the simulation
software, for the other weather data files IWEC,
TRY and Meteonorm) the available files for Rome

were used.

3. Discussion and results analysis

Both the comparison between the results obtained
from the different weather data files and that
obtained with the two software packages were
carried out referring only to sensors S2, S5 and S8
(see Figure 1). Moreover in some of the graphs
reported in this section, the following
abbreviations will be used: I for IWEC file, M for
Meteonorm, T for TRY, S for Satel-Light, 3ds for
3ds Max Design® and D for Daysim, Egiob-sds and
Egob-p for global illuminances referred respectively
to 3ds Max Design® and Daysim, Edir-3as and Eair-p
for direct illuminances referred respectively to 3ds

Max Design® and Daysim.

12

3.1 Software comparison

The analysis of the results obtained using the two
software was carried out by comparing them in
terms of global and direct components of daylight
(since the diffuse component can be obtained as a
difference of these two) and dynamic daylight
metrics (UDI).

Figure 2 shows cumulative frequency for which the
percentage ratio |Egiob-3as-Egiob-nl/Egiob-3as is lesser or

equal to certain values on the x axis.
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sensor

It can be observed that S5's and S8's trends are
quite similar whereas S2's trend differs. For S5 and
S8m, differences are lower than 20% for 90% of the
year whereas for S2 only for 60% of the year. This
may depend on a different calculation of the direct
component of daylight since S2 is the sensor closest
to the window and therefore the contribution of
direct daylight is more significant.

Figure 3 shows the annual frequencies for which
only Daysim, only 3ds Max Design® or both
softwares calculate the presence of the direct

component of daylight.
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Annual frequencies for which Daysim and 3ds Max Design
calculate direct component of daylight [ %]
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Fig. 3 — Annual frequencies for which Daysim and 3ds Max
Design calculate direct component of daylight

It is interesting to highlight that the percentage of
the year during which only 3ds Max Design
calculates the presence of the direct component of
daylight is small and for S8 is even equal to zero
and only Daysim calculates the presence of the
direct component of daylight.

For S2 during the greater part of the year both
softwares predict the presence of direct daylight
whereas for S5 only Daysim calculates it for the
majority of times. To further analyze differences in
direct daylight calculation, Figure 4 was
developed. It shows the cumulative frequencies for
which the percentage ratio |Edir-3ds-Edir-nl/Edir-3ds is
less or equal to the values on the x axis.

These cumulative frequencies were calculated
considering only the hours during which both
softwares calculate the presence of the direct
component of daylight. For this reason in the
graphs there are only the curves related to S2 and
S5 since, as was demonstrated in Figure 3, for S8
only Daysim calculates the presence of direct
daylight.
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The trends related to the two sensors vary
considerably and if a percentage difference equal
to 30% is taken as a reference, the corresponding
cumulative frequency is about 38% for S5 and
about 48% for S2.

Figure 5 shows UDI values calculated for each
sensor and software. As for the weather file
comparison, it was decided to divide UDI in four

steps.

Comparison between UDI values for Daysim and 3ds Max Design
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Fig. 5 — UDI values calculated with each software

It is interesting to notice that the greatest
differences between the two softwares can be
found between UDIxo00 values.

For S2 (the sensor closest to the window) 3ds Max
Design® calculates values higher than Daysim
ones whereas for S8 (the sensor farthest from the
window) the opposite is true. However, in all the

cases the differences are quite limited.

3.2 Weather data files comparison

The comparison between the results obtained with
the different data files was carried out by
analyzing global and diffuse irradiances, Annual
and Monthly Light Exposures and UDL

Figure 6 and 7 show, for each weather data file,
cumulative frequency curves referred to global and

diffuse irradiances.
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Global horizontal irradiance: cumulative frequency
curves referred to each weather data file
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Fig. 6 — Cumulative frequency curves for global horizontal
irradiance

Diffuse horizontal irradiance: cumulative frequency
curves referred to each weather data file
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Fig. 7 — Cumulative frequency curves for diffuse horizontal
irradiance

What is interesting to notice is that TRY weather
files always show values considerably lower than
those referred to the other files. IWEC and
Meteonorm show almost coincident diffuse
irradiance's trends whereas for global irradiance
there is more difference. However, it has to be
pointed out that INEC, Meteonorm and Satel-Light
have really close trends.

Figure 8 shows Annual Light Exposures calculated

for each weather file and sensor.
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Fig. 8 — Annual Light Exposures for each weather file and sensor
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Again, it can be noted that TRY values are
remarkably lower than those related to the other
weather files. It is also interesting to highlight that
Annual Light Exposures calculated for Meteonorm
and Satel-Light are almost coincident for all the
sensors while IWEC's values are always a little
lower.

Figures 9a,b,c show Monthly Light Exposures

calculated for each sensor and weather data file.
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Fig. 9a — Monthly Light Exposure for S2
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Fig. 9b — Monthly Light Exposure for S5
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Fig. 9c — Monthly Light Exposure for S8

It is interesting to observe that the trends remain
similar for the sensors farthest from the window

and that only the order of magnitude varies.
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In more detail, TRY again shows the lowest values
and IWEC, Meteonorm and Satel-Light ones are
very close from March to September. During the
other months, differences increase and reach their
maximum values in December and January.

Figure 10 shows the comparison between UDI
values calculated for each sensor and weather data
file. UDI were divided in four steps: E
(illuminance) <100, 100<E<300, 300<E<2000, E>2000.
This choice was made in order to perform a more
detailed analysis of daylight variation inside the

room.

Comparison between UDI values for the different weather data files
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Fig. 10 — UDI values calculated with the different weather data
files

One of the most evident findings is that the use of
TRY determines results that are very different from
those obtained with the other weather data files. In
more detail, the greatest differences are observed
for UDIwo-300 for which TRY always calculates
values considerably higher than those related to
the other weather data files.

With regard to IWEC, Meteonorm and Satel-Light
weather files, differences are more limited. It is
interesting to notice that Meteonorm always
determines UDlwo values slightly higher than
IWEC and Satel-Light ones; moreover, Meteonorm
and Satel-Light determine almost coincident

UDI300-2000 values.

4. Conclusion

From the results reported in the previous sections,
it can be stated that for the examined case the use
of IWEC, Meteonorm and Satel-Light weather files
determines results with small differences. The

same conclusion does not apply to TRY weather
file, which always shows results considerably
lower than those obtained using the other weather
files.

The analysis of differences in simulation results
obtained with Daysim and 3ds Max Design®
highlighted that these differences vary much
depending on a sensor's position.

In more detail, the greatest differences are found
for the sensors located in positions where the
contribution of direct daylight is more significant.
Indeed, it was found that generally Daysim
calculates the presence of the direct component of
daylight for a greater number of hours compared
to 3ds Max Design®.

However, it is important to highlight that when
analyzing UDI values, differences are reduced both
in the case of software and weather data file
comparison.

Differences in results can affect both the prevision
of energy savings due to daylight and the
evaluation of visual discomfort, consequently a
progression of this research project would be
beneficial

Further investigation into the two topics should
include the analysis of other locations, exposures
and weather data files as well as comparisons
between the results obtained from the simulations

and field measurements.
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Abstract

Studies on Outdoor Comfort in urban open spaces adopt
several tools and software to simulate a microclimate
model, energy performance and the fluid-dynamics of
winds. The output data, therefore, of these software
solutions, e.g. temperature, wind velocity, relative
humidity, should be the input data to evaluate the
comfort indexes. In the present paper, we describe ENVI-
BUG, an ENVI-met algorithmic app developed by
Grasshopper, that uses the LadyBug method to rapidly
calculate the distribution of local PMV.

1. Introduction

The Building Simulation Application research
fields include three points of view:
a) a study from an energetic point of view
e.g. the energy needed by building
envelopes, or only envelope systems,
HVAC components, building control, etc.;
b) the study of the effect of human behaviour
and user behaviour on building energy
consumption; also included in this field
are the laws and regulations for the
effectiveness on energy policies for the
building and real estate sectors;
c) the study of the effect of buildings on
human comfort, thermal comfort, Indoor
Air  Quality, Indoor Environmental
Quality, Lighting, Acoustic, etc.
Therefore, in Building Simulation another kind of
comfort and building effect on human comfort
could be considered: outdoor comfort simulation.

Outdoor Comfort is a specific field of study and is

combined with the Urban Heat Island (UHI)
phenomenon; in other words, if the outdoor
temperature increases, the UHI increases.
Therefore, energy consumption by HVAC in
cooling mode increases, because people prefer to
stay inside buildings rather than in outdoor open
spaces. Following this point of view, a greater
understanding of outdoor comfort could increase
the use of outdoor open spaces.

Outdoor comfort depends on the Built
Environment, on the relationship between
materials and energy use, on Global Climate
change and local micro-climate: Temperature, Solar
Radiation, Wind distribution, Wind Speed,
Absolute and Relative Humidity.

The relationship between energy and climate in the
urban building environment and the factors that
influence the Urban Heat Island are described in
several studies, some of these summarised by M.
Santamouris (Santamouris, 2011), G.M. Stavrakakis
et al. (Stavrakakis, 2012) and in RUROS by CRES
(CRES 2014).

The main common software solutions to model
outdoor comfort, also described in Dessi V. (Dessi,
2008) and UHI-CE Project, are:

- ENVI-met, is a three-dimensional
microclimate model designed to simulate
the surface-plant-air interactions in an
urban environment with a typical
resolution of 0.5 to 10 m in space and 10
sec in time. Typical areas of application
are Urban Climatology, Architecture,
Building Design or Environmental

Planning, etc. ENVI-met is a prognostic
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model based on the fundamental laws of
fluid dynamics and thermo- dynamics;

- RayMan is a freely available radiation and
human bioclimate model. The model
simulates the short and long-wave
radiation flux densities from the three-
dimensional surroundings in simple and
complex environments, described in
Matzarakis et.al. (Matzarakis, 2007);

- SkyHelios (Tzu-Ping Lin, 2012) is a tool
for applied climatology, calculating the
continuous sky view factor and sunshine
duration in high spatial and temporal
resolution for each point in a complex
area.

All the software above requires expert users - it is
not simple to use — therefore not useful during the

design-process.

2. Goal of paper

In this paper, we describe a tool to support
designers in order to evaluate Outdoor Thermal
Comfort, by PMV index, in 3-D. The new tool,
called ENVI-BUG, is used to model outdoor
comfort and combines ENVI-met and LadyBug
input data.

3. Methodology and software solutions

The methodology developed concerns a
contemporary use of three kinds of software:
- ENVI-met, to obtain microclimate data
distribution in outdoor spaces;
- LadyBug. Rhinoceros and Grasshopper to
develop ENVI-met data in 3-D and to
input data by human body to evaluate a
PMYV index;
- ENVI-BUG to see 3-D results.
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Modelling

ENVI-Metva.1 Simulation

Output Extraction

ENVIBug { Import Data

Rhinoceros | —»|  Grasshopper +

Ladybug { PMV Calculation
ENVI-Bug { 3-D Visualize '7

Fig. 1 — ENVI-BUG flow chart

3.1 ENVI-Met and LadyBug

ENVI-met software is a freeware to analyse the
outdoor microclimate around a single building, an
open space or a neighbourhood. It is possible to
visualize ENVI-met results with the Leonardo
application. The result is a 2D coloured planimetry
or section, in which each colour corresponds to a
range value.

LadyBug software is an open source environmental
plugin for Grasshopper3D that helps architects and
engineers create an environmentally conscious
architectural design. LadyBug imports standard
EnergyPlus Weather files (EPW) into Grasshopper
and provides a variety of 3D interactive graphics to
support the decision-making process during the
initial stages of design. LadyBug was developed by
Mostapha Sadeghipour Roudsari. (Sadeghipour
Roudsari, 2013),

3.2 ENVI-BUG

ENVI-BUG Software is a generative algorithm (or
plugin) that combines ENVI-met, Rhinoceros,
Grasshopper and LadyBug.

The aim of ENVI-BUG is to obtain 3-D output
results of ENVI-met and to simulate a punctual
distribution of PMV, in 3D space, with several
human body and clothes data.

In order to use ENVI-met and ENV-bug, we need
to arrange (Figure 4):
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- the “file folder” (called
OUT_ENVIMET_CSV) where we will save all
input data file. In order to allow the plugin to make
a complete file directory, the file must be a test
(*.csv) file;

- the Rhinoceros file (*.3dm), of the case
study, because Grasshopper can only run after
Rhinoceros has started. The ENVI-BUG files are in

*.3dm in order to:

o save any 3-D geometry, tree or
graphics changed;

o insert a  “model-man”  to
represent punctual PMV;

- the Grasshopper file (*.gh) with ENVI-
BUG plugin.

To start ENVI-BUG, we must to drag “ENVI-
BUG.gh” into the Grasshopper Canvas.

» Documents » ENVI-BUGT» v |42 searchen.. 0|
| —

hv Burn New folder =~ Al @
Documents library T
ENVI-BUG
Name ’ Date modified Type

OUT_ENVIMET_CSV File folder

ENVI-BUG Rhino 3-D Model
& Envi-BUG Grasshopper Docu..

Fig. 2 — File folder for ENVI-BUG

4. Modelling results

ENVI-Met v3.1 includes 4 output modules:
Configuration Editor, ENVIEddi, LEONARDO 3.75
and “Xtract tool”. The “Xtract tool” is to export
output data.

The ENVI-BUG permits two kinds of simulation
for the PMV index:

a) DPlan-space distribution - in this case we
need to set ENVI-met “Xtract tool” with
the human body at a height of 1.6 m. Then
we need to export file data into the *.csv
file.

b) Urban Canyon (section) simulation - in
this case we need to set an ENVI-met
section, then use “Xtract tool” to export

file data into the *.csv file.

The above extraction will be done for each

variable: air-temperature, wind speed, mean

radiant temperature, Relative Humidity. The Open
space (building, place, train, people etc.) must be

simulated in 3-D with Rhinoceros.

When we start ENVI-BUG, it instantly reads the
*.csv data in the OUT_ENVIMET_CSV folder and
subsequently converts data into point grid values.
Then the above grid is visualized in Rhino
Viewport and each grid node has a PMV number
(Figure 3).

Fig. 3 — The 3-Dimension visualization of PMV vectors (z)

5. Case-study and results

An example of ENVI-BUG application is discussed
in the following paragraphs.
The case study is a Social Housing District called
“Pilastro” located in Bologna (44.511°N, 11.397°E).
The scenarios are:
a) the Actual Condition of things of Urban Canyon,
the Height/Width ratio is 1, the track road and car
parks are in asphalt; the vertical building surface
has several textures and colours (red, grey and
white);
b) the Designed/Simulated Condition, concerns the
horizontal surface of Urban Canyon, especially if
we simulate:

- a new road (one way) instead of a car-

park;
- a substitution of the current road with

grass.
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Fig. 4 — Case Study portion of “Pilastro District”

5.1 Results of PMV indexes in Horizontal
Distribution

The Analysis of Actual Condition (a) reports a
homogeneous zone of maximum discomfort in the
central area. The main discomfort is when human
body activity is just 1 met (sitting).

Figures 5.a, 5.b show the results of PMV
distribution in Actual Condition within the space
of urban canyon, for human body activities: Sitting
(a), Standing (b)
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Fig. 5.a — Actual Condition of PMV Distribution — Metabolic
Activity: Sitting (1 met)
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Fig. 5.b — Actual Condition of PMV Distribution — Metabolic
Activity: Standing (1.2 met)

The results of (b) Designed/Simulated Condition
show a decrease of the discomfort area.

Figures 6.a, 6.b show results of PMV distribution
for human body activities: Sitting (a), Standing (b),
Walking 2mph (c)

As shown in the case of Walking, the discomfort
area is larger than the Sitting or Standing activities,
depending only on metabolism (met). In spite of
this, Figure 14.c of the Simulated Condition shows
a lower discomfort compared with the Actual
Condition.

In the case of Sitting, the comfort condition, before
and after simulation, shows a decrease in the

discomfort-area.
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Fig. 6.b — Design Condition of PMV Distribution — Metabolic
Activity: Standing (1.2 met)
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Fig. 6.b — Design Condition of PMV Distribution — Metabolic
Activity: Standing (1.2 met)

6. Conclusions

The present outdoor comfort simulation tools — like
ENVI-met — show some lack of usefulness and
interface with the users.

This study describes a new tool to improve ENVI-
met use, in order to simulate several input data
and to show the spatial distribution of PMV.

In order to make and to assess design choices, it is
better to have a good graphic visualization of the

results.
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Abstract

Recently, increased efforts have been invested to enhance
the sophistication of occupancy modelling approaches in
building performance simulation. However, the
effectiveness of such approaches depends on the
robustness of the underlying empirical information.
Thereby, an important question pertains to the existence
and level of inter-individual differences in occupancy
patterns. In the present contribution, we use a repository
of monitored occupancy data in an office building to
address this problem empirically. The results of the study
facilitate a discussion of the diversity in observed
occupancy profiles and the implications for relevant

occupancy models in building performance simulation.

1. Introduction

Given the impact of occupants on building
performance, modelling occupants’ presence and
behaviour is one of the critical topics in the studies
pertaining to building performance simulation
(Mahdavi 2011). Specifically, numerous libraries of
typical occupancy profiles (see, for example,
ASHRAE 2013, Davis et al. 2010, Duarte et al. 2013)
and a number of probabilistic and non-
probabilistic models (e.g., Reinhart 2001, Page et al.
2008, Richardson et al. 2008, Mahdavi et al. 2015)
have been proposed to represent the complex
nature of occupancy patterns in building
performance simulation tools. In this context, one
important open question concerns the differences
between building occupants with regard to their
patterns of presence. Independent of the
characteristics of the proposed and applied
occupancy models, the diversity of occupants and

its implications must be addressed, lest systematic

representation of occupancy processes in building
performance simulation would not be warranted.
While extensive and comprehensive occupancy
information is rarely available for model
development purposes, systematic statistical
analyses of existing data can improve the state of
art in consideration of occupancy diversity in
respective modelling efforts. Knowledge of the
diversity among the occupants and corresponding
models could also help to bring about a proper
balance between simulation accuracy and
computational costs by selecting the optimum
sample size and targeting for the suitable
complexity level in occupancy-related models.
Given this background, the present study focuses
on the extent of uncertainty related to occupancy
related events in office buildings (e.g., arrivals,
short-term absences, departures). Specifically,
observational occupancy data are used to explore if
and to which extent event-related uncertainties
may be influenced by the diversity of individual
occupancy patterns. Toward this end, occupancy-
related data obtained from a university campus
office area were subjected to statistical analysis.
The office area is equipped with a monitoring
infrastructure and accommodates a number of staff
in administrative and academic positions. Long-
term high-resolution monitored occupancy data
from a number of workspaces in this office area

was obtained.

2. Methodology

For the purpose of the present study, we use data

obtained from an office area in a university
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building in Vienna, Austria. This office area is
equipped with a monitoring infrastructure to
continuously collect data on indoor environmental
conditions, state of devices (luminaires, radiators,
windows and doors), and occupancy (presence).
Specifically, we present and discuss here data
regarding the presence of eight occupants who
work in this area. The occupants include both
academic and administrative staff, and both faculty
members and graduate students. The area layout
includes a single-occupancy closed office, two
single-occupancy semi-closed offices, and an open
plan office area.

The occupancy data have been obtained via
wireless  ceiling-mounted  sensors  (motion
detectors). The internal microprocessors of the
sensors are activated within a time interval of 1.6
minutes to detect movements. The resulting data
log entails a sequence of time-stamped occupied to
vacant (values of 0) or vacant to occupied (values
of 1) events. To facilitate data analysis, the event-
based data streams were processed to generate 15-
minute interval data. This procedure derives the
duration of occupancy states (occupied / vacant)
from the stored events and returns the dominant
occupancy state of each interval. Occupancy
periods before 8:00 and after 19:45 were not
included in the study to exclude, amongst other
things, the presence of janitorial staff at the offices.
Occupancy data for a 35-month period (April 2011
to February 2014) were used to conduct the current
study.

Data was analysed via basic means of visualisation
and descriptive statistics. The results are expressed

in terms of the following indicators:

e  First arrival time (FA)

e Last departure time (LD)

e  Occupancy duration (OD)
e  Number of transitions (NT)

The first arrival time (FA) and last departure time
(LD) are derived by detecting the first and last
occupied 15-min intervals in a day. The occupancy
duration (OD) is calculated by counting the
number of occupied intervals in a day. Number of
transitions (NT) represents the number of daily

occupied-to-vacant transitions.
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Note that, given the very small number of
occupants, the present analysis is merely of
exploratory nature. The idea is to obtain a first
impression of the critical issues and examine the
structure of the research conducted as a starting
framework for future — more detailed and more

comprehensive — studies.

3. Results

Table 1 summarizes the eight occupants' presence
monitoring results in terms of six basic statistics,
namely mean, standard deviation, coefficient of
variation (CV), median, mode, and interquartile
range for the four indicators (FA, LD, OD, and
NT). Despite the small number of occupants, the
values of the four indicators for all occupants were
displayed in terms of box plots. Figures 1 and 2

provide two instances of such box plots (for FA
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Table 1 — Summary of the statistical analysis results

Indicators Statistical Occupants
measures P1 P2 P3 P4 p5 P6 p7 P8
mean 11.1 8.7 9.7 9.8 9.6 10.0 10.0 94
median 10.75 8.25 9.25 9.50 9.25 9.50 9.63 9.25
standard deviation 1.2 1.1 1.2 1.3 1.4 14 14 0.8
i mode 10.8 8.3 8.8 9.3 9.3 9.3 9.0 9.3
(617 0.11 0.13 0.13 0.13 0.15 0.14 0.14 0.08
IQR 0.75 0.75 1.00 1.00 1.00 1.50 1.75 0.50
mean 18.0 16.7 18.2 18.0 17.7 17.6 18.3 16.2
median 18.25 17.00 18.50 18.50 18.25 17.75 18.50 16.50
standard deviation 14 0.9 1.6 1.7 1.8 1.7 1.2 1.2
P mode 18.8 17.3 20.0 19.3 19.0 17.8 18.8 17.3
(617 0.08 0.05 0.09 0.09 0.10 0.09 0.07 0.07
IQR 1.88 0.75 2.00 2.00 2.25 2.00 1.25 1.25
mean 3.3 44 4.0 3.9 3.7 34 3.9 3.2
median 3.25 4.50 4.00 3.75 3.75 3.25 3.75 3.25
standard deviation 1.3 14 14 1.5 1.4 1.3 1.2 1.0
P mode 3.0 4.8 43 33 3.8 33 35 2.5
(617 0.40 0.31 0.36 0.37 0.37 0.39 0.31 0.31
IQR 2.00 1.75 2.00 2.00 1.75 1.75 1.75 1.50
mean 47 5.4 5.6 49 5.0 4.8 5.6 49
median 5.00 5.50 6.00 5.00 5.00 5.00 6.00 5.00
standard deviation 1.9 1.9 22 21 2.1 2.0 1.9 1.7
N mode 4.0 6.0 5.0 5.0 6.0 4.0 6.0 5.0
(617 0.40 0.34 0.40 0.43 0.41 0.42 0.34 0.34
IQR 3.00 3.00 3.00 3.00 2.00 3.00 3.00 2.00

4. Discussion and conclusion

The monitoring results and the associated statistics

support a number of observations:

Some indicators (OD, NT) appear to

display a normal (symmetrical)
distribution pattern, whereas others (FA,
LD) are non-symmetric. Specifically, as
one could expect, FA is left skewed (most
arrivals before noon) and LD is right
skewed (most departures after noon).

The skewedness of FA and LD is not well

represented in the statistical mean, but the

position of median (and mode) with

regard to mean provides pertinent
information. For instance, in case of FA,
all median and mode values are smaller
than mean, whereas in case of LD, median
and mode values are consistently larger
than mean. This observation is also
consistent with the relative magnitude of
the interquartile range and the mean
values. The former values are smaller in
the FA case whereas they are larger in the

LD case.
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e The values of the standard deviation and
CV suggest a larger spread of data in case
of the OD and NT as compared to FA and
LD.

e When thinking about the level of the
diversity amongst the occupants, the
following impression emerges: In those
cases, where the inter-individual
differences appear to be large, the
absolute magnitude of variance is rather
small (FA, LD). On the other hand, in
those cases where the absolute magnitude
of variance is larger (OD, NT), the inter-
individual differences are relatively small.
This observation, if confirmed by future
studies (involving larger sets of occupants
in a multitude of buildings), could imply
that the inter-individual differences
amongst occupants' presence patterns do
not necessarily represent a major
statistically relevant concern.

e The indicator NT shows remarkable
consistency across multiple occupants (as
expressed in the values of almost all
statistics considered). Again, one could
cautiously suggest that this indicator
might display - to a certain degree -
values that are fairly consistent across

multiple occupants
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Abstract

Computational assessment of buildings' thermal and
visual performance as well as the estimation of building-
integrated solar-thermal and photovoltaic collectors
require detailed boundary condition information
regarding sky  conditions. Advanced  building
performance simulation tools for energy and daylight
modelling typically rely on high-resolution sky models
that provide radiance and luminance values of discrete
sky patches. Perez et al. (1993) and CIE (1996) represent
instances of such models, incorporated, for instance, in
the RADIANCE lighting simulation application. The
performance of such models needs to be examined
against measured data in various locations. In this paper,
we used the RADIANCE application to compute
irradiance values on vertical surfaces facing four cardinal
for a location in Vienna, Austria. Thereby, both Perez et
al. and CIE models were deployed. The simulated
vertical irradiance values were compared with
corresponding measurement results. The statistical
appraisal of the comparison points to limits in the
predictive accuracy of both models. The results are
discussed to address potential contributing factors and

future research needs.

1. Introduction

Deployment of performance simulation in building
design and control phase is believed to have the
potential to enhance the buildings' performance in
their life cycle. This requires reliable input data for
simulation models. Specifically, obtaining high-
resolution solar radiation data can represent a
challenge. Consequently, a number of models have
been developed to compute radiance/luminance

data for arbitrary patches of the sky dome

(Nakamura et al. 1985, Perez et al. 1991, Brunger
and Hooper 1993, Igawa et al. 1997, Kittler et al.
1997, Kittler et al 1998, Darula and Kittler 2002,
Mahdavi and Dervishi 2013). Among these models,
two (CIE 1996 and Perez et al. 1993) are well-
known and applied in RADIANCE application
(Ward 1994). This paper reports on the comparison
of simulated vertical irradiance values (obtained
using the above mentioned sky models
incorporated in the RADIANCE application) with
corresponding measurements (April to November
2014) for the location Vienna, Austria (48N11'54”,
16E22°107).

2. Methods

2.1 Models

Combining physical principles and a large set of
experimental data, Perez et al. 1993 introduced a
model to predict the sky luminance for discrete sky
patches. Basically, the model contains two
variables and five coefficients (See equation 1). The
variables are zenith angle of the considered sky
point and angular distance between the sky point
and the sun disk. The coefficients resulted from
least square fitting of the data and can be obtained

from a table.
Lr=[1+u5%z]><[l+cgd‘5+ ECDS:E] (1)

Here, _ is the angular distance between the sky

3

element and the sun disk, - is the zenith angle of

considered sky element and 4, b, ¢ d, and e are the

mentioned coefficients. In order to select from the
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table the values of the five coefficients, two
variables, namely, sky brightness ( ﬁ) and sky

clearness (E‘ must be calculated (See equation 2, 3).
|

Iy gif
1+1.041z,° 2)

e ger + 1 a0
[ hadif r!.dlr'+ 1.04123!
E=

_ Mair X Ihaif 3)

I exr

Here, is horizontal diffuse irradiance,
Thaif I gir
normal direct irradiance, _ solar zenith angle,
iz Mair
is the extraterrestrial
mLExt
is generated based on the

optical air mass, and

normal irradiance.
I m.dir

Perez et al. global to direct conversion model
(1991).

To deploy the currently implemented version of
the CIE model in RADIANCE, we made use of the
option to assign specific values to the tool's
pertinent parameter in accordance with the
relevant sky category. Toward this end, we
considered the following four categories: clear,
intermediate without sun, intermediate with sun,
and overcast. In order to map our weather station
data into these four categories, we used a simple
assignment rule based on the magnitude of the
direct normal and diffuse horizontal irradiance

components (see table 1).

Table 1 — Categorization of CIE skies in the model

Iy dir Iy gif Column 3
>=120 <130 Clear sky
Intermediate sky
>=120 >=130 ,
without sun
<120 <100 Overcast sky
Intermediate sky
<120 >=100

with sun
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2.2 Data

Department of Building Physics and Building
Ecology at Vienna University of Technology is
equipped with high-resolution microclimatic
monitoring station. This station is located at the
roof top of the main building of the university,
which is situated in the Vienna city centre. To
assess the performance of the models in capturing
the sky radiance distribution, we used measured
irradiance data incident on the aforementioned
four vertical surfaces. Moreover, measured
horizontal global (or direct normal) and diffuse
irradiance data was used as input for CIE and
Perez et al. models to generate the sky radiance
distributions. In the present contribution, we focus
on the 15-minute interval data collected in the

period between April and November 2014.

2.3 Comparison

The RADIANCE lighting simulation program
(Ward 1994) was used. Perez et al. 1993 and CIE
1996 sky models are embedded in the RADIANCE
program in terms of Gendaylit (Ward 2014a) and
Gensky (Ward 2014b) routines. Simulation results
(vertical irradiance values) using these two models
were compared with corresponding measurement
results. Toward this end, a number of statistical
measures were used, namely, root mean square
error (RMSE), r-square (R?), relative error (RE),
coefficient of variation of RMSE (CVrwmse), and

cumulative distribution function.

3. Results

Figure 1 entails the fisheye false colour images of
the sky hemisphere based on both sky models and
HDR camera for partly cloudy and clear sky
instances. The images are taken in 5-minute
intervals using a LMK 98-3 luminance camera
equipped with neutral density filter. In the
presence of the clear sky instance, Perez et al.
model (Gendaylit) appears to be more realistic than
CIE (Gensky). However, in the presence of the
cloudy sky instance, none of the models appear to
generate a faithful representation of reality. This

circumstance could be attributed to the complexity
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of the radiance distribution under cloudy Table 2 — Statistical measures of models based on
. measurements for different directions
conditions.
To compare the calculated vertical irradiance Direction RMSE CVrmse R2

values with the measured one, the aforementioned

statistics were derived (Table 2). Figure 2 shows Perez North 30.6 31.7 0.567
or
the cumulative distribution function and histogram CIE 343 35 0.495
based on relative errors (RE) in percentages for the
. S . Perez 97.23 33.3 0.924
four cardinal directions plus the horizontal plane. CIE as 991 04 0.926
The Perez et al. model displays a slightly better
performance. Model errors are largest for the north Perez South 32.9 12.9 0.981
orientation (almost half of results based on the CIE 35.1 138 0.981
Perez et al. model display a relative error larger Perez e 601 4 0.965
9 i i es
than 20%) and smallest for the south orientation CIE 614 218 0.963
(some 80% of the results based on the Perez et al.
model show errors less than 20%). With regard to Perez Horizontal 16.1 3.6 0.999
CIE 15.8 3.6 0.999

the horizontal irradiance, both models perform

quite satisfactorily. However, this was expected,
given the fact that measured irradiance data is
already fed to the RADIANCE as input

information. The respective small errors may be

due to the adopted approach to categorization of
skies (Table 1).

Fig. 1 — From left to right (HDR fisheye image, Gendaylit false color, Gensky false color), upper row: clear sky (4 July 2014 10:45 am local
time), lower row: cloudy sky (10 July 2014 10:45 am local time)
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Fig. 2 — Comparison of CIE (Gensky) and Perez et al. (Gendaylit) sky models for vertical surfaces facing the four cardinal directions in terms of
cumulative distribution functions (left) and distributions (right) of relative errors (location: Vienna, Austria)
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4. Conclusion

Irradiance on four vertical surfaces was estimated
using the RADIANCE application. Thereby, two
embedded sky models (Perez et al, CIE) were
deployed. The comparison of the computational
results ~ with  corresponding  measurements
conducted in Vienna, suggests these sky models
would have to be improved - or calibrated - to
reproduce the measured data with sufficient
accuracy. Future research will address a multi-
location model comparison. Moreover, a more
recent CIE sky model (Darula and Kittler 2002)
involving the categorisation of sky conditions into

15 types will be considered for evaluation.
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6. Nomenclature

Symbols

A sky brightness defined by Perez et
al.(-)

£ sky clearness defined by Perez et al.(-)

T ir horizontal diffuse irradiance (W/m?)

Lo gir normal direct irradiance (W/m?)

] S— normal extraterrestrial irradiance
(W/m2)

L, Relative luminance (Perez et al.)

Mgir Optical air mass (-)

£ angular distance between the sky

element and the sun disk (degrees)

E zenith angle of considered sky
element (degrees)

Zy zenith angle of the Sun (degrees)
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Abstract
The ongoing EU-funded project RESSEEPE explores, in

addition to the hardware-centric solutions, the potential
for the enhancement of energy efficiency in public
edification through the optimization of buildings'
operational regime. For the purpose of this contribution,
we report on the simulation-based studies on three public
buildings across Europe within the framework of the
RESSEEPE project: A secondary School in Skelleftea,
Sweden, a hospital in Terrassa, Spain, and a university
building in Coventry, UK. The case studies provide a
basis for the formulation of a general modelling and
analysis process for the implementation of advanced
control scenarios, as well as an evaluation of the extent to
which these measures can contribute to enhancing the

building performance in different European climates.

1. Introduction

Energy efficiency measures in the domain of
existing buildings may be broadly classified as
either hardware-centric or software-centric. While
the former measures target building hardware
(e.g., thermal quality of the building envelope,
efficiency of environmental control equipment), the
latter focus on building operation processes
(Schuss et al. 2013). Given this background, the
ongoing EU-funded project RESSEEPE (RESSEEPE,
2014) explores, in addition to the hardware-centric
solutions, the potential for the enhancement of
energy efficiency in public edification through the
optimization of buildings' operational regime.
Specifically, one of the project’s objectives is to
compare the energy and indoor-environmental

performance of a number of existing facilities

before and after real or virtual implementation of
control improvement measures. The suggested
control scenarios focus on predictive building
systems control and passive environmental
strategies. For the purpose of this contribution, we
report on the simulation-based studies on three
public buildings across Europe within the
framework of the RESSEEPE project: A secondary
School in Skellefted, Sweden (Balderskolan), a
hospital in Terrassa, Spain, and a university
building in Coventry, UK (George Eliot building).
The case studies provide a basis for the
formulation of a general modelling and analysis
process for the implementation of advanced
control scenarios, as well as an evaluation of the
extent to which these measures can contribute in
enhancing the building performance in different

European climates.

2. Approach

2.1 Small-scale energy models

In order to evaluate the effectiveness of advanced
control scenarios with the aid of dynamic
performance simulation, a number of demo
buildings’ small-scale thermal performance models
have been built in the well-known building
performance simulation  tool EnergyPlus
(EnergyPlus 8.1.0, 2014). In the case of the George
Eliot building, the model includes a large
classroom, four small classrooms/offices and the
corridor between these rooms. The Balderskolan
model consists of a number of classrooms located
on the ground floor. In the Terrassa hospital model

four typical north-facing and south-facing patient
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rooms were modelled. Figures 1 to 3 illustrate the
geometry of the small-scale EnergyPlus models
(visualized by OpenStudio plugin for SketchUp)
for demo buildings in three RESSEEPE demo sites.
The building models were generated based on the
best information available and a number of
assumptions. The small-scale energy models
enabled us to perform faster parametric
simulations to evaluate the effectiveness of the
retrofit measures with different configurations. It is
also worthwhile to mention that the small-scale
energy models have a relatively generic nature.
That is, even though they have been derived from
specific buildings, they can serve to evaluate the
effectiveness of measures in the same type of

rooms (with similar functions) in similar weather

conditions.

Fig. 1 — EnergyPlus model geometry for George Eliot building

Fig. 2 — EnergyPlus model geometry for Balderskolan

Fig. 3 — EnergyPlus model geometries for Terrassa hospital

2.2 Typical year historic weather data

To perform dynamic simulation studies on
potential retrofit measures, we obtained hourly
weather data from the closest possible weather
stations to the demo sites, namely Coventry
airport, Skelleftea airport, and Sabadell (as an
interpolated city). The Meteonorm 7.1 software tool
(Meteonorm, 2014) was used to provide the data
and generate typical year weather data files for the
simulation tool. To generate the typical year
weather data, temperature data from the period
2000 - 2009 and radiation data from 1991 - 2010

were used.

2.3 Dynamic simulation-based studies
2.3.1 Baseline model

Table 1 summarizes the baseline HVAC system operational
assumptions. Note that, in case of Skelleftea demo building, it
has been assumed that the HVAC system does not operate
during the summer holidays (i.e. June to mid-August).

Table 2 summarizes the baseline assumptions in
small-scale demo building energy models with
regard to infiltration, mechanical ventilation and

ventilation heat recovery.

2.3.2 Conventional HVAC system time
scheduling and set points optimization
To evaluate the impact of adjusting heating and
cooling set-points (and where applicable the
system scheduling) on building heating and cooling

Table 1 — Assumptions with regard to HVAC set-points and
availability schedule

De.m o Coventry Barcelona  Skelleftea
building
Heating 21 21 21
set-point
Cooling 24 24 24
set-point
. Weekdays: Weekdays:
ie;;;ﬁm 5:00 to Always  5:00 to 17:00
schedule ¥ 22:00 on Weekends:
Weekends: off
Cooling Nominal Nominal
o . Always .
availability working on working
schedule hours hours
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Table 2 — Modelling assumptions pertaining to infiltration,
mechanical ventilation & heat recovery

Demo building ~ Coventry Barcelona  Skelleftea

Infiltration

rate [h1] 0.55 0.2 0.2

Mechanical
ventilation No Yes Yes
availability

Mechanical
outdoor air
flow rate per
zone [m3/s]

- 0.02 0.30

Mechanical

ventilation Occupied  Occupied
availability hours hours
schedule

Ventilation
heat recovery - No Yes
availability

Sensible heat
recovery - - 0.80
effectiveness

demands, we conducted parametric simulations
using each demo building energy model. The
parametric study involved simulating all demo
building models with heating set-points of 18 to
24°C and cooling set-points of 21 to 27°C (with
steps of 0.5).

In the case of the Coventry and Skellefted demo
buildings, which do not operate constantly, we also
considered the impact of setting back the thermostat

during the early morning preheating phase.

2.3.3 Predictive HVAC systems time
scheduling and set points optimization
Integrating short-term weather forecast data and
occupancy predictions in the building or zone
controller provides opportunities to maintain
thermal comfort conditions more efficiently, i.e.
with less heating and cooling loads on the
secondary and primary systems. More specifically,
weather forecast and predicted occupancy data
allow the controller to detect those days of the year
that despite having relatively cool temperatures in
the morning, the building/zone is expected to be
overheated at midday due to high solar gain, high
outdoor temperatures, high internal gains or a
combination of these factors. In such a situation,

the early morning preheating (or the whole heating

when applicable) can be deactivated without
compromising thermal comfort. Such a predictive
control does not only reduce/remove the morning
heating demand, but also reduces the afternoon
cooling load, as a smaller amount of heating
energy should be removed from the building.

To evaluate the effectiveness of this strategy, we
exposed the demo building energy models to
specific outdoor environment conditions obtained
from local historic data, which offer the above-

mentioned possibility.

2.3.4 Passive cooling with day-time
ventilation

One of the strategies considered to be implemented
in demo buildings is the use of ventilation to
reduce the building cooling load. Introducing
outdoor air to the building can be accomplished
via manually or automatically operable windows
or via the HVAC system, which is known as free
cooling or outdoor air economizer.

In a simulation-based evaluation of this strategy, in
order to avoid overcooling, a minimum indoor
temperature was set to activate natural ventilation
(or free cooling). Cleary, this can only be applied in
automated implementations. Table 3 summarizes
the assumptions with regard to daytime ventilation

strategy for different demo building models.

2.3.5 Passive night-time ventilation using
weather forecast

Predictive  nighttime  ventilation  involves

ventilating the building during the night if

predicted performance of the building shows cooling

Table 3 — Modelling assumptions in daytime natural ventilation

De.m (? Coventry Barcelona  Skelleftea
buildings

Air change

rate [h1] 4 4 4
Minimum

indoor 23.0 23.0 23.0
temperature

Availability Occupied 8:00 to Occupied
schedule hours 16:00 hours

demand on the following day. Due to the lack of

real-time indoor environment and weather forecast
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data at this stage in RESSEEPE, to evaluate the
potential of this strategy, we replicated this
predictive strategy as follows: The night-time
ventilation is applied to the building energy
models if the following day’s temperature exceeds
18°C for at least four hours. In the case of the
Terrassa demo building, which is operating
constantly, we also set a minimum outdoor
temperature for ventilation to prevent an increase
in heating loads caused by the cold outdoor air

entering the zones.

2.3.6 Automated shading

To numerically analyze the effectiveness of
automatically controlled shading devices, we
applied a low-reflectance medium-transmittance
shade (see Table 4) inside and outside of the
models” windows, controlled based on the amount
of radiation on the windows (150 W/m? as baseline
shading operation threshold and variable set-
points in parametric simulations). To see the
impact of utilizing a shading device on both
thermal and lighting electricity demands, we used
EnergyPlus daylighting simulation module.
Toward this end, one or two daylight control
points (depending on the zone area) were placed in
each zone. We set 500 [lux] as the desired lighting
level on these control points. The overhead lights
dim continuously and linearly from (maximum
electric power, maximum light output) to
(minimum electric power, minimum light output)
as the daylight illuminance increases. The lights
switch off completely when the minimum

dimming point is reached.

Table 4 — Assumed properties for the modelled shade

Shade properties Value
Solar Transmittance [-] 0.4
Solar Reflectance [-] 0.2
Visible Transmittance [-] 0.4
Visible Reflectance [-] 0.2
Infrared Emissivity [-] 0.9
Infrared Transmittance [-] 0.0
Thickness [m] 0.005
Conductivity [W/m.K] 0.1
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3. Results and discussions

This section presents the results of the conducted
simulation studies to evaluate the effectiveness of
the proposed technologies in reducing the building
heating and cooling demands.

The parametric study to evaluate the impact of
adjusting heating and cooling set-points involved
simulating all demo building models with heating
set-points of 18 to 24°C and cooling set-points of 21
to 27°C. Figure 4 shows the results of parametric
simulation for the Coventry demo building. Even
though the impact of this technology can be
considered as “common sense”, the quantitative
results could encourage more sensitivity to the

operating indoor temperature in demo buildings.
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Fig. 4 — Heating (up) and cooling (down) load per floor area with
different set-points, Coventry demo building

Table 5 and Table 6 show the results of setback
temperature parametric simulations for Coventry
and Skellefted demo buildings. From the tables,
even with a setback temperature of 16°C during
early morning hours, heating demand can be
reduced noticeably, especially in the classrooms

with high heat gains during the day.
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Table 5 — Coventry demo building heating load with different
setback configurations

Heating load

Models Setback [KWh/m?]
temperature

SE NW
Baseline - 17.8 58.1
Thermostat 14 8.7 47.0
setback 3
hours before 15 9.3 47.7
occupancy 16 101 18

Table 6 — Skelleftea demo building heating load with different
setback configurations

Heating load
P North South
Baseline - 422 34.1
Thermostat 14 33.0 25.7
setback 3
hours before 15 33.7 26.3
occupancy 16 345 72

The results of time scheduling and set points
optimization simulations show that in both the
Coventry and Skelleftea demo buildings, predictive
HVAC scheduling and set-point optimization can
contribute to reduce heating and cooling demands.
Figure 5 compares the simulated indoor temperate
of the Coventry demo building, with baseline
conventional control and the predictive scheduling
strategy on a spring day. From the figure, it can be
seen that, without compromising thermal comfort
during working hours (indoor temperature above
18°C), implementation of predictive control reduces
both heating and cooling loads, as it sets back the
thermostat or deactivates the heating system in the
early morning hours, which lowers the midday
indoor temperatures and the associated cooling
demand. It should be noted that, due to the
continuous operation of HVAC system in hospital
buildings, this technology is not applicable in the
Barcelona demo building.

Table 7 to Table 9 show the results of heating and
cooling loads obtained from baseline and daytime
ventilated models for the Coventry, Barcelona and

Skelleftea demo buildings. The results clearly show

Zone Air Temperature

Indoor air temperature [°C]
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Fig. 5 — Simulated hourly indoor air temperature on a spring day
with conventional and predictive control, Coventry demo building

the effectiveness of this technology in RESSEEPE
demo buildings. From the tables it can be seen that,
with controlled daytime ventilation (here based on
minimum indoor temperature), it is possible to
largely reduce the cooling demands in all demo sites

without any noticeable increase in heating loads.

Table 7 — Coventry demo building heating & cooling demands
with & without daytime ventilation

SE zones NW zones
Models Heating  Cooling  Heating  Cooling
demand  demand demand demand
[KWh/m2] [KWh/m?] [kWh/m?] [KWh/m2]
Baseline 17.8 93.5 58.1 61.3
Daytime 19.4 39.4 58.7 344
ventilation

Table 8— Barcelona demo building heating & cooling demands
with & without daytime ventilation

North zones South zones

Models Heating  Cooling  Heating  Cooling
demand demand demand demand
[KWh/m?] [KWh/m?] [kWh/m?] [kWh/m?]
Baseline 60.3 75.4 21.9 95.3
Daytime 60.4 69.1 22,0 83.9
ventilation

Table 9 — Skellefteda demo building heating & cooling demands
with & without daytime ventilation

North zones

South zones

Models Heating  Cooling Heating Cooling
demand  demand demand demand
[kWh/m?] [kWh/m?] [kWh/m?] [kWh/m?]
Baseline 42.2 5.7 34.1 12.3
Dayti
aytime o5 2.6 347 6.4
ventilation
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Table 12, the parametric simulation results show
that the night-time cooling strategy can contribute
to a reduction in cooling load up to 10% in the
Coventry and Sweden demo buildings and more
than 15% in the Barcelona demo building.
However, it may also lead to a smaller increase in
heating demand, which can be avoided by setting a
minimum outdoor temperature for ventilating the
building (as modelled here for Barcelona demo
building).

Table 10 — Coventry demo building heating & cooling demands
with & without night time ventilation

s SE zones NW zones

E 5 Heating  Cooling  Heating  Cooling

] <  demand demand demand demand

» [kWh/m?] [kWh/m?] [kWh/m?] [kWh/m?]
Base - 17.8 93.5 58.1 61.3

1 4 18.6 90.6 58.9 57.8

2 6 18.8 90.1 59.2 56.9

3 8 19.0 89.7 59.4 56.3

4 10 19.1 89.4 59.6 55.8

Table 11 — Barcelona demo building heating & cooling demands
with & without night time ventilation

= oo SE zones NW zones
g 8 5
2 < £
§ "g %; Heating  Cooling Heating  Cooling
% & E demand demand demand demand
> & [kWh/m?] [kWh/m?] [kWh/m? [kWh/m?]
Base - 60.3 75.4 21.9 95.3
1 - 64.6 62.7 25.8 81.7
2 16 60.4 64.1 21.9 834
3 17 60.3 65.2 21.9 84.7
4 18 60.3 66.7 21.9 86.4

Table 12 — Skellefted demo building heating & cooling demands
with & without night time ventilation

2 SE zones NW zones

g 5 Heating  Cooling Heating  Cooling

Y <  demand demand demand demand

» [kWh/m?] [kWh/m?] [kWh/m?] [kWh/m?]
Base - 422 5.7 34.1 12.3

1 4 43.0 49 34.6 10.9

2 6 43.5 48 35.1 10.7

3 8 44.0 4.7 355 10.5

4 10 444 47 36.0 10.4
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With regard to the automated control of the
shades, first, we controlled the shading devices
with a set-point of 150 W/m? for the amount of
radiation on the windows. The simulation results
(Table 13 to Table 15) suggest that in the Coventry
and Barcelona demo buildings an exterior shade
can largely decrease the cooling demand without
any noticeable increase in heating and electricity
demands. In the case of the Skelleftea demo
building, only an exterior shade in the south zone
can be beneficial to some extent. However,
considering climatic conditions and the adjacent
buildings (see Figure 2), adding automated
shading devices does not seem to be a promising
measure for this building.

We also simulated the variations in building
energy demands with different thresholds of
incident solar radiation on windows. The results
suggested that a set-point of 150 W/m? incident
solar radiation can be seen as an optimum
threshold to activate the shading device for all
demo buildings. Figure 6 shows the variations in
the Coventry demo building’s energy demands
with different activation set-points for shading

devices.

50
40 \
< 30 T

20

Energy per floor area [kWh/m2]

0 I I I I I I I I I I I
0 50 100 150 200 250 300 350 400 450 500 550 600
Incident solar radiation setpoint for activating shades

—+Electric Lighting ~ -=-Heating Load Cooling Load

Fig. 6 — Variations in heating, cooling & electric lighting demand
with different set-points to activate the shades, Coventry demo
building, SE zone (up), NW zone (down).
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Table 13 — Coventry demo building heating, cooling & lighting electricity demands with shades (Activation set-point of 150 W/m2)

SE zones NW zones
Scenarios Heating Cooling Lighting Heating Cooling Lighting
demand demand demand demand demand demand
[kWh/m?2] [kWh/m?2] [kWh/m?2] [kWh/m?] [kWh/m?] kWh/m?2]
Baseline 23.2 48.1 25.9 65.4 45.3 4.0
Interior shade 24.2 42.3 26.5 67.6 43.1 4.1
Exterior shade 26.1 23.9 26.4 69.8 26.1 4.1

Table 14 — Barcelona demo building heating, cooling & lighting electricity demands with shades (Activation set-point of 150 W/m2)

North zones South zones
Scenarios Heating Cooling Lighting Heating Cooling Lighting
demand demand demand demand demand demand
[kWh/m?2] [kWh/m?] [kWh/m?] [kWh/m?] [kWh/m?] [kWh/m?]
Baseline 51.3 61.5 9.0 14.8 103.8 6.4
Interior shade 53.7 60.6 11.1 22.1 93.0 7.8
Exterior shade 54.3 56.4 11.0 32.8 71.0 75

Table 15 — Skelleftea demo building heating, cooling & lighting electricity demands with shades (Activation set-point of 150 W/m2)

North zones South zones

Scenarios Heating Cooling Lighting Heating Cooling Lighting

demand demand demand demand demand demand

[kWh/m?2] [kWh/m?] [kWh/m?] [KkWh/m?] [kWh/m?] [kWh/m?]
Baseline 42.7 3.7 9.2 34.5 9.0 8.6
Interior shade 42.8 3.6 9.3 35.0 8.4 8.9
Exterior shade 43.0 3.4 9.3 36.5 5.4 8.8

4. Conclusion School in Skellefted, Sweden, a hospital in Terrassa,

Spain, and a university building in Coventry, UK.
This paper reports on the simulation-based studies

on the effectiveness of advanced control strategies
in three public buildings across Europe within the
framework of the RESSEEPE project: A secondary
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Abstract

The main focus of this work was the simulation
and optimization of a BIPV-fagade-system
configuration through the development of
simulations using the "TRNSYS” software. First,
several limitations and constraints within the
TRNSYS framework needed to be solved to
develop a reliable simulation environment. Various
parameters were detected which influence the
temperature distribution over a BiPV-system and
thus the PV-efficiency. Several configurations were
selected and optimized in order to maximize the
energy yield of the system by varying the air gap
between the building structure and the external
pane of the BiPV-installation. Furthermore, the
impact on the building behavior was examined.
The achieved results showed the positive
contribution of the integration of PV in a fagade
system to the building energy balance.

1. Introduction

1.1 Building integrated PV

Building integrated photovoltaic (BiPV) systems
are conventional building applied photovoltaic
systems with additional functions. PV-modules,
which are integrated in or on a building envelope,
replace parts of the building construction
components and need to fulfill partly their
properties. Often PV-modules are applied or
integrated on buildings without taking into
account influences of the temperature effect on the
PV-production, the heating and cooling exchange

with the building, and ultimately the indoor
comfort.

Further to electricity production, possible benefits
of BiPV-systems can be achieved by taking into
account the thermal behavior of the system and the
impact on the building itself (Sinpasis et al., 2012).
The temperature distribution between the building
where the PV-array is applied and the system has a
significant effect on the overall performance of the
system and the indoor conditions (Gan, 2009). The
distribution of the temperature depends on
different parameters. These parameters need to be
clarified and investigated in order to improve the
temperature distribution within the air gap
between the building envelope and the installed
PV-array. The temperature in the channel rises
together with the height of the system. This
temperature gradient directly influences the
PV-cell temperature and thus also the overall
efficiency of the installed system.

The first aim of this work was to specify the
parameters that affect the PV-efficiency. Two
different target buildings (one residential and one
office) were investigated and thus two simulation
set-ups with PV-system - with a certain size
installed on the fagade of the target buildings —
were created. Additionally, the height of the PV-
array was investigated. Since the PV-array is
installed along the facade of the building envelope,
the module angle is 90° and the azimuth angle was
fixed to 0° (south oriented). Several simulations
within the TRNSYS simulation environment were
carried out while varying the air gap size (range 1-
200 mm). Every simulation covered one year with a
one-hour resolution and the chosen location was

Bolzano. Based on the results, optimal air gap sizes
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between the system and the buildings were
investigated by evaluating the energy yield and

thus the annual power output of the system.

1.2 Effect of temperature on
PV-performance

The temperature dependency of solar cells is one of
the most critical points while installing a
photovoltaic system. Depending on the used
photovoltaic technology, the power output
decreases up to 0.6%/K of increased cell
temperature (Kamalanathan et al., 2002). However,
not just the direct energy conversion is negatively
influenced by higher temperature working
conditions. In fact, the degradation rate increases
significantly. Already in the FSA project, which
was funded by the U.S. Government and carried
out in the mid-eighties with the purpose of the
investigation of the applicability of terrestrial
photovoltaic systems, it was mentioned that the
degradation rate of PV-modules doubles for an
increase of 10 K in temperature
(Smokler et al., 1986). Many factors besides the
ambient temperature affect the operating
temperature, such as the radiation intensity or the
airflow behind the PV-application.

Every PV-module has a specific temperature
coefficient y, which is given by the manufacturer.
The coefficient mainly depends on the chosen
photovoltaic material. The higher this value is, the
higher is the temperature dependency of the
respective system. Crystalline silicon (c-Si) solar
cells are highly dependent on the temperature.
Temperature coefficients of around -0.45%/K are
usual. This value expresses that if the cell
temperature rises by 1 K the power output
decreases under constant irradiation by 0.45
percent. Amorphous silicon cells in turn are less
affected by temperature what can be seen in lower
coefficients of about -0.13%/K. The temperature
coefficient of modules made out of copper-indium-
(gallium)-selenide is with roughly -0.36%/K
slightly lower than the one of c-Si (Virtuani et al.,
2010). These three kinds of modules are the most
commonly used systems. Crystalline silicon
modules were considered in this work as they

represent the highest share on the market.
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2. BiPV-simulation

Based on the temperature dependent behavior of
photovoltaic systems, it is possible to carry out
simulations with which a specific installation
might be evaluated as well as optimized. A
simulation environment which suits this purpose is
TRNSYS (Klein, 2012). It is a FORTRAN-based
simulation software and consists of subroutines,
called “Types”. Each type represents a specific
system with several inputs, outputs and
parameters. To create a simulation, different types
need to be chosen and linked together in a logical
way.

One of such a type is the multi-zone building
type 56. It is used to simulate a specified target
building. In order to create a proper TRNSYS
simulation of a BiPV-installation, multiple steps
are required.

First, the defined target building, divided in an
appropriate number of thermal zones, needs to be
modelled within Google SketchUp with help of a
TRNSYS-3D-plugin. Each thermal zone can be
considered independently from each other and it is
possible to specify the zones later on in an
appropriate level of detail. While modelling the
building in SketchUp, the outside boundary
condition of each wall has to be set. These
conditions are outdoor, ground, zone and other
side coefficients. The outdoor condition relates to
walls which are facing the outer world, the ground
condition needs to be chosen if the wall is the floor
of the basement and walls between thermal zones
are set as zone. Other side coefficients are inputs
that will be defined later.

By starting a new “3D Building project” the
SketchUp model will be integrated into the
TRNSYS Simulation Studio. The desired location,
in our case Bolzano, needs to be set and the
weather characteristics are automatically linked to
the building type. The building itself has to be
specified in TRNBuild, an add-on of TRNSYS,
which can be accessed through type 56. The wall
and window constructions will be defined as well
as ventilation and infiltration values, temperature
set points and additional gains for each thermal
zone. Desired inputs and outputs might be chosen

as well. Additionally, the connection to the
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building integrated photovoltaic system has to be
prepared.

Air gap

«— | [T_PV Ap

T_back_surface T_inside

T_lower_channel

PV array Building
wall

Fig. 1 — Connection between BiPV-type & building wall

The heart of the simulation is the BiPV-type 567. It
has to be coupled to the multi-zone building type
56 within the TRNSYS Simulation Studio. The
connection is illustrated in Fig. 1.

One TRNSYS BiPV-type 567 needs to be used for
each facade of each floor of the building which is
covered by the PV-array in order to provide a
well-connected BiPV-system along the whole
building. If an installed PV-system is located in
more than one position per floor, more BiPV-types
need to be included. One floor corresponds to one
thermal zone within TRNBuild.

In Fig. 1 it is visible that the connection between
the building envelope and the PV-array is realized
by a two-sided temperature transfer. This transfer
provides the heat exchange between the BiPV-
modules and the building. The inside surface
temperature of the relevant wall is given to the
BiPV-type as an input called the “back surface
temperature”. The category of the corresponding
wall was set to “other side coefficients”, which
means that the wall requires a temperature value
as an input. This temperature is provided by the
output “lower channel temperature” of type 567. It
is the temperature in the air gap between the
PV-array and the building. The multi-zone
building model calculates the temperature of the
inside surface of the corresponding wall depending
on this input. This value is then sent back again to
type 567, and it re-calculates the temperature of the
lower air channel. The exchange repeats until
convergence is reached (Bradley et al., 2004).
Further types need to be included to design the

final simulation such as output-types, calculators
and conversion routines.
Furthermore, the photovoltaic type 194 is used to
simulate a specific free-standing photovoltaic
module to consider its properties and its
temperature behavior. The resulting efficiency of
this PV-type under the prevailing conditions is
used in the following equation:

)
Nrivy = Moy “(1-ve... *(Teipv-Tev))
Here, the efficiency of the BiPV-type is calculated.
The temperature coefficient y of the given
PV-system is multiplied by the temperature
difference between the well-ventilated
free-standing PV-module and the BiPV-
installation. Due to higher operating temperature
conditions, the product reduces nrv and results in
the BiPV-efficiency, which is given as an input into
type 567. That allows us to include the effect of
higher temperatures due to a non-optimal
ventilation of the system while installing it along a
building facade.
Furthermore, with help of equation 2, the airflow
within the air gap between the building envelope

and the PV-system is considered:

My ant™P i {""':‘.#"iﬂd_":th!ml }=
|
Pai (Cv*Ai* U +Cp *A’in*.ql 2g* AHyp *

AfT =T

The incoming air mass flow from natural forces
. is calculated by the product of the air density
Myent
and the volumetric flow rate of air ventilating in
and out of the cavity from wind and buoyancy-

driven flows. Cv and Cb are fixed coefficients, g is
the standard gravity, the wind velocity u and the

ambient temperature Tamb are outputs given from
the weather data and Tev is the temperature in the
air channel. If Tamb is higher than Tev these values
are exchanged with one another in equation 2.
Ainis the opening of the airflow and it changes
with the size of the air gap and the width of the
PV-system. AHnrL is the height from the midpoint
of the lower opening to the neutral pressure level,

in case of a vertical symmetric air gap it is the half
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length of the air channel and thus of the PV-system
(Griffith, 2006).

In order to create an airflow along the whole cavity
the flow rate and the air temperature in the air gap
of one type 567 is always given as an input to the
next one which is located above.

The modelled buildings are a multi-family house
and an open space office building. Both consist of
five floors (88 m? each apartment and 140 m? the
open office) with a height of 2.7 m each (see Fig. 2).
The U-values for the external wall and window are
0.81 and 2.83 W/(m2K) and 0.42 and 1.43 W/(m2K)
for the residential and office building, respectively.

PV modules

Fig. 2 — SketchUp models of simulated buildings (residential
building on the left and office building on the right

The residential building is designed for four people
per apartment, the office building for 16 people per
office. The PV-system is installed along the fagade
wall of the residential building. In the case of the
office building, it also covers a part of the glazing
and it has the double width compared to the
installation in front of the apartment envelope of
the residential building. Here lies an important
achievement of this work. The positioning of the
PV-systems in front of the windows is not yet
implemented within TRNSYS. Because of that, the
explained process of the connection of the types
567 and the building needs to be expanded. For
each BiPV-type an extra thermal zone has to be
modelled in TRNSYS. An example is shown in
Fig. 3.
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Fig. 3 — Extra thermal zone SketchUp

The area of the additional thermal zone, which is
placed partly in front of a window and partly in
front of an opaque part of the building envelope, is
equal to the size of the PV-array. The depth of the
zone corresponds to the depth of the air gap. The
adjacent wall of the zone that faces the building
consists of an adjacent window. The category of the
wall, which represents the BiPV-array, is “other
side coefficients”. This wall needs to be connected
to the BiPV-type 567 as explained before. The other
four walls are set as virtual surfaces, which means
that they are practically nonexistent in the

simulations and not visible in TRNBuild.

3. Results and Discussion

Simulations on two different target buildings to
simulate BiPV-systems were performed using
TRNSYS. This was done to investigate the
buildings, which are used for different purposes,
especially in relation to the needs of the occupants
and the building structure. Apart from the actual
electricity generation of the BiPV-system, the
heating demand (provided by an ideal heating
system with infinite power) of the buildings was
compared with and without installed PV-modules.
The same was additionally done in case of the
office building for the cooling demand based on
electrical cooling.

The BiPV-type 567 has optical parameters which
lower the final power output of the system and
thus the performance ratio (PR) and the energy
yield. The energy yield gives information about the
system behavior depending on the amount of
absorbed irradiation and the prevailing -cell
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temperature. It is the relation between the power
output and the installed capacity and given in
kWh/kWp. The PR, however, describes the
temperature dependency of a system since it
includes the incoming radiation of the sun. It is
given in percentage and is an indication of how
well an installed system works.

Within this study the default optical parameter
values of type 567, given by TRNSYS, were used
(transmittance-absorptance ta = 0.85, IAM constant
= 0.1). They overestimate the losses and thereby
underestimate the power generation of the
PV-array. These parameters do not affect the
efficiency output of type 567. For that reason, the
results of the efficiency and the generated power
show similar trends but the absolute values do not
match.

Generally, expected trends were seen. Time
periods with higher insolation in module level lead
to a higher amount of generated power. Higher
working temperatures of the observed system due
to high ambient temperatures decrease the
performance, expressed in the performance ratio.
This can be also seen while investigating larger
PV-systems. Because of the higher installed
capacity, the annual power output increases. In
turn, the PV-temperature increases and thus
decreases the PR. There are mainly two reasons for
the mentioned effects.

First, the higher amount of irradiation heats a
larger system to a greater extent. Second, the
chimney effect within the air gap based on wind
driven and thermal buoyancy causes a temperature
gradient ascending with the height of the system.
The higher the system is, the greater is the
temperature at the top of it and thus the maximum
operating temperature of longer systems.
Nevertheless, a PV-array should not be too small in
size. An appropriate installed capacity is
important.

The investigated photovoltaic material is
crystalline silicon. Based on the high temperature
coefficient of the selected material the performance
of the system is strongly affected by high
temperatures. The performance of the system is
dropping  under  non-optimal  installation

conditions. The advantage of this technology is the

higher installed capacity per m? compared to thin

film systems.

While considering a selected system that shall be
installed on a facade, the air gap between the array
and the building determines optimal working
conditions of the PV-array. The closer the system is
installed along the building the more significant is
the temperature gradient within the air gap. This
can be seen in Fig. 4.

Efficiency PV [%]

PV-Temperature [C]

Floor

——T_PV_air_gap_10mm ——T_PV_air_gap_70mm ——T_PV_air_gap_150mm
- - n_PV_air_gap_10mm = = -n_PV_air_gap_70mm - - -n_PV_air_gap_150mm

Fig. 4 — Res. Building — Aver. T & n-distribution along the air gap.
Values are averaged over the year excluding nights.

The annual averaged values of the temperature
and the corresponding efficiency distributions for
three different air gap sizes are plotted against an
ascending building height. The investigated
building is in this case the residential one. The
distribution of an air gap size of 70 mm is plotted
under which the system performance is at an
optimum while the BiPV-system is installed on the
residential building. Additionally, the temperature
in air gaps with sizes of 10 mm and 150 mm are
shown. The solid lines represent the operating
PV-temperature, the dotted one the PV-efficiency.

It can be seen that the temperature propagation
depends strongly on the size of the air gap. The
smaller the air gap, the steeper the temperature
curve becomes. Although the temperature is lower
at the lower part of the PV-system which is
installed close to the building, it becomes higher at
the top, compared to a bigger air gap size. If just
the lowest part of the PV-system is considered, the
efficiency of it is higher for systems which are
installed in the smallest possible distance to the
facade. However, over the whole array the
non-optimal temperature distribution results in a
performance drop along the PV-system.
Considering the highest part of the system, a large
air gap has a beneficial effect on the efficiency. The
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optimum for the whole array lies between the
investigated extremes.

Similar ~ observations =~ were made  while
investigating the office building. Optimal
conditions have been reached under an air gap size
of 100 mm. The higher value for the optimized air
gap in comparison to the residential building is
due to different installation conditions since the
system is located partly in front of a glazed part of
the building envelope and also on the width of the
system. The optimization of the energy yield is
shown in Fig. 5. The 3D-plot illustrates the
dependence of the energy yield on the PV-system
length and the air gap size.

It is visible that the energy yield decreases in a
certain frame with an increasing length of the
PV-system. An optimum in terms of the air gap
size is reached between 40 and 100 mm depending
on the array size (e.g. 40 mm for an array size of 2.7
m, 100 mm for an array size of 10.8 m). The larger
the opening becomes, the less the energy yield is

affected by the array length.

Energy Yield [kWh/kwp]

Length PV-System [m]

Fig. 5 — Office Building - Energy Yield Dependence

The temperature rise within smaller air gaps as
well as larger PV-systems is higher. For the size of
a given PV-array a suitable air gap needs to be
found. This arrangement determines the created
flow rate within the gap and thus the distribution
of the cell temperature.

It was shown that the PV-temperature increases
with a decreasing air gap. This is due to the smaller
flow rate in the air channel. Warm air rises with
low speed and heats up the upper part of the
system. The wind speed in the gap rises together
with the size of it. A higher wind speed in the
channel cools the air itself and lowers the
buoyancy driven chimney effect. This results in a
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decreasing temperature gradient, visible in the
comparison of the PV-temperature gradient in Fig.
6. Here, the temperature distribution from the
bottom to the top of a PV-system, which is
installed in distances of 100 mm as well as 1 mm to
the envelope of the office building, is shown at an
irradiation of 900 W/m? and an ambient

temperature of -3 °C.

100 mm air gap size

"BEEEEEEEEE
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Fig. 6 — T-gradient depending on the air gap size — 900 W/m?

At the lowest part of the system, the
PV-temperature and therefore the efficiency
difference is relatively small in comparison. It rises
with an increasing system height. The gradient
increases with a decreasing air gap. The observed
temperature rise of more than 15 °C in case of an
air gap of 1 mm leads to the discussed efficiency
drop and a decreasing power generation from the
bottom to the top of the PV-array. The working
temperature in case of the 100 mm wide air gap
increases just about 5 °C.

While investigating a PV-array which is installed
on a consisting building fagade, not just the
performance of the system but also the impact on
the building is an important issue. The
environmental influence on building parts which
are covered by PV-modules changes. For example,
the amount of incoming sunlight or the air flow
along the surface is affected. These changes have
an impact on the amount of energy needed to
ensure a desired room climate.

In case of the observed residential building, this
amount is equal to the heating demand. The
heating demand is the amount of supplied energy
that is used to provide a specified minimal room
temperature. The office building is additionally
cooled. It is assumed that these demands are
provided by electrical energy. If no PV-system is
installed the residential building requires
60.38 kWh/m? per year and the office building
14.55 kWh/m? for heating and 38.8 kWh/m? for
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cooling needs. These values serve as a reference.
Fig. 7 shows, in how far these amounts change
while installing the BiPV-system along 10.8 m
respectively 4 floors.

+2354 kWh

- 889 kWh

- 7650 kWh

Y DEMAND RELATIVE [%]

ENERC

Reference Heating Demand Heating Demand Cooling Demand
without BiPV Residential Building Office Building Office Building
with PV-system with PV-system with PV-system

Fig. 7 — Energy Demand Buildings

The stated values are relative. Additionally the
absolute differences between the reference cases
and the buildings including installed photovoltaic
systems are given. The plotted values refer to the
adjusted air gap size, under which the energy yield
of the PV-system reached a maximum. It is visible
that the heating demand of the residential building
can benefit from an installed BiPV-system. The
amount of supplied energy is lower compared to
the reference case. Furthermore, the variation of
the air gap has just a small effect on the building
behavior. BiPV-systems applied along a building
facade affect the covered wall in different ways.
Less irradiation hits the building envelope. Because
of that, less heat, produced mainly by shortwave
radiation of the sun, is transferred to the facade.
The applied system acts as kind of a protection
layer in terms of low ambient temperatures. The
chimney effect within the air gap creates an airflow
along the building. These effects lead to the
observed savings.

In contrast to the residential building, the heating
demand increases while installing a PV-system
along the envelope of the office building. At the
same time, the cooling demand decreases to a
greater extent. The increasing heating demand is
mainly due to the large photovoltaic installation.
The wide PV-system creates a strong airflow in the
channel between the modules and the building.
This cools the outer wall of the building. Since the
PV-system is partially installed in front of

windows, the cooling effect has even a greater
impact on the interior.

Another issue is the reduced solar gain. The panels
absorb or reflect a substantial part of the insolation.
The absorbed part is then converted into heat or
into electrical energy. The portion that is converted
into heat will be again submitted to the outside
world. Due to the shading, less solar energy is
transmitted into the building interior. More than
50% of the office window area is covered with
photovoltaic panels. In turn, the transmitted solar
gain is roughly halved. The thermal energy, which
is lost by shadowing must be compensated by
electrically supplied heat. On the other hand, the
previous observations are also the reason for the
savings in cooling energy. The BiPV-system acts
like a shading system, avoiding solar gain to reach
the building fagade and the indoor environment.
Additionally, the created air stream is cooling the
building interior. During warm months in summer,

the building has to be cooled to a lesser extent.

Table 16 — Overview of annual Energy Balance

Res. Building

Of. Building

Heating Heat. & Cool.
Energy Demand ) )
without BiPV 60.38 kWh/m 53.34 kWh/m
Energy Demand ) )
with BiPV 58.36 kWh/m 45.78 kWh/m
Difference:
Reference — 2.02 kWh/m?2 7.56 KWh/m?2
BiPV
Energy 3,762 kWh 4,983 kWh
Generation
PV-system 9.17% 9.17%
efficiency
Energy Demand 10.57 kWh/m?2 14.67 KkWh/m?2
Savings 17.51% 27.51%

Table 16 summarizes the discussed results. The
annual values of the energy demand with and
without an installed BiPV-system and their
differences are given as well as the maximum
achievable energy output, the system efficiency
and the possible energy savings.

It is visible that both investigated building types
benefit from the installation of a PV-system in
matters of the energy balance. In addition, a part of
the needed energy can be saved if the generated

energy is used directly in the building. The amount
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of savings depend on the installed capacity. For the
considered cases, the savings are between 17% and
almost 28%. The higher value in the case of the
office building is due to the large number of
possible savings in terms of the cooling demand
and the higher installed capacity of PV. It can be
seen that the efficiencies of the systems, using
similar PV-modules, are similar under optimized
conditions. As indicated above, the resulting
amount of the annual energy output is reduced by
TRNSYS provided parameter.

4. Conclusion

Within TRNSYS, a BiPV-installation on the opaque
as well as the glazed envelope of buildings was
simulated. It was demonstrated, that the
simulation is not straightforward and has to be
adapted in order to receive meaningful results.
While developing the simulations some mistakes
and ambiguities were clarified and solved.

In future simulations, a closer investigation of the
power reducing parameters of the BiPV-type 567
has to be carried out.

Nevertheless, a certain understanding of the
behavior of an installed PV-system on the fagade of
a building was gained. It was simulated that
various parameters affect the performance of a
BiPV-system. In the selection of a suitable PV-
array, the cell temperature behavior and the
nominal power of the PV-modules should be taken
into account. Furthermore, it is important to pay
attention on the dimensions of the array and the
distance between the PV-system and the building
envelope to ensure a beneficial temperature
distribution within the air channel. The results
proved the importance of proper simulations of
BiPV-systems. A better knowledge and a deeper
understanding of the dependency of the
parameters and adjustments of building integrated
photovoltaic systems to each other are necessary to
optimize the build-up and to ensure the best
working conditions of the PV-array. The aim of
future simulations will be an improvement of the
result accuracy as well as an increase of the level of

the simulation-detail.
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6. Nomenclature

A Opening area of the air flow [m?]

BiPV Building integrated photovoltaic

Co Opening discharge coefficient
Cy Effectiveness of openings

c-Si Crystalline silicon

g Standard gravity [9.81 m/s?]
R Air mass flow [kg/h]

PR Performance ratio

T Temperature [°C]

U, Wind velocity [m/s]

v Volumetric flow rate [m3/s]

AHypL Height from midpoint of lower

opening to neutral pressure level [m]

Mpv Efficiency photovoltaic-system [%]
Y PV-temperature coefficient [%/K]
Pair Air density [kg/m?3]
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Abstract

There is extensive pressure on sustainable buildings to
deliver energy efficiency, but in practice, designs often
fail to achieve the expected level of in-use energy
consumption. One of the main factors behind this
discrepancy between designed and real total energy use
in buildings is the window opening behaviour. Towards
nearly zero energy building (NZEB), building
performance simulation is being increasingly deployed
beyond the building design phase.

With the aim to investigate how the climate affects the
probabilistic model of window behaviour, the case study
is simulated in different locations, i.e. Continental (Turin)
and Mediterranean (Athens). Moreover, each simulated
model refers to three comfort category heating and
cooling set point conditions (Category I, II, III) as defined
in Standard EN 15251:2006. Comparing the results, the
influence of window behaviour on energy consumption
in different climates generates energetically different
outcomes. The present study highlights the importance of
users’ interaction with window control systems in order
to design sustainable and energy-efficient office

buildings in a more realistic way.

1. Introduction

Energy reduction in the built environment is an
essential issue; particularly, an improved building
design during the early design phase is
instrumental in the efforts of reducing energy
(Clarke, 2001). Therefore, it is required to
understand the factors that influence the energy
consumption in a building.

Measured real energy use of buildings
demonstrates large differences from predicted

ones, even between buildings with the same

functions but located in different climates.
Following the literature, human behaviour can be
considered one of the key driving factors in
changes in energy consumption; especially it has
been shown to have a large impact on heating,
cooling, ventilation demand and lighting (Page,
2008). Accordingly, several stochastic models have
been expanded to model occupant presence and
interaction with the building system. Based on
measurements in office rooms without mechanical
ventilation, a Markov chain model for actions on
windows, with the outside temperature as a
driving variable, was propounded by Fritsch et al.
(1990). Reinhart et al. (2004) defined occupant
presence in lighting software by employing a
simplified stochastic model divided into sub-
models based on users’ arrival and departure.
Wang et al. (2005) applied Poisson distributions
with the aim to generate daily occupancy profile in
a single-occupied office. Mahdavi et al. (2008)
inquired the possibilities of identifying general
patterns of user control behaviour as a function of
indoor and outdoor environmental parameters
such as illuminance and irradiance.

Since energy building simulation tools are used to
estimate the future performance of the building,
dissimilar input parameters may introduce
uncertainties. Besides, it is assumed that user
behaviour is one of the most important input
parameters influencing the results of building
energy simulations. Accordingly, it is fundamental
deploying a model that considers the randomness
of human behaviour through a probabilistic
approach with the purpose of predicting the actual
energy demand of the building. However, it is

difficult to completely identify the influences of
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occupant behaviour and activities through
simulation owing to users’ behaviour diversity and
complexity; while most current simulation tools
can only imitate behaviour patterns in a strict way,
occupants’” behaviour is the result of a continuous
combination of several factors crossing different
disciplines (Fabi et al., 2013) and therefore is still
an object of investigation.

Rijal et al. (2007), Haldi and Robinson (2009),
Herkel et al. (2008), Yun and Steemers (2008) have
been pioneering a method to represent occupant
interaction with buildings using stochastic models
which later can be used to create window control
strategies. The general trend has been to infer the
probability of the window state as a function of
indoor and outdoor temperature, while other
studies have investigated the probability of
opening a window (change from one state to
another) as a function of indoor temperature (Yun
and Steemers ,2008, Yun et al., 2008).

Actually, two important parameters influencing
energy consumption in buildings are indoor
temperature and air change rate, which are directly
linked to the occupant’s usage of the window.
According to studies conducted by Raja et al
(2001), windows had the biggest effect on indoor
climate of all available controls. Consequently, it is
crucial to take window opening behaviour into
consideration.

In office buildings, fully automatic controlled
solutions are becoming progressively more
common since they can simultaneously enhance
individual comfort and use a reduced amount of
energy. However, these systems frequently offer
limited user autonomy, since user satisfaction and
freedom are strongly connected. Moreover, the
ability to control their own indoor environment
contributes significantly to their satisfaction and
general perception of the indoor climate (Wagner
et al., 2007).

With these premises, the current paper
investigated how  different occupant-related
models, assuming a behavioural pattern of
window-opening, can affect the energy use of an
office building. Precisely, a dynamic numeric
simulation application was deployed to compare a
model based on a fixed schedule with probabilistic
models, at first in a Continental (Torabi Moghadam
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et al., 2014) and then in Mediterranean weather, in
order to analyse the discrepancy between
predicted and simulated energy performance in

different climates.

2. Simulating Window Behaviour

2.1 Case study

An office building with fifteen cellular office
spaces was selected as a case study to evaluate the
influence of window operation on thermal
simulation results. The floor plan of the basic
building model was designed in the framework of
the Developing Architectural Education in
Response to Climate Change program (DARC
program, Polito).

The case study building consists of 5 floors (see
Figure 1): each of them has a surface area of about
1400 m?2. As regards the orientation of the building,
the two main facades are oriented south-west and
north-east. The floor-to-floor height is 3.5 m; hence
the building’s total height is 19.3 m.

For more exhaustive energy or load calculations in
each office room, a more detailed zoning is
required. Therefore, each office cell is modelled as
a single zone (see Figure 2).

The modelling assumptions for the building use
are listed in Table 1. Simulations were carried out
for 3 different categories pertaining to the heating
and cooling set points of the building's control
systems as relevant to the office spaces. These
categories are defined in Standard EN 15251:2006
and included in Table 2.

Fig. 1 — 3D model of the office building and modeled zones



Fig. 2 — Building standard floor plan
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Table 1 — Modelling assumptions for building use

Modelling assumptions Offices
Installed lighting power 10 W/m?
Occupancy 8:00-18:00
Air change rate ©) 1ht

Equipment (occupied period) | 15 W/m?2/5% of total

/ (unoccupied period) emitted heat

Table 2 — Standard EN 15251:2006. Recommended temperature
ranges for the internal temperatures in office buildings.

Operative
temperatures [°C]
Type of Cat Min f f ACH
building a in. for Max. for (h-1]
heating cooling
(~1,0 clo) | (~0,5 clo)
1 21 255
Office
1I 20 26 1
rooms
111 19 27

2.2 Methodology

The main purpose of the research was to
understand the influence of the climate on
probabilistic windows’ opening and closing
behaviour by performing simulations in two
different climate zones (Turin and Athens), taking
2012 as a typical meteorological year (TMY).

Since many office buildings are provided with a
hybrid ventilation system, in the current study, in
the probabilistic scenario, every office room was
equipped with a combination of mechanical
ventilation and operable windows. Furthermore,
two dissimilar window controls were compared in
order to highlight differences in window behaviour
impact on the energy consumption discrepancy,
during the design phase.

First, the windows were scheduled to be constantly
closed and fresh air is supplied exclusively via the

mechanical ventilation system (1h7); this kind of

control is called “deterministic” by the authors.
Secondly, the windows were simulated to be
opened in accordance with the stochastic model of
Haldi and Robinson (2009) implemented in the
simulation tool used in the current study (IDA ICE,
4.21.); authors defined this control type on
windows as “probabilistic”. Afterward, the case
study is simulated in different locations, i.e.
Continental (Turin) and Mediterranean (Athens),
using the relative weather data, with the aim to
investigate how the different climates affect the
office building’s energy performance.

For each thermal zone, in every selected climate -
Turin and Athens - the algorithm describing users’
interactions with windows was implemented in the
dynamic simulation tool. Simulations were run 30
times for three comfort categories (see table 2)
setting all fixed inputs and one occupant, to
understand the impact of the windows’ behaviour
on the investigated performance indicators.

Since most window openings can be associated
with the arrival of an occupant in the office, the
probabilities of opening and closing windows were
separately estimated in three different sub-models
representing the situations of occupants’ arrival,
departure and during their presence (Herkel et al.,
2008). This dynamic method can account for the
real adaptive processes of occupants by performing
for each of those sub-models a logistic regression
which takes into account the most relevant
environmental parameters (indoor and outdoor
temperature, prior absence duration and rainfall).
In the following research an experimental
approach into subsequent scenarios has been
developed which was based on two steps, where
two window controls were defined: firstly the
study has treated office energy performance as
automatically performed in the design stage of
energy dynamic simulation software; secondly, the
model that assumes a probabilistic interaction
between users and window opening and closing
has been built.

The work focuses on the relationship of window
opening behaviour, and the model describing the
use of shading system is not applied to the

reference building.
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Table 3 — Regression coefficients of the probability functions of the window submodels. Previous absence, occurrence of rain and next
absence are binary variables.

Physical driving variables
Previous . Ongoing Tout,daily Next
Tin Tout Rain
absence presence mean absence
[°C] [°C] [-] [-] [min] [°C] [-]
Sub models a b Tin brout babs_pr brain prres bTout,dm babs_next
Opening at
. -13.7 0.308 0.0395 1.826 -0.43 0 0 0
arrival
Closing at
. 3.95 -0.286 -0.05 0 0 0 0 0
arrival
Intermediate
. -11.78 0,263 0.0394 0 -0.336 -0.0009 0 0
opening
Intermediate
. -4.14 0.026 -0.0625 0 0 0 0 0
closing
Opening at
-8.72 0 0 0 0 0 0.1352 0.85
departure
Closing at
-8.68 0.222 -0.0936 0 0 0 0 1.534
departure

3. Discussion and results

The subsequent graphs (Figures 4, 5 and 6) provide
a summary of simulated air change rate, heating
loads and cooling loads for the above mentioned
two scenarios (“deterministic” and “probabilistic”).
Moreover, table 4 describes the variation of the
results by the fluctuating categories of comfort.
Especially, each performance indicator is presented
comparing the Turin and Athens climates in order
to corroborate the impact of different climates on
energy consumption and window opening and to
investigate for each control, as well as each
simulation set, what influence the climate would
have on the fluctuation of the result, due to the
changes in behaviour of the window. The
investigations were carried out with the main goal
of identifying the influence of climate on the
alteration in results between the deterministic and
probabilistic approach to the building energy
simulation.

Great variations in energy consumption emerged
from the data elaboration, switching from a

deterministic to a probabilistic approach to
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window opening (Figure 4, 5 and 6), for both the
climate zones. Actually, using a deterministic
approach, the windows are always supposed to be
closed according to the fixed schedule, while the
stochastic model calculates the probability of a
window being opened or closed without been
driven by physical thresholds.

In particular, in a hybrid ventilated building the
energy use increases because of more frequent
occupant-window interactions. In other words, if
the opportunity to open the window is given,
occupants tend to open it more often than
expected; accordingly the average values coming
from the simulation sets are higher than the
hygienic = mechanical  ventilation of the
deterministic model, for both climate zones (i.e.
maximum variation in Turin: 230%; maximum
variation in Athens: 440%).

Figure 4 shows the change on air change rate
moving the simulation to different climates. The
warmer climate presents a higher frequency of

window opening of 69.5% compared to the colder
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climate. Specifically, as it can be seen in Table 4, in
Turin the probabilistic model provides air change
rate predictions closer to the ones coming from the
standard model (i.e. maximum ACHcatnrurin = 4.81
h' in summer season), while in Athens the gap
between results is more significant (i.e. maximum
ACHqCcattathens = 6.99 h-1, during the summer, instead
of 1 h! of the hygienic mechanical ventilation).
Note that the ACH is calculated by dividing the
volumetric flow rate of air with the space volume
of the rooms.

As a result, in models using a probabilistic
algorithm for the window opening, the higher
energy use for heating is in Turin with a
discrepancy of 87.8% with respect to Athens
(Figure 5). Conversely, the higher energy use for
cooling is in Athens with a gap of 57.6% compared
to Turin (Figure 6).

The variation of the results is a consequence of the
influence of the climate on this probabilistic model.
Specifically, the effect of climate on mean values of
heating and cooling energy consumption and air
change rate are different in the two climate
conditions. Simulated models in Athens always
show the maximum cooling energy use and air
change rate and the lowest heating energy
consumption; while in Turin they have the highest
energy use for heating in all scenarios and the
lowest air change rate and cooling energy
consumption.

Once the influence of probabilistic control on
energy demand is evaluated, the fluctuation of
results within the same set of simulation is
analyzed for the entire building using the
Coefficient of Variation (CV). In probability theory

and statistics, this indicator is a normalized

measure of dispersion of a probability distribution
or frequency distribution and it is defined as the
ratio of the standard deviation to the mean.
Therefore we used it to quantify the sensitivity of
the performance indicator respect to changes in
simulations. However, it can be seen that the two
climate zones have similar values of CV, with the
only exception of the air change rate in which
Turin is about 40%, while Athens amounts to 25%
(Figure 3).

Fig. 3 — CV values for annual heating load, cooling load and air
change rate (Scenario II)
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Once this analysis of the results is completed, it
seems appropriate to ask whether users behave
exactly the same way within a building. What if
active or passive users will be simulated in Athens
and Turin? An interesting development in the
current research could be to investigate the
influence of different types of users on the
predicted energy consumption, in different climate

zones.

Table 4 — Fluctuation of the results in the air change rate, heating load and cooling load calculations between different comfort categ ories

Comparison between calegories: deterministic VS probabilistic Approach

e

ScenarioI_ deterministic
Air Change Rate [h -1]

ScenarioIl_ probabilistic 3.25

Scenariol_ deterministic 45.65
Heating Loads [kWh/m?]

ScenarioIl_ probabilistic 75.44

Scenariol_ deterministic 16,58
Cooling Loads [kWh/m?] B babilisti

ScenarioIl_ probabilistic 14.81
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Comparison Air Change Rate Scenarios CAT II: deterministic VS probabilistic Approach
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Fig. 4 — Comparison Air change rate scenarios of Cat Il

Comparison Heating Loads' Scenarios CAT Il: deterministic VS probabilistic Approach
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Comparison Cooling Loads' Scenarios CAT II: deterministic VS probabilistic Approach
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Fig. 6 — Comparison cooling loads’ scenarios of Cat Il
4. Conclusion

This paper aimed at highlighting the gap between
two approaches of simulation, deterministic (with
occupants’ schedules fixed and always repeatable)
and probabilistic (defined by a stochastic schedule
of the building occupants). The huge gap often
resulting between the predicted and the actual
heating and cooling demands relies on the actions
that building occupants perform in the indoor
environment. The two approaches to simulate the
occupants’ activities, in an office building are
through the

simulated in different climates,
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implementation of a behavioural model taken from
the literature, in a building energy dynamic
simulation tool. Using a stochastic model, the use
of the window is not predictable with certainty, but
it is linked to the behaviour of the occupants.
Accordingly, results show different energy
outcomes between different control systems, in
different climate locations.

In both climate locations, in winter the heating
system has to compensate for the higher heat loss
due to a more frequent interaction with windows
leading to an increase of heating delivered energy.

This discrepancy is particularly more pronounced
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in Athens (e.g. from 12.74 to 37.67, that is + 196%),
where the users, because of the warmer climate,
tend to open the windows more frequently than in
Turin (e.g. from 43.82 to 70.75, that is + 61%).
Conversely, in summer, the probabilistic model
seems to have a lesser but positive influence, but
only in the Continental climate of Turin since
operations on windows seem to support the system
to cool down the building reducing the expected
cooling consumption (e.g. from 16.01 kWh/m? to
13.75 kWh/m?, with a decrease of 14%, see table 4).
The same notion was not valid for Athens (e.g.
from 3091 kWh/m2 to 32.46 kWh/m?, with an
increase of 5%, see table 4), probably because of the
high temperatures of the Mediterranean weather.
As a matter of fact, in warmer climates naturally
ventilated buildings tend to become overheated
during summer periods and consequently users
tend to open windows more frequently. This
interaction necessarily leads to an increase in
ventilation losses and hence cooling delivered
energy.

Based on that, there is a difference in heating and
cooling loads of fixed control versus manual, and it
is necessary to clarify this discrepancy with further
more detailed studies. Further research will
identify different types of users (active and
passive), analysing how they affect the predicted

energy consumption in office buildings.
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Abstract

This paper explores the reliability of acoustical
simulation for the prediction of the sound insulation of
double leaf facades with openings for natural ventilation.
The subject of the study is an experimental modular
double-leaf wall with multiple opening possibilities.
Different elements can be opened in both (i.e., internal
and external) layers, so that multiple opening
configurations can be studied both empirically and
computationally. The actual acoustical performance of
the wall was captured through parametric laboratory
measurements. The respective configurations were then
modelled using a state-of-the-art room acoustics
simulation program. Thereby, alternative representations
of the double leaf facade were considered. In one
representation, the facade layers were explicitly modelled
in terms of two separate entities with the facade cavity as
an interstitial space. In other representations, the sound
transmission through the wall and the acoustical
coupling between openings on the two layers were
modelled as separate processes. The initial acoustical
model was calibrated by comparing the measured and
the simulated reverberation times in the laboratory's two
chambers. Specifically, the calibration involved the
adjustment of the absorption properties of surfaces of the
laboratory chambers so that an improved match between
the measured and simulated reverberation times could be
achieved. Computer simulation and laboratory
measurement results pertaining to the sound insulation
of the experimental wall were compared for multiple
opening configurations. The results illustrate the
potential as well as the considerable limitations of
acoustical performance simulation toward prediction of
the sound insulation of double-leaf wall systems. Likely
reasons for this circumstance as well as potential

improvements are discussed.

1. Introduction

Computer simulation techniques have increased
the potential for the evaluation of buildings’
acoustical performance (Svensson 2008). Computer
simulations in room acoustics have been widely
studied in the last 50 years (Vorlander 2013). A
number of commercial acoustic simulation tools
have been developed and are already in use, most
of them following principles of classical geometric
acoustics. Their reliability and usability in room
acoustics is tested and discussed (Vorlander 1995,
Bork 2000, 2005, Mahdavi 2011). Some acoustical
simulation applications have advanced their
algorithms for calculating sound transmission
through  partition elements (Rindel and
Christensen 2008).

Following up on a previous report (Bajraktari et al.
2014), this contribution explores the reliability of
acoustical simulation for predicting the sound
insulation of double leaf facades (DLF) with

openings for natural ventilation.

2. Approach

The Department of Building Physics and Building
Ecology at the Vienna University of Technology
has conducted studies for developing a double leaf
facade that allows natural ventilation while
providing sufficient sound insulation (Mahdavi et
al. 2012, 2013). Thus, a modular flexible instance of
a double leaf facade is installed in our laboratory
(Fig. 1 and 2) placed in the opening between two
adjacent reverberant chambers. The source room
and receiving room of the laboratory have a floor

surface of 30.4 m? and 30.6 m? respectively and a
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height of 6.8 m. The experimental DLF (dimensions
3.1 x 3.1 m) consists of two layers (0.43 m apart
from each other) of acoustically reflective chip-
board panels tightly mounted on aluminium bars.
In a grid structure of 5 x 5, each layer has 25
dismountable chip-board square panels (dimension
0.50 x 0.50 m).

Fig. 1 — View of the experimental double-wall with the frame
structure for the installation of flexible (individually removable)
modular components.
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Fig. 2 — Schematic illustration of the double-layered modular
experimental wall.

This flexible construction allows us to
parametrically modify a number of relevant
variables that affect the sound insulation of double
leaf facades. Namely, opening area (we can open
and close one or more panels in each layer),
distance between openings (openings on both

layers can be arranged so as to face each other, or
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to be shifted — see Figure 3), and cavity sound
absorption (we can increase the cavity’s mean
absorption by adding absorption panels in the
cavity space between two layers). Sound insulation
properties of a comprehensive sequence of DLF
configurations were captured via systematic
laboratory measurements (Mahdavi et al. 2012,
2013). These configurations are summarized in
Table 1.

For simulation, the modelling of the geometry of
both acoustic laboratory chambers and the
experimental DLF in between was done via
SketchUp 8.0 (TNL 2012). This geometry was
modelled in a relatively simple fashion (see Figure
4), as adding further details to geometry did not
have a noteworthy impact on the simulation results
(see also Bork 2005, Siltanen et al. 2008).

Fig. 3 — lllustration of distance between open elements (d).

Fig. 4 — Screenshot of the simulation model.

The respective configurations were then modelled
and simulated using Odeon 12.0 (Odeon 2013).
Odeon combines image source method and ray-
tracing for calculating room acoustic parameters
(Christensen and Koutsouris 2013).

Alternative representations of the double leaf

facade were considered for simulation (Fig 5). In
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representation A, the facade layers were explicitly
modelled in terms of two separate entities with the
facade cavity as an interstitial space. In
representations B and C, the sound transmission

through the wall and the acoustical coupling

between openings on the two layers were modelled
as separate processes. The latter is approximated
with tubes connecting respective openings in the

first and second layer.

Table 17 — Measured and simulated configurations of DLF (see Figure 2 for the numeric code of the elements). Note that the elements'
distance (d) denotes the spatial distance between the centre points of the open elements (Fig. 3).

Configurations Code of the open  Number of Code of the open =~ Number of Distance
simulated in elements in the added elements in the added d (m)
alternative models  front layer absorption back layer absorption

A B C panels panels

1 1 1 none none none none

2 none none all none

3 7 none all none

4 1 none 1 none 0.43
5 1 none 7 none 0.83
6 1 none 13 none 1.48
7 1 none 19 none 2.16
8 1 none 25 none 2.86
9 9 9 6,16 none 6,16 none 0.43
10 6,16 none 7,17 none 0.66
11 11 11 6,16 none 8,18 none 1.09
12 6,16 none 9,19 none 1.56
13 13 13 6,16 none 10, 20 none 2.05
14 1,6,11, 16,21 none 1,6,11, 16,21 none 0.43
15 1,6,11, 16,21 none 3,8,14,18,23 none 1.09
16 1,6,11, 16, 21 none 5,10, 15, 20, 25 none 2.05
17 17 17 6,16 ten panels 6,16 none 0.43
18 18 18 6,16 ten panels 8,18 none 1.09
19 19 19 6,16 ten panels 10, 20 none 2.05
20 1,6,11, 16,21 ten panels 1,6,11, 16,21 none 0.43
21 1,6,11, 16,21 ten panels 3,8,14, 18,23 none 1.09
22 1,6,11, 16,21 ten panels 5,10, 15, 20, 25 none 2.05
23 23 23 6,16 ten panels 6,16 ten panels 0.43
24 24 24 6,16 ten panels 8,18 ten panels 1.09
25 25 25 6,16 ten panels 10, 20 ten panels 2.05
26 1,6,11, 16,21 ten panels 1,6,11, 16,21 ten panels 0.43
27 1,6,11, 16, 21 ten panels 3,8,14,18,23 ten panels 1.09
28 1,6,11, 16, 21 ten panels 5,10, 15, 20, 25 ten panels 2.05
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The difference between B and C models is based on
the tubes’ length. In B, the length of the tubes is
determined by the actual distance between
openings in the experimental wall (see Table 2).
After comparing the error in weighted sound
reduction index of B simulations to the actual
length of the tubes, in model C the tube length is

adjusted accordingly to reduce the error.
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Fig. 5 — Alternative representations of the DLF A model (above)
and B and C models (below).

The initial acoustical model was calibrated through
an iterative process (Tugrul et al. 2012). Thereby,
absorption coefficients of certain surface materials
(namely the laboratory chambers’ envelopes) were
adjusted to achieve a better match between the
measured and the simulated reverberation times in
the laboratory's two chambers.

Materials and their absorption coefficients were
chosen from the existing library, related literature
sources, and when available, from producer
specifications. In models B and C, the estimated
mean absorption coefficient of the DLF cavity is
assigned to the tube surfaces.

As to the simulation settings, “Precision” setting
was used, as well as transition order 2, number of
late rays 32000, impulse response length 5000 [ms].
The calculation of sound transmission from one
space to another in Odeon is handled so that a
certain fraction of sound “particles” are let through

the transmitting “wall” and the rest are reflected
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back, whereas energy is adjusted by multiplying in
both cases with respective factors (Rindel and
Christensen 2008). Sound reduction index in third-
octave bands for the transmitting “wall” must be
given, and in this case, it is taken from the
laboratory measurement results.

The aforementioned configurations (Table 1) were
computed using the calibrated simulation model -
in total 28 configurations were simulated in model
A, and 10 of them were also simulated using
models B and C. Subsequently, the simulation
results were compared with measurement results.
Thereby, measured and simulated reverberation
times as well as frequency-dependent and weight

sound reduction indices were compared.

3. Results

3.1 Reverberation time (T)

In general, for all the models (A, B, and C), a good
agreement between simulated and measured
reverberation time values was achieved (Figure 6).
The errors (particularly in the low-frequency
range) may be due, in part, to the fact that the
simulation neglects the complex vibrational
behaviour of the double layer structure (Bajraktari
et al. 2014). Hence, simulation delivers the same
values for configurations 1 and 2 (taking into
account simply the surface absorption properties),
whereas measurements reflect the behaviour of the

entire complex structure (in this case of the DLF)

(Figure 7).
’ [A] - -6_sim —<—6_meas
4 [B] -e-13_sim —e—13 meas
[C] =---24_sim ——24_meas
R
'_

63 125 250 500 1000 2000 4000
fHz]
Fig. 6 — Comparison of simulated vs. measured reverberation

time (T) in configurations no. 6 (model A), 13 (model B), and 24
(model C) (See Table 1 for the configuration properties).
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Fig. 7 — Comparison of simulated (_sim) vs. measured (_meas)
reverberation time results of configurations no. 1 (both layers
closed — double leaf facade) and 2 (one layer closed — single leaf
facade).

3.2 Sound reduction index (R)

Figure 8 shows both measured and simulated
(model A) sound reduction indices for a number of
configurations. Simulation results show large
errors especially in low frequencies (125, 250 Hz).
At higher cavity sound absorption and with
displaced openings the errors tend to become
smaller (Figure 8b). The simulation using model B
shows a similar performance (Figure 9). The
simulation using model C (which is developed
after adjusting the length of the tubes in order to
compensate for the error found in B simulation
results) shows that the alternative modelling of
DLF with open elements allows for simple

adjustments and leads to better simulation results.

Table 2 shows the overall accuracy of simulation
results (for all the models A, B, and C) in terms of
R? and RMSE, regarding simulated frequency-

dependent sound reduction index (R).

Table 18 — Overall performance of the simulation models
regarding sound reduction index (comparison only for the 10
configurations modelled with all models A, B, C)
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Fig. 8 — Comparison of simulated (_sim, dotted lines) vs.
measured (_meas, continuous lines) sound reduction index (R)
for two groups of configurations (model A): a) configurations 4-8;
b) configurations 26-28 (see Table 1 for configuration
specifications).

3.3 Weighted sound reduction index (Ry)

Using simulation results and following the
standard procedure (ISO 2013), weighted sound
reduction index (Rw) was calculated for each of the
simulated DLF configurations. Table 3 shows the
overall accuracy of the simulation models (in terms
of R? and RMSE) with regard to simulation-based

weighted sound reduction index values (Rwsim).

Table 19 — Overall performance of the simulation models
regarding weighted sound reduction index (comparison only for
the 10 configurations modelled with all models A, B, C).

A A B C

28 config. 10 config.
R2 0.79 0.807 0.751 0.807
RMSE 4.3 5.0 5.5 4.5

A A B C

28 config. 10 config.
R 0.963 0974 0897 0945
RMSE 25 3.4 3.9 2.5
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Fig. 9 — Comparison of simulated (model A, B and C) vs.
measured sound reduction index (R) for configuration 11 (above)
and 25 (below) (see Table 1 for configuration specifications).

4. Discussion

From the comparison results, we can conclude that
the simulation results do not reproduce the
frequency-dependency visible in the measurement
results (Bajraktari et al. 2014). A potential
explanation for this circumstance may stem from
the fact that the deployed simulation tool currently
does not model the complex wave phenomena
inside the DLF cavity (Bork 2005, Vorlander 2013).
Alternative representations of DLF did not
compensate for the simulation tool’s limitation, but
allowed for simple and intuitive adjustments that

led to improved simulation results.

5. Conclusion

The comparison results suggest that currently the
acoustical performance of the double leaf facade
cannot be accurately predicted using a room

acoustics simulation application, even though the
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simulation model was calibrated using measured
values of reverberation time (Bajraktari et al. 2014).
Specifically, the frequency dependency of the
measured sound insulation of the DLF could not be
accurately = reproduced via simulation. A
contributing factor to this circumstance may lie in
the simulation algorithm's disregard of complex
wave phenomena in the cavity space between the
two layers of the DLF. On the other hand, a better
predictive performance could be achieved while
computing the weighted sound reduction index
values. In this case, a RMSE of 2.5 was achieved. It
is expected that ongoing efforts in advanced room
acoustics simulation including wave phenomena
(Savioja 2010, Kowalczyk and van Walstijn 2011,
Borrel-Jensen 2012) could improve the overall
performance of simulation tools, leading also to

better future results concerning DLF analysis.
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Abstract

Soil-cement blocks generally comprise graded soil,
cement and sand to varying proportions to achieve
desired structural performance and durability. In their
actual integration as part of a building masonry element
(envelope), the thermal performance of these blocks
determines the climate-responsiveness of the building.
However, little study has been done in discerning the
influence of varying mix-proportion on the thermal
performance of these blocks. The current study examines
the role of physio-chemical properties, determined by the
varying mix-proportions, on the thermal performance of
soil-cement blocks. The paper discerns the influence of
the clay content, cement content and dry density on the
thermal conductivity of the soil-cement blocks. For this
study, soil-cement blocks casted with locally available
materials been adopted. Preliminary results revealed that
as the clay content increases from 10.5 to 31.6% the
thermal conductivity value increases. Further, with an
increase in cement content from 5 to 16% the thermal
conductivity values also increases.

The thermal conductivity tests conducted using QTM-500
thermal conductivity testing instrument. Further
investigation included the influence of soil-cement
blocks” thermal properties on dynamic building thermal
performance such as time lag and decrement factor. The
results of the study are expected to support design of
climate-responsive building envelopes for various

climatic conditions.

1. Introduction

The physio-chemical properties of soils can be
altered or modified by adding stabilizers
(admixtures) such as cement and lime, a process
termed as soil-stabilization. Cement stabilized soils
are used in the constructions of roads, pavements,
slope protections, canal linings, etc. They are also
used for preparing high-density soil-cement blocks
for load-bearing masonry structures. A block-
making machine used to compact soil into high-
density blocks.

Earlier studies on the soil-cement blocks give broad
guidelines to select suitable soils for making blocks
and the range of strength and water absorption
values for blocks. Most soil-cement blocks’
properties (mechanical and durability), production
techniques, density, soil-sand mix, soil-cement mix
designs (% of clay content, soil, sand cement
contents) etc. is very well established. Mechanical
properties such as compressive, flexural and direct
tensile strength and moisture content of soil-
cement blocks are most commonly studied
properties of soil-cement blocks. More information
on such properties of soil-cement blocks can be
found in the studies of Venkatarama Reddy (1995,
2006 and 2007).

There are barely any studies specifically dealing
with thermal properties of soil-cement blocks.
There is a need for understanding and also for a
methodology for such studies. Thermal properties

of building materials include thermal conductivity,
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diffusivity, emissivity and specific heat, and for
practical purposes they are generally determined
through their thermal conductivity and specific
heat. Hence, the present paper focuses on
understanding thermal properties such as thermal
conductivity and specific heat capacity of soil-
cement blocks having different cement content,
densities and clay content, while still retaining

structural performance and durability.

2. Experimental Programme

2.1 Materials used for soil-cement blocks

A locally available natural red loamy soil has been
used for block making. The soil having a
composition of sand (48%), silt (28.6%) and clay
(23.4%) is used. The natural soil is reconstituted by
blending with river sand in the ratios so that the
resulting soil-sand mixture comprises varying clay,
silt and sand fractions. Thus, 3 completely different
soils (varying clay content) were generated without

altering the characteristics of clay mineral;

Ordinary Portland cement conforming to IS 8112 -
1989 is used for the casting of blocks as a binder

material.

2.2 Soil-cement block making procedure

Soil-cement blocks are manufactured by using
natural soil and the reconstituted soil-sand mixture
to obtain 8 different types of blocks with different
percentages of cement contents, dry density and
clay content. The block density controlled during
the manufacturing process (for each set of blocks).
Soil-cement blocks of the size 230 x 100 x 75 mm
are used in this study. Three varying dry densities
of the soil-cement blocks were adopted for this
study. A total of 48 blocks consisting of 6 blocks in
each category were manufactured. Thus, there are
3 different clay fractions in combination with 4
cement contents and 3 different densities; further
the details are given in Table 1. The thermal
conductivity and specific heat capacity values of
the soil-cement blocks are experimentally

determined.

Table 1 — Details of Soil-cement blocks proportion, density, specific heat capacity, and thermal conductivity values

SI  Material Clay content Cement Dry density Specific heat Thermal conductivity in
No. ID in % content in % in kg/m? capacity in J/’kg K W/ (m K)
*(SD, CoV)
1 SCB 1 31.6 8 1700 1096.4 1.065 (0.029, 2.710)
2 SCB 2 10.5 8 1700 1016.7 1.008 (0.042, 4.139)
3 SCB 3 16 5 1700 1028.4 0.842 (0.026, 3.069)
4 SCB 4 16 12 1700 1053.1 1.076 (0.065, 6.072)
5 SCB 5 16 16 1700 938.3 1.097 (0.073, 6.658)
6 SCB 6 16 8 1700 1065.3 1.066 (0.056, 5.277)
7 SCB 7 16 8 1800 1065.3 1.201 (0.033, 2.751)
8 SCB 8 16 8 1900 1065.3 1.303 (0.051, 4.250)

SCB = Soil-cement block, and *within parenthesis is standard deviation (SD) and coefficient of variation (CoV) of thermal conductivity values

3. Testing Procedure quantity of heat in the ‘steady state’ conditions
flowing in unit time through a unit area of a slab of
3.1 Thermal Conductivity uniform material of infinite extent and of unit
Thermal conductivity (A) is a property of a material thickness, when unit difference of temperature is
that determines how much heat conducted through established between its face”.
it for a given temperature gradient. As per IS 3792-

1978, thermal conductivity can be defined as “The
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3.2 Measurement of Thermal
Conductivity

Methods for measuring thermal conductivity can
be classified into two broad categories: steady-state
methods and transient-state heat transfer methods.
The line heat source method / hot wire method is
the most widely used transient-state method for
measuring thermal conductivity of materials. In
this study, the instrument used is QTM-500 which
measures thermal conductivity based on the

transient hot wire method.

3.3 Thermal conductivity test
The quick thermal conductivity meter QTM-500

instrument from Kyoto Electronics Manufacturing
Company Ltd, used to measure thermal
conductivity values.

In actual conditions, the hygroscopic property of a
building masonry element also influences its
thermal performance. This is not within the scope
of the current study. However, to maintain
consistence in the hygroscopic test conditions
amongst the samples tested, all the specimens were
conditioned (for ~72 hours) and tested at 25°C
temperature and relative humidity in the range of
50% to 60%.

4. Results and Discussions

4.1 Thermal Conductivity of Soil-cement
blocks

Thermal conductivity of soil-cement blocks with
different cement contents, dry densities and clay
contents examined. It is a function of material
(mineral) composites. The details of the soil-cement
blocks tested for thermal conductivity value given
in Table 1.

Figure 1 shows the wvariation in thermal
conductivity with the varying clay content, cement
content, and dry density of the soil-cement block.
The analysis and results discussed in the following

sections.

4.1.1  Thermal conductivity with varying clay

content of the soil-cement block
The investigation by Reddy and Latha (2013)

shows the influence of clay fraction in the soil
mixture and void ratio on the characteristics of
cement stabilised soil compacts. In this study, the
thermal conductivity of soil-cement blocks lies in
the range of 1.008 W/ (m K) to 1.065 W/ (m K) for
the different clay content of 10.5% to 31.6%. With
the increase in the clay content from 10.5 to 16%
and 16 to 31.6%, there is an increase of 5.8% and
0% of the thermal conductivities respectively. The
overall increase in the thermal conductivity values
for clay contents of 10.5 to 31.6% is 5.8% (Figure 1).
It can be seen that over a certain percentage of clay
content the thermal conductivity value becomes

constant.

As the size of clay particles are less than 0.002mm,
it acts as a filler material and forms a fine pore
structure in material. The effect of increasing clay
content on soil-cement blocks decreases their
porosity while increases the thermal conductivity,
thereby making soil-cement blocks more solid in
nature. As the solidity of the block increases, total
pore volume reduces, thereby increasing thermal

conductivity.

Thermal Conductivity in W/(m K)

1.00
0.80
0.60
0.40
0.20
0.00
5 8

12 16 105 16 316 | 1700 | 1200 | 1900

Cement content (%) Clay content (%) Dry density (kg/m3)

Fig. 1 — The variation in thermal conductivity with clay content,
cement content, and dry density of the soil-cement block

4.1.2 Thermal conductivity with varying
cement content of the soil-cement
block

Bhattacharjee has obtained thermal conductivity

values for dry soil-cement blocks for varying

cement contents of 4% 6%, 8% and 10%, the
thermal conductivity value ranges from 0.437 to

0.670, 0.490 to 0.572, 0.565 to 0.630 and 0.570 to

0670 respectively.

Adam and Jones (1995) studied thermal

conductivity of stabilised soil blocks for the oven
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dry samples is in range of 0.25 — 0.55 W/ (m K).
Studies by Akinmusuru (1995), on thermal
conductivity values of the lateritic soil-cement
bricks show the addition of cement decreases the
thermal conductivity value for plain brick. Bahar
et.al, (2004) studied the electrical conductivity of
compacted cement-stabilised soil in order to assess
thermal conductivity of the material. The result
shows that conductivity decreases slightly with the
increase of cement content and sand content. As
the cement content of the block increases, the total
pore volume reduced and tends to increase heat
flow through the block by increasing thermal
conductivity. Increasing cement content of the soil-
cement block increases the quantity of hydrated
products, which helps to reduce the pore volume
by developing hydration products (Generally, C-S,
CsS, CiA and C4AF are the main components
formed during the hydration of the cement) into
the pores of the blocks. Venkatarama Reddy and
Ajay Gupta (2006) showed that the pore size of the
blocks varies with the cement content, and pore
size decreases with an increase in cement content.
Blocks having lower cement content show larger
size pores compared to blocks with higher cement
content that has a large number of smaller pores.
Riibner and Hoffmann (2006) studied the variation
of total pore volume (one of the pore parameters)
under different bulk densities of the same standard
brick materials. They found that the denser the
materials, the smaller the total pore volume,
thereby resulting in the conductive heat transfer
being more dominant in comparison with other
modes of heat transfer.

The thermal conductivity of soil-cement blocks lies
in the range of 0.842 W/ (m K) to 1.097 W/ (m K) for
the cement content variation of 5% to 16%. The
thermal conductivity of the blocks depends on the
cement content and it increases with an increase in
cement content (Figure 1). Cement content of the
block predominately reduces the internal pore
volume as the cement content increases. With the
increase in the cement content from 5 to 8%, 8 to
12% and 12 to 16%, there is an increase of 26.60%,
0.94% and 1.93% of the thermal conductivities
respectively. The overall increase in the thermal

conductivity values from 5 to 16% is 30.28%
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4.1.3 Thermal conductivity with varying
density of the soil-cement block

Generally, thermal conductivity of the material
increases as the density increases from literature
(Max Jakob, 1959). Khedari et.al, (2005) casted soil-
cement blocks having a composition ratio of 1:1:6
(cement: sand: soil) by volume and obtained
thermal conductivity value of 1.4823 W/ (m K);
bulk density is 1913.17+27.65 kg/m3, and tested
according to the JIS R 2618 standard. Balaji (2012)
studies the thermal conductivity of soil-cement
blocks having a composition of 1:7:7 (cement: sand:
soil) by weight. The thermal conductivity test done
as per ASTM C 1113-99 and conductivity value of
1.231 W/ (m K) obtained having a block density
1800 kg/m3. Adam and Jones studied the effect of a
stabilizer on density and obtained an exponential
relationship with dry density and thermal
conductivity for the stabilized soil building blocks.
They suggested the need for research to correlate
between thermal conductivity and soil type, and to
determine the effect of density on thermal
conductivity of the soil-cement blocks by varying
the density. Balaji (2014) showed that the pore
parameter (such as total pore volume) entirely
depends on the particle packing. In building
materials, this pore parameter depends on the
density of the materials.

As the density of the block increases, the
percentage of total pore volume decreases and
thermal conductivity increases proportionally. The
thermal conductivity of soil-cement blocks lies in
the range of 1.066 W/ (m K) to 1.303 W/ (m K) for
the dry densities variation of 1700 to 1900 kg/m3.
Generally, density of material is taken as an
indicator of  the thermal conductivity
(Koenigsberger et. al., 1975), as the denser the
material, the higher the thermal conductivity
values (Figure 1). Density of the block depends on
how the particles of the materials packed with
minimal voids/pores. With the increase in the
density from 1700 to 1800 kg/m?3 and 1800 to 1900
kg/m?3, there is an increase of 12.7% and 8.5% of the
thermal conductivities respectively. The overall
increase in the thermal conductivity values from
1700 to 1900 kg/m? is 22.2%, is almost 1.22 times of
1700 kg/m?3 block thermal conductivity value. As an
increase in density by 100 kg/m? the thermal
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conductivity value increases approximately by 1/8
times. The thermal conductivity value varies as the
density of the material increases. For this study, a
total number of 51 test results considered for
obtaining a regression equation, which has a
coefficient ~ of  determination of  0.987.
Experimentally determined thermal conductivity
values of soil-cement blocks under varying dry
density were used to obtain equation (1). The
equation (1) is applicable for the soil-cement blocks
having 8% cement content, 16% clay content and
for 1700 to 1900 kg/m? densities.

Density
7—0.1045exp " M
Where,
Density in kg/m3
Thermal conductivity (A) in W/ (m K)
The equation (1) cannot be a generalized thermal
conductivity value based only on density. Other
than density, several other parameters influence
the block thermal conductivity, such as porosity,
mineralogical composition, cement content, clay
content, degree of saturation, temperature and
others. The density is one of the indicative
properties which can be used to derive thermal

conductivity of the soil-cement blocks.

5. Envelope Studies

The design of the building materials for a required
thermal performance is crucial (Richard Hyde,
2000), which depends on the constituent material
and microstructure (Balaji et.al. 2013). In the
current section, an attempt being made to
understand the influence of soil-cement blocks
with varying mix proportion and densities through
dynamic thermal properties such as time lag and
decrement factor. These properties been computed
as per UNI EN ISO 13786 — 2008.

5.1 Studies on time lag and decrement
factor

The thermal characteristic of the building wall
envelope depends on the individual material
configuration and its thermal properties. The heat
flow through the material is a combined influence
of the heat storage capacity and thermal resistance
characteristics of the wall elements, which
consequently regulates the indoor temperature
conditions. The building envelope configuration
and its thermal properties such as heat capacity
and thermal diffusivity affect the time lag and
decrement  factor = (Koray  Ulgen,  2002;
Vijayalakshmi, 2006). These can be obtained based
on the materials’ thermo-physical properties (Asan,
1998). Time lag (P) is the time difference between
the temperature maximum at the outside and
inside when subjected to periodic conditions of
heat flow (IS 3792-1978), and a decrement factor is
the ratio of the maximum outside and inside
surface temperature amplitudes (Koenigsberger,
1973). Asan and Sancaktar (1998) found thermo-
physical properties of the envelope material and
the type of material (Asan, 2006) has a profound
effect on the time lag and decrement factor, and
computed time lag and decrement factor for
different building materials. Jeanjean et.al (2013)
also shows the time lag will increase by lowering
thermal conductivity or by increasing its Specific
heat capacity. Asan (2006) in another study shows
different building materials results in different
time lags and decrement factors. Like that, each
mix-proportion block behaves differently and has
different thermo-physical properties.

In this section, dynamic thermal properties such as
time lag and decrement factor calculated for
different soil-cement blocks and obtained values
shown in Table 2. Further, the same has been
plotted in figure 2, 3 and 4 shows the variation in
time lag and decrement factor with respect to
varying clay content, cement content and dry

density of the soil-cement blocks
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Fig. 2 — Variation of Time lag and Decrement factor on the
varying cement content of the soil-cement block

Figure 2 shows the time lag and decrement factor
variation on varying cement content. There will be
decrease in time lag values as the cement content
of block increases, and similarly, the decrement
factor value also increasing as the cement content

increases.

Table 2 — Calculated dynamic thermal properties of the soil-cement blocks

The time lag and decrement factor depends on the
thermal properties of the materials. From figure 1,
it can be seen that an increase in cement content
increases the thermal conductivity value. These
conductivity values directly affect the time lag, and
the decrement factor, which also depends on the
specific heat capacity of the material. As the
cement content increases, the heat capacity of the
This shows that the
increase in the heat capacity of material directly

materials also increases.
influences the inside surface temperature of the
material, by storing the sufficient amount of heat
energy in the material. To obtain a better time lag
and decrement factor by using soil-cement block
material, it can be recommended that 5 to 12%

cement content is suitable.

Material  Density Specific heat Thermal conductivity Thermal Mass  Decrement Time lag
1D inkg/m® capacity in J/kg K in W/ (m K) in kJ/K m2 factor in hours
SCB 1 1700 1096.4 1.065 1863.9 0.69 4.37
SCB 2 1700 1016.7 1.008 1728.4 0.71 4.21
SCB 3 1700 1028.4 0.842 1748.3 0.68 4.55
SCB 4 1700 1053.1 1.076 1790.3 0.70 4.22
SCB 5 1700 938.3 1.097 1595.1 0.75 3.84
SCB 6 1700 1065.3 1.066 1811.0 0.70 4.27
SCB 7 1800 1065.3 1.201 1917.5 0.74 3.84
SCB 8 1900 1065.3 1.303 2024.1 0.73 3.93
0.710 438 0.700 4.33
Decrement factor
0.705 436 Time lag (hours) 432
. Decrement factor 434 0.695
Time lag (hours) 4.31
. 0.700 432 N
g 430 = %osso 430 _
<0695 § b £
E 4.28 3 0685 429 £
£0.690 a6 ¥ g k]
g 424 E’ a 0.680 28 E
0.685 a2 427
0.680 4.20 0.675 4.26

10 12 14 16 18 20 22 24 26 28 30 32
Clay Content(%)

Fig. 3 — Variation of Time lag and Decrement factor on the
varying clay content of the soil-cement block

Figure 3 shows the time lag and decrement factor
variation on varying clay content. There will be
increase in time lag value as the clay content of the
block increases, and similarly, decrement factor
value also decrease as the clay content increases.
The effect of varying clay content of blocks has a
negligible variation on time lag and decrement

factor.
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Fig. 4 — Variation of Time lag and Decrement factor on the
varying dry density of the soil-cement blocks

Figure 4 shows the time lag and decrement factor
variation on varying dry density. In general, an
increase in density of the material reduces the
decrement factor and increases the time lag. For
this study, the blocks” mixed proportion used are
the same for all the three type of density blocks,
and same specific heat capacity value. The time lag
value is almost the same for 1700 and 1800 kg/m3
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density material, but for 1900 kg/m3 density the
value is a little higher than previous values. The
decrement factor value gradually falls as the
density of the materials increases. The variation in
time lag and decrement factor values is not
showing any significance in this study. Use of
1800kg/m? density soil-cement blocks is more
preferable in construction, because casting
1900kg/m?®  density  blocks through static
compaction is impractical; up to 1800kg/m? density
blocks can be casted efficiently. The reason is that
human (animate) energy required to cast higher
(1900 kg/m?) density soil-cement blocks will be
high compare to other lower (1700 & 1800 Kg/m?3)
density blocks.

6. Summary and Conclusions

Thermal conductivity of soil-cement blocks with
different cement contents, dry densities and clay
contents examined. The general details of the soil-
cement blocks tested for thermal conductivity
value given in Table 1.

The thermal conductivity of soil-cement blocks for
different clay contents of 10.5% to 31.6% for blocks
having 1700 kg/m?® dry density and 8% cement
content increases from 1.008 to 1.065 W/ (m K). The
overall increase in the thermal conductivity values
for clay contents of 10.5 to 31.6% clay content is
5.8%. The percentage of clay content in blocks
increases by the decreasing porosity of the block,
thereby making blocks more solid in nature. The
blocks” conductivity will gradually increases by
increasing the clay content.

An increase in the cement content of blocks
increases thermal conductivity values from 0.842 to
1.097 W/ (m K) by 30.28% increase. This is due to
an increase in hydration products into pores of the
blocks, which reduce porosity and conducts more
heat through blocks.

Generally, thermal conductivity of material
increases by increasing density. Soil-cement blocks
under different dry densities (1700 to 1900 kg/m?3)
show increasing thermal conductivity value from
1.066 to 1.303 W/ (m K). For every 100 kg/m?3
increase in density of soil-cement blocks, the

thermal conductivity value increases
approximately by 12.5%. Density of the block
depends on the particles packing of the materials:
the higher the density, the lower the porosity of the
block. However, the lower the material porosity,
the higher the thermal conductivity value will be.

The thermal conductivity of the soil-cement blocks
found to influence by the density, cement content
and clay contents. The mix-proportion of the blocks
directly regulates the heat storing capacity and
thermal resistance characteristics of blocks. The
study on time lag and decrement factor shows that
the thermal properties of the materials play an
important role in regulating these factors. Soil-
cement blocks having 16% clay content, 1700 kg/m?
to 1800 kg/m? density and 5% to 12% cement content

may be recommended to obtain better results.
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Abstract

As part of a Scientific Planning and Support (SPS)
initiative for designing buildings, a team of researchers
from the Energy Research Institute @ Nanyang
Technological University (ERI@N) in Singapore helped
design a high performance building using extensive
benchmarking, modelling and simulation studies. The
building is designed to perform well beyond Singapore’s
highest energy efficiency standard — The Green Mark
Platinum rating.

Designing high performance buildings in the tropics
poses a unique set of challenges. Typical to the region, all
non-residential buildings require robust air-conditioning
and ventilation systems to fulfil high cooling demands
(which typically comprises close to 50% of the building’s
total energy demand). The SPS team organized a Design
Charrette to address problems such as (i) efficient cooling
solutions, (ii) developing tropic-specific standards and
schedules, (iii) separating latent and sensible cooling
loads, (iv) increasing indoor thermal comfort, (v) passive
air-distribution, (vi) centralized water cooling, (vii)
intelligent chiller sizing and optimization, (viii)
maximizing of natural ventilation and (ix) maximizing of
natural lighting.

This paper presents the modelling and simulation results
which were used to design energy efficient solutions
specific to the problems faced in the tropics, as

mentioned above.

1. Introduction

The building project — The North Spine Academic
Building (NSAB) is a 25,000m? multi-tenanted,
laboratory intensive academic building located at
the Nanyang Technological University in

Singapore. In line with the vision to meet high

performance standards, the building owners
fittingly chose to use the SPS team from ERI@N
[Seshadri et al, 2013] to design and plan the
building (Figure 1).

BUILDING
OWNER

HIGH

BUILDING
DESIGN

BUILDING
AUTHORITY

Fig. 1 — The Building Design Working Group [Seshadri et al.,
2013]

The following points are a summary of the
proposed approach to achieve the greenest
building concept that will surpass Singapore’s
Building and Construction Authority (BCA) Green
Mark (GM) v4.1 Platinum standard [BCA, 2013].
Further elaboration of the below mentioned points

are in the following sections.

(i) Establish Key Performance Indicators (KPIs)
for the building that targets BCA’s Green Mark
v4.1 Platinum standard and beyond

(ii) Passive Technology Recommendations
Building Orientation and Facade; Air-tightness
of Building Envelope; Building Envelope
material characteristics; and Day-lighting and
Shading analysis
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(iii) Active Recommendations:

Innovative cooling and ventilation; Building

Technology

information management and Intelligent
building controls; Building integrated power
generation

(iv) Modelling and Simulation: Investigating design
assumptions (weather data, internal loads and
operational  schedules); Building energy
simulation for predicting energy performance
using OpenStudio (OS) and EnergyPlus (E+);
Air-Conditioning and Mechanical Ventilation
(ACMYV) simulation using TRNSYS; Airflow
simulation for natural ventilation using ANSYS
FLUENT; and Day lighting and shading
simulation by using Ecotect Analysis and

Radiance

2. Overall Building Design
Performance

Compared to the BCA GreenMark established
baseline standard (also referred to as building
compliance), the NSAB design aims to make a 40%
improvement in energy performance, 10% higher
than the highest performance rating GM Platinum.
Figure 2 shows a tentative (yet to be verified)
proposed building performance of the different

sub-systems.
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(AC (Non AC Chiller Fans Equipment Renewables
Spaces)  Spaces) Plant
Energy End Use

o

-500

Fig. 2 — Predicted annual Energy Consumption (MWh)
categorized into end-use according to design and baseline
parameters
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The notable improvements made to the baseline

(code compliant) design were:

@) Lowering average annual environmental
heat gain from 50 W/m? to 17 W/m? by
minimizing East-West facade gains, using
double-glazed windows, high reflective
paints, vertical greenery and appropriate
shading.

(ii) Using a  high-efficiency = medium-
temperature central chiller plant, energy-
recovery de-humidification units and fan-
less (passive) air distribution in rooms

(iii) Maximizing daylight, wusing energy
efficient LED and task lighting

3. Benchmarking Input Data

3.1 Metering Equipment Loads

To accurately model the heat gains inside building
spaces, it was necessary to meter the tenants’
existing spaces: which included equipment,
lighting and operational schedules of the tenants
[Leung et al, 2012]. Hence, the design team
avoided risking incorrect ACMV equipment sizing
by not making assumptions regarding internal heat
load calculations.

Figure 3 and Figure 4 represent a plug-load
metering study, done on weekdays and weekends
respectively, conducted by the authors over a 1

month period.
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Fig. 3 — Metered weekday plug load intensity data for research
office space during 01 to 31 Oct 2014 (Mon - Fri)
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Fig. 4 — Metered weekend plug load intensity data for research
office space during 01 to 31 Oct 2014 (Sat-Sun)

The above figures show that for research specific
office spaces, the peak (0800 — 2000 hrs) equipment
load was not significantly different from design
assumptions [BCA, 2013]. But, the off-peak (2000-
0800 hrs) plug load was higher than conventional
office spaces. Upon further investigation, it was
found that usage of high-performance processors
(which could be accessed remotely) during off-
peak hours was the reason for this unusually high
load.

3.2 Laboratory Fume-hoods

Another example of accurately modelling
equipment according to the operational
performance was the laboratory fumehoods
exercise. Laboratory fumehoods are responsible
for high ventilation rates in labs and as such have
to be controlled according to demand [Mathew, et
al., 2007]. It was decided to quantify an occupancy
sensor-control for fumehood-intensive laboratories.
During the exercise, fumehood occupancy sensors,
which were to be modelled for fumehood-intensive
labs at NSAB, were installed at a test lab. The
power consumption of the fumehood was
measured for 1 month with the occupancy sensor
and without. The results of the study, summarized
in Figure 5, showed ~28.5% savings, marginally
lower than 30% claimed by the equipment supplier
based on previous case studies [White and Wu,
2014].

For modelling purposes, a 28.5% ‘control-factor’

was taken into account based on the exercise.
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Fig. 5 — Laboratory Fumehood Operation with and without
Occupancy Controls

4. ACMV Modelling

4.1 Central Chiller Plant

Instead of an exclusive chiller plant to supply
chilled water to NSAB, it was decided to procure a
central chiller plant to supply chilled water to
NSAB and 2 of its surrounding buildings - the
North Spine Learning Hub (NSLH) and Block N4.
The SPS team was tasked to simulate the building
loads and calculate the hourly annual cooling load
demand of the 3 buildings.

Preliminary calculations showed that a total of 5
chillers were needed — Two 275 RT (Refrigerant
Tons) Units (Unit 1, 2) for off-peak hours (2000 —
0800 hrs.) and Three 550 RT Units (Unit 3, 4, 5) for
peak hours (0800 - 2000 hrs.). A simulation

schematic is shown in Figure 6.
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Chiller 275 RT

Fig. 6 — System modelling schematic for Central Chiller Plant

Annual cooling simulations from NSAB and
NSLH, and metered data from Block N4, suggested
that the chiller plant had to be sized to provide a
maximum cooling demand of 2100 RT, as shown in

Figure 7.
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Fig. 7 — Annual maximum hourly cooling loads for the Central
Chiller plant

4.2 Chiller Selection and Control
Optimization

Even before the modelling exercise for the chiller
plant was done, the modelling team offered their
recommendations on best-efficiency chiller types
based on their simulated performances for the total
cooling loads.

Once the performance of the chillers, pumps and
cooling towers were established, the modelling
team set forth various control and optimization
scenarios to maximize the frequency of best
efficiency  ‘sweet-spots’.  The two  control
methodologies [Wei, et al., 2014] which achieved
the highest rated annual chiller plant performances
were (i) schedule controlled operation and (ii)
iterative control optimization.

The (i) schedule controlled operation method
chooses when to switch ON and OFF Units 1-5. The
schedule is based on maximum, minimum and
average time-dependent cooling load demands.
The individual, overall plant efficiency (global
efficiency) and the operational frequency of the
individual units are shown in Figure 8.

The (ii) iterative control operation method, an
ideal-case operation, represents the best-possible
chiller plant operation and the most difficult to
achieve. The control operation tries to run each of
the operating chillers at their individual best-
efficiency ‘sweet-spot” at all times. The individual,
overall plant efficiency (global efficiency) and the
operational frequency of the individual units are

shown in Figure 9.
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Fig. 8 — Annual Performance of the Chiller Plant using (i)
schedule controlled operation: Individual unit performance (top)
and frequency (below)
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Fig. 9 — Annual Performance of the Chiller Plant using (ii) iterative
control operation: Individual unit performance (top) and frequency
(below)

It was concluded that the scheduled chiller plant
control operation was sufficiently close to the ideal
iterative control operation (differing by 0.002
kW/RT) and was chosen to operate the chiller
plant.

4.3 Energy Recovery Units for Dedicated
Outdoor Air System

Moisture control in the tropics is the biggest
obstacle to achieving air-conditioning energy
efficiency [Dong et al., 2005]. As is the case in most
tropical locations, Singapore’s daily relative
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humidity ranges from 65% to 95% [Dong et al.,
2005]. As such, fresh air is cooled to low
temperatures to control moisture before being
supplied to the building spaces. This often results
in over-cooling and thermal discomfort among
occupants.

The above mentioned problems are magnified if
spaces require high fresh air demands. Laboratory
spaces require upwards of 6 L/s/sqm [Mathew, et
al., 2007] of fresh air, as compared to 0.56 L/s/sqm
[BCA, 2013] for conventional office spaces, which
would make lab spaces even more susceptible to
the above mentioned problems.

Hence, NSAB being a laboratory intensive
building, it was decided to employ an energy-
recovery mechanism to pre-cool the outdoor air,
before the primary cooling stage, and re-heat the
air-stream, after the primary cooling stage, using
the incoming outdoor air to achieve optimal supply
air conditions. This unit was designer to be a
Dedicated Outdoor Air System (DOAS), with
remaining zone sensible cooling demands met by
Fan-Coil ~ Units. = A schematic of this
Dehumidification Unit (DHU) is shown in Figure
10.
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Fig. 10 — System modelling schematic for Dehumidification and
Cooling using an air-air energy recovery unit (DHU)

A damper control was installed to maintain the
supply air set-points by controlling the mixing of
re-heated and non-reheated air. As shown in
Figure 11 and Figure 12, the supply air conditions
of 22°C and 55% RH fluctuate by <0.2°C and < 2.5%
respectively, which is acceptable.

The cooling demand of the fresh air was simulated
using a conventional AHU and the above
mentioned DHU  using energy recovery
mechanism. It was found that the DHU energy

performance was 13% better than conventional
AHUs.
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Fig. 11 — The DHU Damper control which maintains setpoint
humidity of the conditioned Supply Air
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Fig. 12 — The DHU Damper control which maintains setpoint
humidity of the conditioned Supply Air

5. Daylighting Simulations

5.1 Outdoor Areas

Daylighting for outdoor areas was done, using
Ecotect Analysis and Radiance to establish the
natural light levels and comfort in common spaces
such as staircases, corridors and the plaza. Using
results derived from daylight simulations the
lighting engineers were able to identify areas which
are expected to receive lower natural light levels (<
150 lux), and were able to make informed decisions
on the locations of photo-sensors to activate electric
lighting.

It was found that, despite being surrounded on all
sides by buildings of equal height, only fully
enclosed corridors were in danger of having low
natural light levels and had to have photo sensors
installed. Other common areas had good natural
light levels between 0700hrs and 1800hrs every day.
These areas only needed timer switches to switch
electric lights on after 1800hrs and before 0700hrs.

79



Bharath Seshadri, Jian Zhou, Vincent Partenay, Priya Pawar and Adrian Lamano

Figure 13 and Figure 14 are examples of Radiance

outdoor area simulations.
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Fig. 13 — Outdoor Daylighting levels (Overcast) using Radiance
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Fig. 14 — Outdoor Daylighting levels (Overcast) using Radiance
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5.2 Indoor Areas

Daylighting for outdoor areas was done using
Ecotect Analysis and Radiance, to establish the
natural light levels and comfort in indoor air-
conditioned spaces. Using results derived from
daylight simulations the lighting engineers were
able to measure daylight perimeters receiving good
natural light levels (500 lux) to install light
sensors which could de-activate electric lighting
[SPRING Singapore, 2006].

It was found that the daylight penetration in the
indoor spaces was minimal due to the surrounding
buildings that deflected direct solar radiation.
Typical to tropical architecture, the East-West
facades featured very little window area, and
hence the daylight penetration was negligible
(Figure 15). However, the North-South facade
which featured higher window-wall ratio had
better natural light levels, especially rooms with
shop-front type of windows (Figure 16). Although

limited, these rooms were able to receive 2.5 — 3m

daylight penetration from the window.

Fig. 15 — Indoor Daylighting levels (Overcast) to measure
Daylight perimeter using Radiance for a Level 2 Space
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Fig. 16 — Indoor Daylighting levels (Overcast) to measure
Daylight perimeter using Radiance for a Level 2 Space

5.3 Daylight Maximization Devices

It was concluded through previously described
daylighting simulations that the surrounding
building structures prevented deep penetration of
sunlight into indoor spaces. Hence, the
implementation of skylights and light shelves,
popular daylight maximization devices, was
considered. The SPS team measured the effect of
these devices using another round of simulation

exercises.

5.3.1. Solar Light Tubes

Fig. 17 — Roof-mounted sky lights [EnergyPlus, 2010]

Light tubes are light transmitting fenestration
forming all, or a portion of, the roof of a building's
space for daylighting purposes (Figure 17). A 2x2m
grey glass panel, (0.65 Visible Light Transmittance)

was used to model the light tube. A snapshot of the
results is shown in Figure 18.

It was concluded that the light tube could increase
the ambient lighting level inside the office space by
120 lux during a sunny day, as shown in Figure 18,
but was also capable of causing excessive glare
during 1200-1400 hrs. Owing to potential for glare
and due to space constraints on the roof due to air-
conditioning equipment, the light tubes were not
employed.
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Fig. 18 — Increase in lighting levels due to sky lights at an office
space on the highest level at 0900hrs on Dec 21st

5.3.2. Light Shelves

<
-l

Cutside Shelf Inside Shelf

Daylit Zone
Wincowe

Fig. 19 — Daylight Re-direction louvers or Light Shelves
[EnergyPlus, 2010]

Light Shelves re-direct daylight to the back of the
room, hence distributing the amount of daylight
that falls on the window plane to the indoor space
(Figure 19). These devices are expected to extend
the daylight perimeter and reduce electrical
lighting energy consumption [Guglielmetti et al.,
2011].

It was concluded that the daylight re-direction
louvers were able to redistribute the daylight from
the daylight perimeter zone to the back of the
room, providing a comfortable ambient light for
the entire space and increasing the average lighting
level in the room by 20-80 lux depending on the
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time of the year. Figure 20 represents the
distribution of daylight on Dec 21t at 1200hrs.
Light shelves which doubled up as shading devices
were installed on the North-South fagade.

Window
0.0m | 5,0m
-132 -136 -56 21

22 23 35

0,20m 5,20m

0 lux 80 lux
|
Fig. 20 — Increase in lighting levels due to light shelves at an
office space on the highest level at 1200hrs on Dec 21st

6. Conclusion

The authors hope that this project and the results
achieved will encourage more use of detailed
modelling and simulation during the design phase
of buildings, and provide best-practice guidelines
for “tropics-specific’ building innovation.

It is also hoped that the technologies that were
successfully designed and demonstrated in this
project will be adopted and improvised as part of
the efficient tropical architecture and system
design. Particularly, (i) central cooling plants, (ii)
separate latent and sensible cooling, (iii) energy
recovery units, (iv) low velocity (fan-less) cooling,
(v) daylight shelves and (vi) natural ventilation
maximization are highly recommended. It should
also be noted that accurate measurement of
equipment, lighting and occupancy schedules
contributes towards accurate sizing and indoor
comfort.

The project concluded with all of the building KPIs
achieved and justified the benefits of a research-

oriented approach to building design.
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Abstract

A micro-heat pump in combination with a mechanical
ventilation with heat recovery (MVHR) unit is developed
and integrated in the facade in the framework of the
iNSPiRe project. The heat pump uses the exhaust air of
the MVHR unit as a source and provides heat to the
supply air of the ventilation system. Thus, one compact
unit can be used for combined ventilation and heating
(and/or cooling). Fresh outdoor air flows into the MVHR
unit, where it is heated with a heat recovery efficiency of
up to 90%. It is then further heated by the micro-heat
pump up to a maximum of 52 °C in order to supply space
heating (reverse operation for cooling possible in future
versions). A simulation study has been performed to
investigate the energy performance of the micro-heat
pump. A detailed physical model of the uHP is
developed within the Matlab simulation environment
and validated against measurements of two functional
models in so-called PASSYS test cells. The performance
of the system is investigated for different renovation
standards (EnerPHit with 25 kWh/(m2-a) and PH with 15
kWh/(m?-a)) at 7 different climatic conditions.

1. Introduction

The majority of existing building stock in Europe
and worldwide is poor energy performance
buildings and renovation plays a major role in
achieving climate protection and energy
independence. Deep renovation solutions in
combination with integrated HVAC systems are
developed within the framework of the iNSPiRe
European project. In this work the development,
testing and modelling of a fagade integrated micro-
heat pump (uHP) in combination with mechanical

ventilation with heat recovery (MVHR) is

presented. Different functional models are
developed in the framework of the iNSPiRe EU-
project and are measured in PASSYS test cells
(Passive Solar Systems and Component Testing) at
the laboratory of Innsbruck University and will be
later monitored in a demo Dbuilding in
Ludwigsburg, Germany. It is an example of social
housing built in the 1970s, which contains 4 flats on
4 storeys. During the renovation process, a
prefabricated timber frame facade will be fitted
onto the building. The reliability and durability of
the unit will be tested and the components and the

system including control will be optimized.

2. Motivation and Concept

The main objective of the development of a fagade
integrated micro-heat pump (uHP) is a cost-
effective mechanical ventilation system with heat
recovery (MVHR) in combination with a vapour
compression cycle for heating/cooling (uHP) for
the application in very energy efficient buildings
with a specific heating load in the range of 10
W/m2. The exhaust air of the MVHR is the source
of the micro-heat pump with a heating power of
approx. 1 kW, which heats the supply air to max.
52 °C. A pre-heater (defroster) and backup heater
for peak load coverage are required. For comfort
reasons, an additional bathroom radiator is
recommended.

The prefabricated unit is designed as a compact
system for fagade integration and thus minimal
space use. With this compact mechanical
ventilation heating (and cooling) system, cold

ducts inside the thermal envelope can be avoided.
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As the whole solution will be prefabricated, the
construction and installation time can be kept as
short as possible. A minimal installation effort is
desirable for economic reasons. With the micro-
heat pump, renovations with minimum
intervention are enabled (minimum invasive
renovation). A simplified hydraulic concept is

shown in Figure 1.
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- Ambient air
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' Exhaust air
Q@ Defroster HRC

Filter ambient air
Filter extract air
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Ventilator exhaust air
0 Compressor
(speed controlled)
11 Evaporator
12 Throttle
13 Condenser
14 Hot gas defrost bypass
15 Supplementary heater
16 Heat exchanger

2000 NO U s WN e

Fig. 1 — Hydraulic scheme of the micro-heat pump

The ambient air (1) will be heated with the
defroster (5) if the ambient temperature drops
below -3 °C (optionally -5 °C). The filter for the
ambient air (6) is situated in front of the heat
exchanger (16). The ventilator for the supply air (8)
is situated after the heat exchanger. The supply air
will be heated in the condenser (13) of the micro-
heat pump. If the temperature of the supply air
after the condenser is too low to cover the heat
load, a supplementary heater (15) will heat the
supply air (3) up to 52 °C. The extracted air (2) of
the room is filtered (7) before the heat exchanger.
After the heat exchanger, the ventilator for the
exhaust air (9) is situated. The compressor of the
heat pump is situated in the air flow of the exhaust
air in front of the evaporator (11). This is changed
to the ambient air in the most recent version. The
expansion valve (12) reduces the pressure between
condenser and evaporator. Hot gas defrost (14) is
necessary in case of ice formation in the

evaporator.
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3. Thermodynamic Analysis

The MVHR, the vapour cycle and the air
heating/cooling are modelled in steady state with
Matlab  using  the
[CoolProp2014] to derive the thermodynamic states

CoolProp  functions

of the refrigerant and of the air.

3.1 MVHR

The enthalpy balance (eq. 1) of the heat exchanger
(excluding the ventilators) includes thermal losses
to the ambient and gains from the room,
respectively:
Hepe — mm{HexF:,D,i’ HEIF:,D,LS:' = Hsu_n,n,i - Hr:rr.b,l -
QlossvHA
(M

The effective heat transfer capability UAe« can be
calculated based on the effectiveness of the MVHR
nemr acc. to the definition of Passive House Institute
(PHI)

Peiyent 2)

(Far _'5*-""-:":”"1_:1,

e8! = T G B

which is measured for conditions that exclude the
occurrence of condensate. The effectiveness is
published for many products, see Feist (2014). The
effective heat transfer capability is assumed to be
constant for all operation conditions (as there is
always laminar flow) except for the case when
condensation occurs, see Siegele (2014). The actual
heat transferred from the warm to the cold stream
depends on the flow rate as well as on the ambient
and extract air conditions (temperature and rel.

humidity) and can then be calculated by

: 3)
Darmn = Udgpy - A8,
with the logarithmic temperature difference
Ad _ ':'59:=Ll_bsuﬂ_:-_]:' _l:bi-.':ll_:\-_]_bmﬂll_uj (4)
g — i": Pavr I Tourpoll %
Nk n T amn 110
Here, the power of the ventilators P has to be
slrsnt
considered:
Falupgnr (5)
1_'] . . = 1_'] . —_——
sup i = Faupl T Tome,
Falugnr (6)

Boxnni = Pexhp~ 2ic,
where the index i is used for the temperatures
inside the MVHR (i.e. before each ventilator). Note
that the condensation is accounted for with the

effective heat transfer capability (which is a
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function of the extract air humidity ratio and the
ambient temperature) and therefore the approach
must be considered as non-physical. For a physical
approach, a discrete MVHR model has also been
developed and used for comparison. The discrete
model is significantly more time consuming.

For the performance of the MVHR the pre-heater

power

. ) R (7)
Qpref’:ea:sr =Mg- ':hcrr.i'_i. - hr.'mi'_DJ
has to be considered. The COP of the MVHR can
then be calculated as follows

g +F

mrhezie

COPyonn =

el

3.2 Vapor Cycle

A simplified physical vapour cycle model for the
HP is used to perform a sensitivity analysis and to
optimize the components. Pressure losses in and
between the components are disregarded with the
exception of the pressure loss in the condenser
which is considered by a given pressure difference
Apcond. Subcooling and superheating are considered
in a simplified way with given temperature

differences ATsub and ATsuper, respectively (Fig. 2).

log(p) / [Pa]

10°

150 200 250 300 350 400 450
h / [kd/kg]

Fig. 2 — Pressure vs. enthalpy diagram of the heat pump cycle,
Heat Pump Cycle (thin dashed line): a) evaporator outlet, b)
compressor inlet, c) compressor outlet, d) condenser inlet, e)
condenser outlet, f) expansion valve inlet, g) evaporator inlet
Simplified heat pump cycle (thick dashed line): 1) superheated
vapor, 2) condenser inlet, 2*) saturated vapor at pc.ng, 3*) boiling
liquid at pcong, 3) sub-cooled vapor, 4) evaporator inlet, 1*)
saturated vapor at peyap

The evaporator is divided in three sections (film
evaporation, evaporation and superheating) with
varying shares of the total evaporator area Aevap,
which is 4 m? in the functional model. The heat
transfer coefficients are assumed to be constant in
each section. Correspondingly, the condenser is
divided in de-super-heating, condensation and
sub-cooling sectionsm, again with varying shares
of the total condenser area Acnd and constant (i.e.
given) heat transfer coefficients. The section areas
of evaporator and condenser are determined
iteratively.

The mass flow of the refrigerant
N )

Mypgp =D E0s/min Feuc ool

is a function of the displacement which is here
D=6.2cm?® (Embraco, hermetic reciprocating
compressor, speed controlled) and of the
volumetric efficiency which is approximated by the

following equation

By 1)
Moot = 1 — V- (T d _1}
Here, Vc is the clearance volume fraction, which is
a function of the compression ratio and the
compressor speed and has to be determined from
compressor data. For sake of simplicity instead of

the polytropic exponent n, the isentropic exponent

. (11)
Cy
is used. The compression ratio
— Pas (12)

Poue
is a function of the compressor discharge pais and
suction psuc pressure and determines the isentropic
efficiency, which can be approximated by a
polynomial or implemented by means of a 2D-
lookup table.

The electrical efficiency of the inverter depends on
the speed of the compressor and can be
approximated with the following polynomial

Netiny = (—1.08- 1077 - (N/RPM)* + 0.000%-
(W/RPM) — 1.034) %

(13)
Finally, the performance of the heat pump
0 (14)
COPy, = —==
|
ooy
and the system performance can be calculated
15)
T WL L S
CGP:_I_: — =mehpzt MYVH ot

e Pt Pt
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Here, the electric consumption of the heat pump is
Fs-l_::-m.ﬁ (16)

PELHF = Maw

The post-heater power is included
17)

merhsn:rsr =y ':hsu;:l_: - hsu;:l_lj'
For the post-heater either a given temperature e.g.

.. is assumed or alternatively the
E:u_u-_ﬂ =527
power of the post-heater is calculated given a

constant required total heating power which is

, . . (18)
Q[:: =my e ':h:u_t:-_ﬂ - h:m;;_[:,}

4. Simulation Results and Sensitivity
Study

4.1 Reference Case

The performance of the micro heat pump is a
function of the following boundary conditions:
- Speed of the compressor (rounds per
minute, rpm) (high influence)
- Volume flow (high influence)
- Ambient temperature (small influence)
- Room temperature (small influence)

- Room humidity (very small influence)

The resulting temperature vs. humidity ratio

diagram is shown in Fig. 3.
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Fig. 3 — Temperature vs. humidity ratio diagram
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Taking a flow rate of 90 m3%h and maximum

compressor speed (4500 rpm) as an example, for
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the boundary conditions of -10 °C and -5 °C
ambient temperature and 20 °C extract air
temperature with a relative humidity of 35% and
the parameters mentioned in table 2 below the

following results are obtained:

Table 1 — Performance of the yHP

Parameter -10 °C -5°C
COPsys w\ post-heat. to 52°C ~ 1.93 2.15
COPsys = 2.56 w\ o post-heat. 2.07 231
COPwp 1.54 1.53
Do [ [W] 1594.2 14485
@ pretressing / [W] 179.9 51.3
Doz / [W] 766.3 763.6
Prevem / [W] 539.9 548.5
o J— 1Y 108.1 85.0
fipnren / [g/h] 50.2 56.0
Mezndzns=r / [g/h] 194.8 192.3

The pre-heater is assumed to work ideally, here
(pre-heating to -3 °C). Due to the cyclically
required deicing of the evaporator the system COP
decreases from 2.31 to 1.88 at -5 °C. The deicing
control offers potential for optimization.

The parameters used for the simulation correspond
to the design of the first functional model (see
section 5) and are summarized in table 2. An
improved version is currently being measured in
the lab and better performance can be expected.
The aim is a heat pump COP of at least 2, see also

section system simulation, below.

Table 2 — Parameter of the MVHR and pHP, see Siegele (2014)

Parameter Symbol  Value Unit
(range)

Volume flow \V 20 m3/h

rate (60 ... 150)

Specific Pelvent 0.4 Wh/m3

ventilation

power

Heat recovery T|PHI 0.85 -

efficiency (PHI

definition)

Heat losses of Qiossmvar 0 W

MVHR

Compressor D 6.2 cm3

displacement

Clearance Ve 0.0375 -

Volume fraction

Compressor Nmin 2000 rpm

frequency (1000 ...
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4000)
Refrigerant - R290 -

(R134a)
Heat loss Qioss,comp 0 w
compressor
Electrical Tcomp 0.85 -
efficiency of
compressor
Area of Aevap 4 m?
evaporator
Heat transfer Utilm 20 W/(m?2 K)
coefficient of Uevap
evaporator Usuper
Area of Aevap 3 m?
condenser
Heat transfer Udesuper 10 W/(m2 K)
coefficient of Ucond 3
condenser Usub 3
Superheating AT'super 5 K
Subcooling ATswp 1 K

4.2 Sensitivity Analysis

The ambient conditions have no significant
influence on the COP of the heat pump (if a
constant i.e. given compressor speed is assumed).
However, they have significant influence on the
defrosting (i.e. pre-heating), backup (i.e. post-
heating) and the deicing demand and thus on the
system COP. The compressor frequency (i.e.
compressor power) and the volume flow influence
the COP and COPsys most, see Fig. 4 for the

sensitivity of various parameters.
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Fig. 4 — Relative change of COP and of system COP vs. relative
change of various parameters

5. Functional Model, Measurements
and Validation System simulations

5.1 Performance measurements

Different functional models of facades with an
integrated mechanical ventilation system with heat
recovery are developed in the framework of the
iNSPiRe EU-project and are measured in PASSYS
test cells (Passive Solar Systems and Component
Testing) at the laboratory of Innsbruck University.

The investigation of constructional and building
physics aspects was in the focus of the
development of the first functional model of a
facade with integrated MVHR. Furthermore,
practical aspects such as accessibility (maintenance,
repair, filter change) have been addressed. A
second functional model - the micro-heat pump in
combination with MVHR unit - is developed and
integrated in a timber frame facade and tested in
the second PASSYS test cell. The second functional
model is primarily designed to measure the
performance of the MVHR unit and of the micro-
heat pump and to validate the simulation model. It
was therefore built in a facade without a window.
The second functional model was optimized based
on experimental and simulation results and is

currently being tested.
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A third functional model will be installed in the

acoustic test rig for sound measurements.

Figure 5 shows both functional models installed in
C0f,., ,the PASSYS test cells at UIBK.

¥ o e, A’%
Fig. 5 — PASSYS test cell at UIBK with installed functional
models, left cell: 1st functional model (MVHR next to window),
right cell: 2nd functional model (WHP and MVHR) — photo: UIBK

To achieve better agreement between simulation
and measurement instead of a constant UA-value,
a calibrated function is used. The effective UA-
value is decreasing for higher relative humidity
due to condensation inside the heat exchanger. For
boundary conditions without condensate, the
effective UA-value can be assumed to be constant.
The effective UA-value drops to 50% in case of
high amounts of condensate; see Siegele (2014) for
details.

5.2 Validation of the Simulation Model

The measured and simulated coefficient of
performance of the system is displayed in Fig. 6 as
a function of the ambient temperature with the
speed of the compressor as parameter. The
simulation model slightly overestimates the COPsys
for lower ambient temperatures and
underestimates in case of higher ambient
temperatures. Overall, relatively good agreement

can be achieved; see Siegele (2014) for more details.
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Fig. 6 — Simulated and measured system COP as a function of
the ambient temperature with the compressor speed as
parameter

The COP of the pHP is, with values below 2,
relatively poor. An improved version has been
developed (a compressor with higher capacity
situated in the supply air before the condenser,
refrigerant R134a, condenser area 4 m?) with the
aim to obtain a heat pump COP higher than 2 and
system COP of at least 3 for 4500 rpm.

Measurements are ongoing.

6. System Simulation

The validated physical model is used to generate a
performance map of an improved pHP for system
simulations. The heating with the uHP of a single
family house with two levels of heating demand
(15 kWh/(m? a) and 25 kWh/(m? a) is simulated in
seven European climates (see Dermentzis et al.
2014 for a detailed description ). Here, detailed
results for the location Stuttgart (Meteonorm) are

presented.

6.1 Building Model

The building considered in this study is a semi-
detached single-family house, with a tempered
floor area of 78 m2. It is defined within the iNSPiRe
project [iNSPiRe, 2014] as a typical European
single-family house construction. The actual
building is located in London, UK, and consists of
two floors and an unheated attic, with an insulated
ceiling between the top floor and the attic
[Gustafsson, et al.,, 2014]. The ventilation rate is
taken to be 0.4 h! and the infiltration rate 0.1 h-..

Two renovation levels (i.e. U-values of roof, floor,
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walls and windows) are defined: EnerPHit (EN)
and Passive House standard (PH).

In MATLAB Simulink the complex building model
of the Carnot Blockset is used. In this study, only
space heating is investigated. Total energy
consumption includes heat pump compressor,
backup heater, defroster of heat recovery and
ventilator fans. Thus, all energy consumed is

electricity.

6.2 Influence of the size of the heat
pump power and of the control
strategy on the performance

A set of dynamic simulations is performed to
investigate the influence of the controller. At a first
step, sensitivity analysis is performed assuming
constant compressor frequency. The on/off
controller with hysteresis is used. The different
RPM correspond to different heating capacity of
the micro-heat pump as shown in Table 3.
Additionally, dynamic simulations are performed
using a PI controller parameterized for the
frequency-controlled compressor with a range of
2000 to 4500 rpm. In Fig. 7 the total electrical
consumption is presented. The results show an
improvement of system performance by using a PI
controller. The benefit of a PI controller compared
to the on/off controller with maximum frequency
(4500 RPM) is about 13% for EnerPHit and 20% for
PH standard, but only 2 to 3% in case of the
optimal dimensioned speed. The main advantage
of the speed-controlled compressor might be that
the possibilities of an improperly dimensioned heat
pump with regard to the building load is reduced.

Table 3 — Heating capacity of micro-heat pump

RPM Prp / [W] COP
2000 384 3.84
2500 453 3.33
3000 520 2.96
3500 584 2.68
4000 646 2.40
4500 710 2.11

16
— 14 BMENsys ®PHsys
”E 12
-j:‘—.: 10
= 8
= 6
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Fig. 7 — Total electrical consumption using PI or on/off controller.

Fig. 8 shows the load duration curve of the
building heating load and the load covered by the
micro-heat pump. Results are presented for two
control strategies: PI controller (continuous line)
and on/off controller with constant compressor
speed (dotted line) - the optimum speed is chosen

(see Fig. 7).
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Fig. 8 — Load duration curves of the building and load covered by
the micro-heat pump using Pl controller and on/off controller (@
2500 RPM) with the building in PH standard; daily average values

Also with a PI controller, the backup heater is
needed for the peak loads. In the case of the on/off
controller, the share of the backup heater increases

significantly.

7. Outlook & Conclusion

The aim of this work is the development of a uHP
with a MVHR and to establish a cost-effective and
reasonably efficient system for ventilation, heating
and optional cooling for very efficient buildings
such as Passive Houses or buildings renovated to
EnerPhit standard. Functional models have been
built and are tested in PASSYS test cells.

Measurement results are used to validate a new
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simplified physical MVHR and heat pump model.

The physical model delivers results with relatively
good accuracy. The model can be used to assist
optimizations  and  further = developments.
Simulation is used to show that the performance of
the heat pump can be further improved. This is
part of ongoing and future developments.
Furthermore, the results delivered by the physical
model can be used as input for system simulations.
Results of simulation studies show that the concept
of the pHP is feasible. The micro-heat pump will
be monitored in a demo building in Ludwigsburg.

The pHP represents a cost-effective compact
heating system for buildings with very high-
energy performance (new buildings as well as for
deep renovations) which - integrated in a
prefabricated fagade - can be applied with
minimum space use and reduced construction and

installation effort and time.
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9. Nomenclature

P power (W)

o} density (kg/m?)

) temperature (°C)

sP specific power (Wh/m?)

T temperature (K)

T compression ratio (-)

U overall heat transfer coefficient
\Y% Volume (m?3)

Subscripts/Superscripts

a air (dry air)
amb ambient

C Clearance
comp compressor
cond condenser
dis discharge
el electric

eff effective
exh exhaust

ext extract
evap evaporator
HP heat pump
i inside/internal
inv inverter
min minute
MVHR mech. vent. with heat recovery
ref refrigerant
S saturation
suc suction

sub sub-cool
super super-heat
sup supply

Sys system

tot total

vent ventilation
vol volumetric
References

Symbols

A area (m?2)

Cp» Cy specific heat capacity (J/(kg K))
COP coefficient of performance
D displacement (m?3)

H enthalpy (J)

h efficiency (-)

K isentropic exponent (-)

m mass flow (kg/s)

N revolutions (rpm)

n polytropic exponent (-)

p pressure (Pa)
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Abstract

Energy efficiency issues are being integrated into
Building Information Modeling (BIM) quickly by the
InnovANCE Italian research project which provides the
creation of the first Italian open-source construction
"unified database", shared by all stakeholders: public and
private clients, construction companies, professionals and
manufacturers.

The aim of this research is to define a methodology by
which to obtain data flows and information exchanges,
with as small as possible data losses, from architectural
software (as Revit Architecture) and energy analysis
software, mainly those based on transient-state.

The transient-state tool analyzed for this study was the
EnergyPlus simulation engine, which represents the state
of the art tool in building energy simulation.

As the process of exchanging data from Revit to
EnergyPlus is not direct, “Space Boundary Tool” (SBT)
middle-ware was used as an “interoperable bridge” with
good results passing through the Industry Foundation
Classes (IFC) format, analysing problems and possible
solutions. Up to now, SBT is used for three different
purposes:

(i) To apply needed geometric transformations in order to
transform an architectural model into a two-dimensional
surfaces model;

(ii) To assign thermal boundary conditions to model
surfaces and adding materials thermal properties;

(iii) To get an .idf file that can be processed by
EnergyPlus simulation engine.

The correct data exchange obtained makes the energy
optimization process easier, mostly if applied in
preliminary design phases (when energy analysis can be
more effective in driving to the “zero energy building”
goal), by avoiding building a new energy model for each

architectural design variation.

1. Introduction

Energy efficiency issues need to be integrated in
the building design process, mostly in the
preliminary phase, to reach the zero energy goals.
A way to make this operation easier is to provide a
unique design base on which both architectural
and energy experts can share their analysis and
modification proposals. Providing a shared design
base is one of the BIM aims. To actually ensure
high-energy performances, transient-state
simulation engines, like EnergyPlus (Crawley et
al., 2001), should be used, but the complexity and
particularity of models and data requested by these
engines often make it hard to directly match with a
BIM model.

The InnovANCE Italian research project was
focused also on these items. It provided a web-
based unified construction database shared by all
stakeholders:  public and private clients,
construction ~ companies,  professionals and
manufacturers. Some of the provided features of
this web database, built together with SAP -
Systems, Applications and Products in data
processing, allow designers to download and
upload information on materials, components,
building spaces and projects, and their
corresponding BIM objects with all needed
properties already applied.

Therefore, starting from this data collector system,
a workflow was developed in this study to build
BIM models and perform transient state energy
simulations on them during the design phase. The
information transferring process between different
tools belongs to the so-called interoperability issue,
which was investigated in this study, by using the
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“Industry Foundation Classes” (IFC) standard.

The BIM software used to perform these analyses
was Revit Architecture, on which the “Add-In
Innovance” was developed together with One
Team software house to link the BIM model
together with the InnoVANCE web database.
EnergyPlus was the simulation engine on which

energy evaluations were run.

2. Description of the experimental
procedure of the InnovANCE web
database

In order to test the interoperability process, a
simplified model was built, according to the
BESTEST ASHRAE 140 reference. Therefore, the
testing model was a single parallelepiped formed
cell whose internal dimensions were 6.00 m x 8.00
m and 2.70 m height. Its longest side was oriented
parallel to the East-West direction. On the south-
facing facade two transparent components were
considered, centered on the same, of dimensions
3.00 x 2.00 m.

Fig. 1 — BIM model view of the test cell.

On the InnovANCE web database the layers of the
wall are looked up in the database of "element in
opera" and, if they already exist, will be used in the
"BOM creation"-Bill Of Material creation- of the
parent material. In the case in which there is a layer
that does not satisfy the requirements as requested,
it will be necessary to create a new layer with the
desired characteristics. This procedure can be done
in two distinct ways: creating from scratch a new
code which will be assigned to each of the seven
characteristics - Function, Typology, Geometry,
Heat resistance, Physic-chemical properties and
Thickness - or by creating a copy of an existing

code (which automatically assigns a new code to
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the new copy layer) and then modifying one or
more existing characteristics. This procedure
guarantees an excellent applicability on the part of
experts.

Fig. 2 — Possibility to rename the material and change each
feature keeping other data.

3. Coding association in a parametric
environment: description of the
procedures

The association of a code in a parametric
environment is necessary to identify each object in
a unique way in the web database. This was done
in Revit by using the InnovANCE Add-In, which
generates a two-way connection with the SAP
programming code. In order to associate the BIM
object, this has to be created before the object.
Subsequently, in the Add-In box of InnovANCE,
clicking on ASSOCIATES, the "update objects —
InnovANCE materials research” dialog box is
opened in which, under the heading "ANCE
CODE" the code corresponding to the parent
material to be associated to BIM object is inserted.
In the "propriety of type" it is possible to find the
characteristics assigned in the encoder for code
generation. In the enclosed propriety under the
heading "Other" the following fields are present:
Thickness, Thermal transmittance, Physic-chemical
properties, Function, geometry, Type, Ance code,

extended text Ance material, Ance material.
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characteristics in a parametric environment.

4. Information’s transfer checking from
a BIM model to the .ifc file format by
Revit

Once the code association of BIM objects to the
Revit model was complete, the exportation in .ifc
format was performed. Among the options that can
be set in the procedure to generate .ifc files, users
can also map BIM objects with the corresponding
IFC classes, to ensure a conversion that
corresponds to the standard of the format. In
particular, some text files are already available
with these pre-compiled maps and they can be

loaded in order to automate this operation.

BIM and interoperability for energy simulations

& —

Fig. 4 — Mapping of BIM objects with the corresponding class
according to the IFC standard.

The exportation was performed using the "IFC-
EXPORTER" Revit
Architecture, by the settings of the version" IFC 2x3
Concept Design BIM 2010 .

Plug-in from inside the

Fig. 5 — Parameters settings for .ifc file generation.

After that, the generated .ifc file is verified in
Solibri Model Checker. In particular, as can be seen
in the following figure, the geometric dimensions
defined in the BIM model and those exported in
the .ifc file, relatively to the highlighted wall in Fig.
6, (in other words these parameters as "height”,
"length" and "width"), appears to be exported
successfully.

Fig. 6 — Comparison between the geometric dimensions of a
defined wall in the BIM model and the ones which were written in
the exported .ifc file.

Analyzing the thermal properties of the
components of the envelope, it can be noticed that
the thickness and the total value of the thermal

transmittance of the same were exported as well as
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the names and the thicknesses of the individual
materials. It is not possible for the thermo-physical
characteristics of each material layer (especially
thermal conductivity, density, specific heat and
absorption coefficients) to be exported as these
represent the necessary information about the
construction of a thermal model to be evaluated in

dynamic state.

Fig. 7 — Non-response in the .ifc file about the thermo-physical
properties of each material defined in the BIM model.

5. From .ifc to .idf file

EnergyPlus simulation engine, like many engines,
can manage only its own text-file format (.idf).
Therefore, even if the .ifc format is going to be the
most acknowledged international standard for
interoperability, the .ifc model exported by Revit
should be converted into an .idf file to run a
simulation on it by using EnergyPlus. In addition,
as already highlighted in the previous section, in
the .ifc exporting process, many thermal properties
are not written. So, since the interoperability
process between BIM models and .idf thermal
models (by passing through .ifc standard) is not
direct (Bazjanac at al., 2013), Space Boundary Tool
middle-ware was used to add missing information
and fixing geometry (Bazjanac, 2010).

This intermediate software allows the user to
convert an .ifc file to an .idf file by adding
boundary conditions to thermal surfaces, fixing
some geometries, and writing material thermal
properties by referencing to a “library” .idf file. To
automatically create this support file from the
Revit model, an additional routine was developed
together with One Team software house, to be
added to the Addin Innovance tool. This routine
can write an .idf file by copying material thermal
properties used in the BIM model with the correct
EnergyPlus syntax, simply by clicking on a toolbar
button.
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Then, the exported .ifc file can be processed by the
Space Boundary Tool, together with the .idf library

file, to obtain a first stage of the thermal model.

%88 Space Boundary Tool 15.7 = B -
IFCFile:  CAZINNOVANCE\Modello esempio 2-Lifc Browse.
Space Boundaries | Constructions & Materials{ Generate IDF | Qutput | Errors & Wamings |

Library Constructions & Materials
IDF Materials Library: CAZ-INNOVANCENibreriaiidf load |
Name Type
(Generic Window) Window composite ]
(Generic Door) No mass =
(construction for missing material properties) | Normal
<Unnamed> Normal
Alluminio Normal
Calcestruzzo armato Normg” \
Cement; Nogua)
Building Materials
load |
Name For Windows JDF Happing Target
{construction for missing material properties] False (cnefruction for missing material properties) s
(Generic Door) False (Generic Door) B
‘Aluminio e Alluminio
Vetro False Wero
Metallo - Acciaio Ise Pictallo - Acciaio
piestrelle pavimento False piasirelle pavimento
Lemento - Ranid: Fal mento - Ragids

Fig. 9 — Materials thermal property assignment and .idf model
generation in Space Boundary Tool.

The obtained thermal model contains information
about building geometry and envelope thermal
properties. User behaviour should also be added.
This can be done directly by the EnergyPlus idf
editor or by other EnergyPlus-based interfaces
such as OpenStudio or DesignBuilder, simply by
opening the .idf file. After that, the model will be
ready for a first simulation to obtain energy
demands.

To obtain building energy consumptions, also a
mechanical system should be modelled. However,
to do this, a very good knowledge of EnergyPlus is
needed. Further, once the .idf model is available,
many other aspects can be investigated, such as
thermal comfort, by adding more EnergyPlus

objects by an expert user.



6. Conclusion

Nowadays, it is not possible that simply by
clicking on a button, a BIM model is correctly
converted into a transient-state energy model and a
reliable result on the building energy performance
will be provided. This is mainly due to the
different aims of BIM and energy models, whose
approximations and rules are significantly
different. Consequently, a fine checking by an
expert user must always be done, to ensure the
final result is accurate.

Many processes can be automated and the
construction of a thermal model will be faster than
starting from a blank sheet. Improving the level of
automation, as this study has tried to do, will make
the integration of energy evaluation in building

design more affordable for design teams.

References

Bazjanac, Vladimir, “Space Boundary
Requirements For Modeling Of Building
Geometry For Energy And Other Performance
Simulation.” In Proceedings of the CIB W78 2010:

27th International Conference. Cairo, Egypt.

BIM and interoperability for energy simulations

Bazjanac, V., ].T. O'Donnell, T. Maile, C. Rose, N.
Mrazovié, E. Morrissey, C. Regnier and K.
Parrish. 2013. “Transforming BIM To BEM:
Generation Of Building Geometry For The
NASA Ames Sustainability Base BIM.”

Crawley, D. B, L. K. Lawrie, F. C. Winkelmann,
and C. O. Pedersen. 2001. "EnergyPlus: A New-
Generation  Building Energy  Simulation
Program." Proceedings of Forum 2001: Solar
Energy: The Power to Choose.

ANSI/ASHRAE Standard 140-2011 - “Standard
Method of Test for the Evaluation of Building
Energy Analysis Computer Programs”, 2011.

Buildingsmart Official Website 2014. Accessed July
2014. http://www .buildingsmart-tech.org.

LNBL Simulation Research Group 2014. “Space
Boundary Tool”. Accessed July 2014.
https://simulationresearch.lbl.gov/projects/spac
e-boundary-tool

OpenStudio Official Website 2014. “OpenStudio”.
Accessed July 2014.
https://www.openstudio.net/

DesignBuilder Official Website 2014.
“DesignBuilder”.  Accessed  July  2014.
http://www.designbuilder.co.uk/

97


http://apps1.eere.energy.gov/buildings/energyplus/pdfs/bibliography/crawley_ases_2001.pdf
http://apps1.eere.energy.gov/buildings/energyplus/pdfs/bibliography/crawley_ases_2001.pdf
http://apps1.eere.energy.gov/buildings/energyplus/pdfs/bibliography/crawley_ases_2001.pdf
http://www.buildingsmart-tech.org/
https://simulationresearch.lbl.gov/projects/space-boundary-tool
https://simulationresearch.lbl.gov/projects/space-boundary-tool
https://www.openstudio.net/




Urban heat island in Padua, Italy: simulation analysis and mitigation

strategies

Luca Battistella — Department of Management and Engineering — University of Padua, Italy —

luca.battistella.2@studenti.unipd.it

Marco Noro — Department of Management and Engineering — University of Padua, Italy —

marco.noro@unipd.it

Abstract
The Urban Heat Island effect has been widely

studied in large cities around the world, more
rarely in medium-size ones. The paper reports on
the study of the UHI phenomenon in Padua, a
medium-size city in the northeast of Italy, one of
the most industrialized and developed parts of the
country.

Experimental measurements were carried out
during summer2012, recording the main thermo-
hygrometric variables by mobile surveys along an
exact path crossing different zones of the city area
(urban, sub-urban and rural). Some measurements
in situ in characteristic sites of the city area (like
the city centre, high and low density populated
residential zones, industrial zone, rural zone) were
carried out in order to evaluate thermal comfort
indexes. The analysis of the data highlights the
presence of the UHI effect with different
magnitudes depending on the function of the zone
of the city. In the city centre, a historical zone, the
effect was up to 7 °C.

The ENVImet simulation model was used in order
to quantify possible increases in thermal comfort as
a consequence of some mitigation strategies. In
particular, a very famous square of the city (Prato
della Valle) was analysed: it can be considered
representative of the phenomenon because of the
size and so the very different characteristics from
the UHI effect point of view. Two scenarios were
analysed besides the actual one (“Asls” scenario):
“Green ground” (halving the asphalt surface and
doubling the green and plants surface) and “Cool
Pavements” (increasing the albedo of impervious

horizontal surfaces).

The simulations results are presented both in terms
of UHI intensity (difference in air dry-bulb
temperature between Prato della Valle and a
reference rural site) and in terms of mean radiant
temperature and thermal comfort sensation. The
results are presented both in spatial and temporal
terms for a typical summer day. The “Green
ground” scenario allows up to a 1.4 °C and 3 °C
decrease in air temperature, respectively during
the night and the day. The same items for the
“Cool Pavements” scenario are, respectively, 1.8
and 4 °C.

1. Introduction

As is well known, the Urban Heat Island

phenomenon (UHI) is the systematic higher air

temperature of an urban environment with respect
to a rural one. This results from many causes that
interact with one another, according to the

particular situation of each city (Lazzarin, 2011).

Briefly, the main factors are the following;:

- the structure of urban canyons that affect the
shortwave radiation heat exchange capacity of
the urban surfaces towards the sky;

- the typically low albedo of the urban surfaces
that increase the heat absorbed by buildings,
pavements, roads and roofs;

- the anthropogenic heat produced by heat
engines of the motorcars and chillers
condensation heat;

- the greenhouse effect that is amplified by the
higher pollutant concentration in the urban

atmosphere;
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- the shortage of green areas that increases the
heat exchange with air and decreases the
evaporative cooling effect due to the lack of
evapotranspiration of trees and grass.

The literature on the UHI effect is very rich; for the

sake of brevity refer to the authors’ previous work

(Noro et al., 2014a) to find some references. UHI

has been studied worldwide (Athens, London,

Berlin, Vancouver, Montreal, New York, Tokyo,

Hong Kong for example) since the sixties

(Santamouris, 2007). In Italy, only a few studies are

available for some major cities like Bologna (Zauli

Sajani et al., 2008), Milan (Bacci and Maugeri,

1992), Florence (Petralli et al., 2006) (Petralli et al.,

2009) (Petralli et al., 2011) and Rome (Fabrizi et al.,

2010). Very few data are available concerning the

existence of the urban heat island phenomenon in

medium-size cities, the most widespread in Italy

(Modena (Bonafe, 2006) and Trento (Lora et al.,

2006) (Giovannini et al., 2011) for example), and

none in the Veneto Region in the northeast of Italy.

The University of Padua has been studying the

Padua city’s UHI effect since 2010. In previous

works the authors have described the results of the

2010, 2011 and 2012 measurement campaigns done

by the research group of the Department of

Environmental Agronomy and Crop Productions

and by the authors themselves (University of

Padua) (Busato et al., 2014) (Noro et al., 2014a). In

other previous studies, the authors described the

activities on the simulation of UHI in characteristic
sites of the fabric of the city of Padua developed
within the framework of the European Project

“UHI”* (Noro and Lazzarin, 2014) (Noro et al.,,

2014b).

In this paper, the use of the ENVImet simulation

model allowed to investigate the effects of possible

mitigation strategies in one of the most

characteristic sites of the city, Prato della Valle.

2. UHI Mitigation Strategies by
Simulations
2.1 Methods

In order to accurately simulate the physics of the

atmospheric boundary layer of an urban area, the

1 “UHI - Development and application of mitigation and adaptation
strategies and measures for counteracting the global Urban Heat
Islands phenomenon” (3CE292P3).
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modeling software should meet the following

requirements (Huttner, 2012) (Xiaoshan et al.,

2012):

- the grid size of the model area should be small
enough to resolve buildings, i.e. grid size <10
m;

- the model should implement the energy
balance of surfaces of all types;

- the simulation of the physical and
physiological properties of plants should be
included;

- the calculation of the atmospheric processes
should be prognostic and transient.

The three-dimensional microclimate model

ENVImet (www.envi-met.com) (Bruse and Fleer,

1998) is one of the few microscale models that

fulfill all of the above-mentioned criteria. It is

freeware and runs on a standard x86 personal
computer with a Microsoft Windows operating
system. In this work, the authors conducted
simulations using the ENVImet model (rel. 3.5) in
order to quantify the effects of selected mitigation
actions in one of the most characteristic areas of

Padua, Prato della Valle.

ENVImet is a three-dimensional microclimate

model designed to simulate the surface-plant-air

interactions in the urban environment with a

typical resolution of 0.5 to 10 m in space and 10 s in

time. The model area is described in Figure 1. The
main area is a 111x88x35 grid (in a xy,z

tridimensional reference system), with a 5x5x3 m

grid dimension. An appropriate number of nesting

grids (five) was set in order to minimize boundary
effects. Seven specific points of interest were
identified in the zone to characterize the dry-bulb
air temperature (AT), the mean radiant
temperature (MRT) and the predicted mean vote

(PMV) at 1.80 m above ground during 24 hours,

from 6am to 6pm (Table 1). Because the

simulations were very time-consuming, they lasted

72 hours; only the last 24 hours were considered

for the results because they were the least

influenced by the initial and boundary conditions.

The daily mean air temperature of the day before

the start simulation was used as the initial air

temperature at 6am of the first day. Simulations
used the default values of ENVImet except for the

ones reported in Table 2.
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Figure 1 — The area (a) and the model area in ENVImet used for the simulations of the “Asls” scenario (b) and the “Green ground” scenario (c)

Table 1 — Description of the seven characteristic points in the two Table 2 — Configuration values in ENVImet

simulated scenarios

. . Scenario
Posi- | Scenario | ,,
6 “ ASTS” Green
ion sls
ground”

Asphalt — | Green —
1 |farfrom | far from
buildings | water

Asphalt — | Asphalt -

Simulation tool: ENVI-met 3.5
Start Simulation at Day
(DD.MM.YYYY):

27.07.2012 (Summer)

Start Simulation at Time
(HH:MM:SS) = 06:00:00

Total Simulation Time in
Hours =72.00

Save Model State each ? min =
60

Wind Speed at 10 m ab.
ground [m s1] =2

Wind Direction (0:N.. 90:E..
180:S.. 270:W..) =45
Roughness Length z0 at
Reference Point = 0.2

Initial Temperature
Atmosphere [K] =299.1 K
Specific Humidity at 2500 m
[gwater/kgair] =7

Building properties
Inside Temperature
[K] =298

Heat Transmission
Walls [Wm2K1] =1
Heat Transmission
Roofs [Wm2K1]=2
Albedo Walls =0.2
Albedo Roofs = 0.3
Emissivity of all the
surfaces = 0.9

People velocity [m s°1]
=03

Metabolic rate [W m-2]
=116

Clothing insulation
[clo]=0.5

Relative Humidity at 2 m [%] =
76

2 near to near to
buildings | buildings
Gravel - | Gravel -
3 near to near to
water water
Gravel — | Gravel -
4 far from far from
water water
Green —
Green —
5 far from
Trees
water
. - Green — Green
B o, gl | 6 |nearto
- Trees
water
7 Green — Green —
Trees Trees

It is worth stressing that while other indexes (like
PET and SET*) were specifically defined to assess
outdoor thermal comfort (Matzarakis et al., 2007)
(Matzarakis et al., 2010) (Mayer, 1993) (Gagge et
al., 1986) (Hoppe, 1999) (Mayer and Hoppe, 1987),
the use of PMV is not universally recognized. In
addition, the ISO 7730 standard focused on the use
of PMV only as the indoor thermal comfort index.
Nevertheless, some authors applied the use of
PMV to outdoor environments (Matzarakis et al.,
2007) (Matzarakis et al., 2010), (Berkovic et al.,
2012) (Honjo, 2009) (Jendritzky and Nubler, 1981)
(Jendritzky, 1993) (Thorsson et al., 2004). ENVImet
uses the Klima-Micheal-Model (KMM) that adds
complex energy balance equations referred to
outdoor to the classic Fanger’s model (Jendritzky

and Niibler, 1981) (Honjo, 2009).

To measure the UHII, a set of simulations were

performed in the rural zone just outside Padua

(Via Roma in Legnaro) as well, in order to calculate

a temperature profile for the reference zone. Two

scenarios were supposed besides the actual one

(“Asls” scenario):

a) “Green ground”: increasing the pervious
surfaces of the area from 23% to 43% by
planting trees, 10 m height, within and around
the ellipse, and converting a large part of the
impervious zone - e.g. asphalt car park surface
- to a pervious zone by planting grass. The
circle street was left in order not to modify the
traffic (Figure 1). The main effects were: Sky
View Factor (SVF) decreased for the presence
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of trees along the streets; impervious surface
fraction decreased (and pervious surface
fraction increased) because the green area
increased; the albedo slightly increased; other
thermo-physical properties of the
surfaces/materials remained more or less the
same. The impact on UHII reduction was the
air cooling  mainly due to  the
evapotranspiration effect of the green surfaces.

b) “Cool pavements”: substituting all the
traditional asphalt (albedo 0.2) and concrete
(albedo 0.4) of roads and pavements with
“cool materials”, that is materials with higher
albedo (0.5) and also high emissivity in the
infrared radiation. The main effect was a
significant increase in the albedo while other
properties remained the same. The impact on
UHII reduction was mainly due to the minor
air heating caused by the lower urban
surfaces’ temperature; the limitation in the
solar radiation absorption and the high
emissivity of this kind of surfaces were the
main causes.

It is worth highlighting that in case b) ENVImet

has some limitations; in fact it is not possible to

simulate:

- pervious asphalts or green/asphalt mixed
surfaces (the only pervious surface that can be
modelled is the soil beneath the green and
pavements);

- surfaces with phase change materials, able to
limit the temperature thanks to the melting
process of the micro-incapsulated
nanomaterials inside;

- asphalts/concretes with light pigments, able to
reflect most part of the visible radiation;

- different emissivity values for different range
of wavelenght (that is ENVImet considers all
the surfaces as greys).

For all these reasons the “Cool pavements”

scenario was simulated only by the increased

albedo of asphalt and concrete surfaces.

2.2 Results and Discussion

Results, in terms of AT, UHII with respect to Via
Roma (rural zone), MRT and PMV (at 1.80 m above

ground), are summarized in Table 3 and Table 4 for
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the seven points (the most significant of Table 1 as

representative of the area) respectively for a typical

daytime and night time hour. Summarizing, the
main results are:

- In terms of AT, differences between the
different points on the square are never
greater than 1.5 °C. This is in line with other
studies (Iziomon Moses et al., 1999) (Bruse et
al., 2009). Experimental studies show that the
green surfaces absorb almost a quarter of the
solar radiation allowing a lower outside
adduction heat exchange with respect to
traditional impervious surfaces (even lower
with wet green); the evapotranspiration effect
allows a further heat exchange (higher with
wet green) so that green surfaces’ temperature
is normally lower than impervious ones, even
lower the wetter the green is (Lazzarin et al.,
2005). ENVImet does not allow us to force the
ground humidity, i.e. simulating watering of
green surfaces; considering that, as previously
stated, simulations lasted 72 hours but only
the last 24 hours were considered for the
results, the green surfaces were substantially
dry, thus limiting their performances.

- UHI intensity assumes high values in the Asls
scenario: the highest temperatures (8-9 °C) was
noticed after the sunset (8pm) and till the first
sunrise (4am).

- a quite similar value (7.7 °C) for the UHII
during the day was noticed only for point 2,
which is a point on the asphalt near the
buildings (characterized by low SVF and
impervious surface); for the other points the
maximum daytime UHI intensity was always
lower or equal to 7 °C.

- AT in Pos. 3 (gravel near to water) is probably
overestimated, as ENVImet is not able to
simulate moving water systems like rivers and
fountains (Bruse and Fleer, 1998) so there is no
evaporative cooling effect. This affects both AT
and PMV (Bisson, 2010).

- MRT in the Asls scenario is almost the same in
the different points at 3pm, except for the ones
shadowed by trees (Pos. 2 and 7); such very
large differences in MRT are consistent with
other studies (Iziomon Moses et al., 1999)
(Mayer, 1993) (Bruse et al., 2008). A main
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consequence is the very great values of PMV
(greater than 6 in the most exposed positions)
indicating a sensation of great heat and so of
great discomfort. However, as reported in
literature (Bruse and Fleer, 1998) (Bruse, 2005)
(Candidi et al., 2006) (Honjo, 2009) (Thorsson
et al., 2004) (Baker et al., 2001) values of PMV
over the scale -4/+4 are not significant,
indicating a great discomfort sensation.

The “Green ground” UHI mitigation strategy
allowed around a 1°C decrease in UHI
maximum night time intensity (but till 2 °C
decrease in day time intensity). The greatest
advantage from the mitigation action was

recorded on the asphalt (points 1 and 2, but

greater on point 2 with lower SVF). Note that,
while Pos. 1 passes from asphalt to green
surface, Pos. 2 remains the same: increasing
the green has an effect on reducing AT both
directly (Pos. 1, reduction of 0.8 and 1.5 °C
respectively at 3am and 3pm) and indirectly
(Pos. 2, reduction respectively of 1 and 2.3 °C).
This affects the PMV reducing its values, also
considering the decrease in MRT in positions
where trees were planted (Pos. 1 and 5). It
could be concluded that even small but near
green areas have a positive effect on reducing
AT and so UHII, as proved also by (Candidi et
al, 2006) (Jauregui, 1990) (Abu et al.,, 1998)
(Gaj et al., 1998) (Cubasch et al., 2012).

Table 3 — Data obtained by ENVImet simulations for the three scenarios on July, 29", 3pm

Pos.1 Pos.2 Pos.3 Pos.4 Pos.5 Pos.6 Pos.7
AT (°C) 36.1 36.9 35.8 36.0 36.2 35.7 35.4
Asls UHII (°C) 6.9 7.7 6.6 6.9 7.0 6.5 6.2
MRT (°C) 80.2 409 70.9 70.9 81.3 65.0 36.8
PMV 6.7 3.6 5.9 6.1 6.8 5.3 3.1
AT (°C) 34.6 34.6 34.4 34.6 34.1 34.1 34.2
Green UHII (°C) 5.4 5.5 5.3 5.5 5.0 5.0 5.0
ground MRT (°C) 70.2 39.7 70.5 70.9 35.3 65.4 35.5
PMV 5.7 3.2 5.7 5.8 2.8 52 2.8
AT (°C) 32.3 33.0 322 32.6 325 322 31.9
Cool UHII (°C) 3.1 3.8 3.1 3.4 3.4 3.0 2.7
Pavements MRT (°C) 85.3 35.6 68.1 68.2 77.7 62.2 324
PMV 6.0 2.6 5.0 5.0 5.6 4.5 2.2
Table 4 — Data obtained by ENVImet simulations for the three scenarios on July, 30th, 3am
Pos.1 Pos.2 Pos.3 Pos.4 Pos.5 Pos.6 Pos.7
AT (°C) 29.1 29.3 28.8 29.0 28.8 28.7 28.6
Asls UHII (°C) 8.4 8.6 8.1 8.4 8.1 8.1 8.1
MRT (°C) 23.0 225 18.5 18.4 19.6 17.5 18.8
PMV 1.1 1.1 0.8 0.8 0.8 0.7 0.8
AT (°C) 28.3 28.3 28.2 28.2 27.8 27.9 28.1
Green UHII (°C) 7.6 7.6 7.5 7.6 7.1 7.3 7.4
ground MRT (°C) 18.3 21.9 12.7 19.3 18.0 18.3 18.1
PMV 0.7 0.9 0.7 0.7 0.6 0.6 0.6
AT (°C) 274 27.6 27.2 274 27.2 27.2 27.1
Cool UHII (°C) 6.7 6.9 6.5 6.7 6.5 6.5 6.4
Pavements MRT (°C) 20.7 20.2 16.8 16.9 17.5 159 16.8
PMV 0.6 0.7 0.4 0.4 0.4 0.3 0.4
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Fig. 2 — Air temperature ( a) — b) ) and mean radiant temperature ( c) — d) ) at 1.80 m above the ground at 3am on 30th July: comparison
between ,Green ground“ and ,Asls” scenarios ( a) — c) ) and between ,,Cool pavements” and ,Asls" scenarios ( b) —d) )
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It is important to note that the positive effect
of the “Green ground” mitigation action is
mainly due to the shadowing effect of trees
(during daytime); this could be detrimental
during night time if the foliage were too dense
because of the reduced SVF, also considering
the already cited limit of the model to simulate
green watering.

The “Cool UHI
strategy allowed around a 1.5-2 °C decrease in
UHII at 3am and till 3-4 °C at 3pm. This
positive effect is mainly due to the increased

pavements” mitigation

albedo of asphalt and the connected reduced
surface temperature (for example in Pos. 1 at
3pm the asphalt temperature decreases from
51.9 °C to 42.6 °C). Such results are in line with
other studies: (Akbari et al. 2001) found that
increasing albedo by 0.25 allows a surface
temperature decrease of 10 °C; in other cases,
introducing  cool with albedo
between 0.4 and 0.85 brings the surface
temperature to decrease by 7.5-15 °C and AT
to decrease by 4 °C (daytime) and 2 °C (night

materials

time) (Berdahl and Bretz, 1997) (Livada et al,,
2006). Also considering the MRT, the “Cool
pavements” mitigation action is positive,
allowing a greater decrease with respect to the
“Asls” and “Green ground” scenarios. Only in
Pos. 1, which is in the asphalt far from
does MRT

materials, due to the greater reflected radiation

buildings, increase with cool
during the day. This mitigation action allows
to decrease the PMV inside the comfort range
(-0.5/+0.5) during the night for most positions.

Comparing the distribution of the differences
between the two mitigation actions and the
“Asls” scenario for both AT and MRT at 3am
(Fig. 2): the “Cool pavements” scenario allows
a slightly greater and more uniform reduction
on AT with respect to the “Green ground”,
while referring to MRT the latter seems to

perform better than the former.
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3. Conclusions

The experimental analyses highlighted the
presence of a not negligible UHI effect also in
medium-size cities like Padua of up to 6-7°C,
resulting in a thermal stress for people living in
urban environments. The UHI phenomenon was
very intense in the old town, where streets are
characterized by highH/W ratio, small SVF and no
presence of pervious surfaces. However, in
residential areas, the UHI intensity was lower on
average with a decreasing trend going from more
densely populated streets to less densely
populated ones.

In order to test different possible mitigation
actions, the particular case of Prato della Valle was
studied by the ENVImet model. Introducing new
green areas instead of impervious ones allows a
decrease in AT till 2 °C and in MRT until some ten
degrees. Even more interesting results can be
reached using cool materials, even if the model
presents some limits in modelling these kind of
surfaces. The study highlights that possible
advantages in mitigating UHI effect are possible
installing small green areas and introducing new
materials when maintenance operations of the

pavements are foreseen.

4. Nomenclature

Symbols
AT air temperature °C
MRT mean radiant temperature °C

PET physiological equivalent °C
temperature

PMV predicted mean vote

SET* new  standard effective °C
temperature

SVF sky view factor

UHI urban heat island
UHII urban heat island intensity °C
References

Abu, EM., T. Asaeda, V.T. Ca. 1998. “Reduction in
air conditioning energy caused by a nearby
park”. Journal of Energy and Buildings 29: 83—
92.

Akbari, H., M. Pomerantz, H. Taha. 2001. “Cool
surfaces and shade trees to reduce energy use
and improve air quality in urban areas”. Solar
Energy 70 (3): 295-310.

Bacci, P., M. Maugeri. 1992. “The urban heat island
of Milan”. 11 Nuovo Cimento C 15(4): 417-424.
doi:10.1007/BF02511742.

Baker, N., M. Nikolopoulou, K. Steemers. 2001.
“Thermal comfort in outdoor urban spaces:
understanding the human parameter”. Solar
Energy 70(3): 227-235.

Berdahl, P., S. E. Bretz. 1997. “Preliminary survey
of the solar reflectance of cool roofing
materials”. Energy and Buildings 25: 149- 158.

Berkovic, S., A. Yezioro, A. Bitan. 2012. “Study of
thermal comfort in courtyards in a hot arid
climate”. Solar Energy 86: 1173-1186.

Bisson, M. A.Y. 2009/2010. “Simulazione del
microclima urbano di Milano mediante il
software ENVI-met: studio degli effetti
dell'inserimento  di  aree  verdi sulla
sollecitazione termica degli edifici”
(“Simulation of the urban microclimate of
Milan by ENVI-met model: study of green areas
in buildings performance”, in Italian). Master’s
Degree Thesis. Supervisor Prof. Luca Pietro
Gattoni. Politecnico di Milano.

Blazejczyk, K., Y. Epstein., G. Jendritzky, H.
Staiger, B. Tinz. 2012. “Comparison of UTCI to
selected thermal indices”. International Journal
of Biometeorology 56: 515-535.
doi:10.1007/s00484-011-0453-2.

Bonafe, G. (edited by) (ARPA Emilia-Romagna).
2006. “Microclima urbano: impatto
dell'urbanizzazione sulle condizioni climatiche
locali e fattori di mitigazione” (“Urban micro-
climate: urbanization impact on the local
climatic conditions and mitigation factors”, in
Italian).

Bruse, M., H. Fleer. 1998. “Simulating surface-plant
air interactions inside urban environments with
a three dimensional numerical model”.
Environtal Modelling and Software 13: 373-384.

Bruse, M. 2005. “Assessing urban microclimate
from the wuser’s perspective - Multi-Agent
systems as a new tool in wurban
biometeorology”. Annalen der Meteorologie 41:
137-140.

105



Luca Battistella, Marco Noro

Bruse, M., P. Dostal, S. Huttner. 2008. “Using
ENVI-met to simulate the impact of global
warming on the microclimate in central
European cities”. Berichte des
Meteorologischen Instituts der Albert-Ludwigs-
Universitat Freiburg Nr. 18. Helmut Mayer e
Andreas Matzarakis (eds.). 5th Japanese-
German Meeting on Urban Climatology. 307-
312.

Bruse, M., P. Dostal, S. Huttner, A. Katzschner.
2009. “Strategies For Mitigating Thermal Heat
Stress In Central European Cities: The Project
Klimes”, The seventh International Conference
on Urban Climate. 29 June - 3 July 2009.
Yokohama. Japan.

Busato, F., R. Lazzarin, M. Noro. 2014. “Three
years of study of the Urban Heat Island in
Padua: Experimental results”. Sustainable
Cities and Society 10: 251-258.
doi:10.1016/j.5¢s.2013.05.001.

Candidi, P.,, G. Galli, A. Vallati. 2006. “Studio
dellinfluenza di  diversi materiali  di
rivestimento sul microclima di aeree urbane in
piccola scala” (“Study of the influence of
different covering materials on microclimate of
urban areas”, in Italian). 61° National Congress
ATI - Perugia.

Cubasch, U, I. Langer, S. Sodoudi. 2012. “Using
the ENVI-MET program to simulate the micro
climate in new Town HASHTGERD”. The
International ~Conference on Computing,
Networking and  Digital = Technologies
(ICCNDT2012) - Bahrain, 61-64.

Fabrizi, R., S. Bonafoni, R. Biondi. 2010. “Satellite
and Ground-Based Sensors for the Urban Heat
Island. Analysis in the City of Rome”. Remote
Sens 2: 1400-1415. doi:10.3390/rs2051400.

Gagge, A. P., A. P. Fobelets, L. G. Berglund. 1986.
“A standard predictive index of human
response to the thermal environment”.
ASHRAE Trans 92: 709-731.

Gaj, E., F. Gomez, A. Reing. 1998. “Vegetation and
climatic changes in a city”. Ecological
Engeneering 10: 355-360.

Giovannini, L., D. Zardi, M. De Franceschi. 2011.
“Analysis of the Urban Thermal Fingerprint of
the City of Trento in the Alps”. Journal of

106

Applied Meteorology and Climatology 50:
1145-1162.

Honjo, T. 2009. “Thermal comfort in outdoor
environment”. Global Environmental Research
13: 43-47.

Hoppe, P. 1999. “The physiological equivalent
temperature-a  universal index for the
biometeorological assessment of the thermal
environment”.  International Journal of
Biometeorology 43: 71-75.

Huttner, S. 2012. “Further development and
application of the 3D microclimate simulation
ENVI-met”. Ph.D. Thesis, Johannes Gutenberg-
Universitat Mainz, Germany.

Iziomon Moses, G., A. Matzarakis, H. Mayer. 1999.
“Applications of a universal thermal index:
physiological equivalent temperature”.
International Journal of Climatology 43: 76-84.

Jauregui, E. 1990. “Influence of a large urban park
on temperature and convective precipitation in
a tropical city”. Journal of Energy and
Buildings 15-16: 457-463.

Jendritzky, G., W. Nubler. 1981. “A model
analysing the urban thermal environment in
physiologically significant terms”. Meteorology
and Atmospheric Physics 29: 313-326.

Jendritzky, G.  1993.  “The  atmospheric
environment—an introduction”. Experientia
49(9): 733-740. d0i:10.1007/BF01923541.

Lazzarin, R., F. Castellotti, F. Busato. 2005.
“Experimental measurements and numerical
modelling of a green roof”. Energy and
Buildings 37:1260-1267.
doi:10.1016/j.enbuild.2005.02.001.

Lazzarin, R. 2011. “Le isole di calore nelle aree
urbane” (“Urban heat islands”, in Italian).
Casa&Clima 34: 34-40.

Livada, I, M. Santamouris, A. Synnefa. 2006. “A
study of the thermal performance of reflective
coatings for the urban environment”. Solar
Energy 80: 968-981.

Lora, C., M. De Franceschi, M. Sitta, D. Zardi. 2006.
“Determinazione dell'effetto "isola di calore
urbana" in una citta alpina mediante I'utilizzo
di reti di sensori a basso costo” (“Determination
of the "urban heat Island" effect in an Alpine

city by using low cost sensors”, in Italian).



Urban heat island in Padua, Italy: simulation analysis and mitigation strategies

Proceedings of XXXth Conference on hydraulic
and hydraulic constructions-IDRARome. Italy.

Matzarakis, A., F. Rutz, H. Mayer. 2007.
“Modelling radiation fluxes in simple and
complex environments - application of the
RayMan model”. International Journal of
Biometeorology 51: 323-334.

Matzarakis, A., F. Rutz, H. Mayer. 2010.
“Modelling Radiation fluxes in simple and
complex environments - Basics of the RayMan
model”. International Journal of
Biometeorology 54: 131-139.

Mayer, H., P. Hoppe. 1987. “Thermal comfort of
man in different urban environments”. Theor
Appl Climatol 38: 43-49.

Mayer, H. 1993. “Urban bioclimatology”.
Experientia 49: 957-963.

Noro, M., R. Lazzarin, F. Busato. Pre-published on-
line January, 13, 2014a. “Urban heat island in
Padua, Italy: experimental and theoretical
analysis”. Indoor and Built Environment doi:
10.1177/1420326X13517404.

Noro, M., E. Busato, R. Lazzarin. 2014b. “UHI effect
in the city of Padua: simulations and mitigation
strategies using the RayMan and ENVImet
model”. Geographia Polonica 87(4): 517-530.
doi: 10.7163/GPo0l1.2014.35.

Noro, M., R. Lazzarin. 2014. “Theoretical and
experimental analysis of the UHI effect in a
medium size city of Italy”. Proceedings “3th
International Conference on Countermeasures
to Urban Heat Island”. Venice, paper ref. 143,
1012-1023, ISBN 978-88-906958-2-7.

Petralli, M., L. Massetti, S. Orlandini. 2009. “Air
temperature distribution in an urban park:
differences between open-field and below a
canopy”. The seventh International Conference
on Urban Climate, Yokohama, Japan.

Petralli, M., L. Massetti, S. Orlandini. 2011. “Five
years of thermal intra-urban monitoring in
Florence  (Italy) and  application  of
climatological indices”. Theor Appl Climatol
104: 349-356. d0i:10.1007/s00704-010-0349-9.

Petralli, M., A. Prokopp, M. Morabito, G. Bartolini,
T. Torrigiani, S. Orlandini. 2006. “Ruolo delle
aree verdi nella mitigazione dell'isola di calore
urbana: uno studio nella citta di Firenze” (“The
role of green areas in UHI mitigation: a study in
the city of Florence”, in Italian). Rivista Italiana
di Agrometeorologia 1: 51-58.

Santamouris, M. 2007. Advances in Building
Energy Research: v1. Earthscan Ltd. ISBN-13:
978-1844073894.

Thorsson, S, M. Lindqvist, S. Lindqvist. 2004.
“Thermal bioclimatic conditions and patterns of
behaviour in an urban park in Goteborg,
Sweden”. International Journal of
Biometeorology 48: 149-156.

Xiaoshan, Y., L. Zhao, M. Bruse, Q. Meng. 2012.
“An integrated simulation method for building
energy performance assessment in urban
environments”. Energy and Buildings 54: 243-
251.

Zauli Sajani, S., S. Tibaldi, F. Scotto, P. Lauriola.
2008. “Bioclimatic characterisation of an urban
area: a case study in Bologna (Italy)”.
International Journal of Biometeorology 52:
779-785. doi:10.1007/s00484-008-0171-6.

107






Multi-zone buildings thermo-hygrometric analysis: a novel dynamic
simulation code based on adaptive control

Annamaria Buonomano — Department of Industrial Engineering, University of Naples Federico Il, Italy —

annamaria.buonomano@unina.it

Umberto Montanaro — Department of Industrial Engineering, University of Naples Federico I, Italy —

umberto.montanaro@unina.it

Adolfo Palombo — Department of Industrial Engineering, University of Naples Federico I, Italy —

adolfo.palombo@unina.it

Stefania Santini — Department of Electrical Engineering and Information Technology, University of

Naples Federico I, Italy — stefania.santini@unina.it

Abstract

This paper presents a novel dynamic simulation model
for the analysis of multi-zone buildings’ thermal
response and the assessment of building energy
performance and indoor comfort. In this new release of
the code, called DETECt 2.3, two important innovations
are implemented. They regard the simulation model of
multi-zone buildings, consisting of thermal zones totally
enclosed in others, and the design of a novel
temperature-humidity control algorithm. The developed
innovative control strategy is based on a reference
adaptive control scheme for the online adaptation of the
control gains, with the aim of overcoming the well-
known problems of classical fixed gain control
algorithms. This feature will be a key tool for the next
generation of building performance simulation codes
(also toward NZEB analyses). Both the innovations
embedded in the code can be exploited to simulate
special indoor environments of hospitals / laboratories,
rooms or museum halls. With the aim of showing the
features and the potentialities of the simulation code
coupled with the new control scheme, a suitable case
study related to an expo indoor space of a museum
building, including a display case with an accurate
climate control, was developed. Details about heating
and cooling demands and loads are provided. Good
tracking performance for both the temperature and
humidity control are obtained through the presented

control scheme.

1. Introduction

A crucial challenge for the next generation of
buildings is the capability to overcome the trade-
off between low energy demands and high thermal
and hygrometric comfort levels. The growing
attention to these issues has led the research
interest toward the use of building management
strategies with the aim of improving both building
energy efficiency and occupants’ comfort. In this
regard, Building Energy Performance Simulation
(BEPS) tools play a key role. In the last years,
recent advances in the numerical analysis based on
computational methods, as well as computer
calculation power, provided significant
opportunities for developing and/or improving a
new generation of BEPS codes. Here, particular
attention was paid to: i) investigating new building
envelope technologies and innovative HVAC
systems, often supported by renewable energies; ii)
implementing advanced control algorithms and
systems (Shaikh P. H. et al. 2014).

The presented paper focuses on this specific
framework. In particular, the article describes the
new features included in DETECt 2.3, which
updates a previous release (DETECt 2.2
(Buonomano A. and Palombo A. 2014)) validated
by means of the BESTEST procedure. Specifically,
DETECt 2.3 enables the simulation of multi-
thermal zones (in particular of zones totally
enclosed in others). Furthermore, it implements

advanced thermo-hygrometric control actions able
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to automatically adapt to the variations of the
simulated  system and its  surrounding
environment. The code, purposely developed by
the authors for research aims, is conceived as a
reliable thermo-hygrometric calculation tool for
building energy design and performance analysis.
DETECt allows one to dynamically calculate
heating and cooling demands of multi-zone
buildings and to assess the benefits of different and
advanced building envelope techniques (PCM,
BIPV, BIPV/T, sunspace, etc.). Thus, designs of
high-performance buildings can be obtained. It is
worth noting that often several research topics
cannot be analysed by commercial BEPS codes (e.g.
recent prototypal technologies, non-standard
operating conditions, particular system scheduling,
etc.). Such inconvenience can be exceeded by
developing in-house codes such as DETECt. Here,
updating and modifications of the included models
can be carried out by authors for all the occurring
research needs.

The aim of this paper is to show the effectiveness
of the code in predicting the behaviour of building
thermal zones with rigid thermo-hygrometric
constraints. Such a goal is achieved by exploiting
the features of the adaptive control scheme
embedded into in DETECt 2.3, based on a new
optimal model reference scheme (named LQ-
EMRAC, Linear Quadratic Extended Model
Reference Adaptive Control). The major advantage
of this control technique is the control of the
thermo-hygrometric variables for indoor spaces in
uncertain conditions, without requiring an a priori
knowledge of the building dynamics. To this aim,
different from standard fixed gains techniques
such as, for example, the PI approach implemented
in the previous DETECt 22 release, the
implemented control algorithm is able on-line to
automatically vary its gains values to contract
abrupt and unknown changes in the building
behaviour and/or its features and external
conditions. The idea behind this approach is to
achieve great control flexibility and robustness in
order to guarantee, at the same time, optimality
with respect to a certain cost function subject to
some constraints. The LQ-EMRAC approach
extends and fuses the classical Model Reference
Adaptive Control (MRAC) scheme that has been
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proved to be effective in controlling uncertain
plants (Di Bernardo M. et al. 2008), with an LQ
algorithm, typical in the optimal control theory.

A suitable case study is here developed in order to
show the effectiveness of the adopted approach. In
particular, it refers to an indoor hall of a museum
building with an included glass display case. Here,
an accurate climate control (rigid constraints of
temperature and humidity of the case indoor air) is
required. As is well known, such an occurrence is
mandatory in case of particular exhibited items
contained in museum glass cases (e.g. archival
artifacts, paper-based objects, etc). Here,
preservation techniques must be emphasized in
order to avoid any irreversible damage. The case
study building is located in the Mediterranean
weather zone of Naples, southern Italy. To the best
of the authors’ knowledge, this is the first attempt
in literature to model in BEPS codes: i) control by
means of advanced schemes (able to guarantee
rigorous constraints of temperatures and humidity,
simultaneously); ii) thermal zones totally included

into others.

2. Thermodynamic model

In this paper, a suitable resistive-capacitive (RC)
thermal network simulation model (assuming 1D
transient heat transfer) for the thermo hygrometric
analysis of two thermal zones (one optionally
completely enclosed in the other one) is described. It
is embedded in the new release of DETECt
(Buonomano A. and Palombo A. 2014). Through
such a model, the assessment of the dynamics of
temperatures and humidity, as well as of heating
and cooling loads and demands, can be carried out.
A sketch of the modelled RC thermal network is
shown in Fig. 3. The calculation procedure concerns
the heat flows between: i) the outdoor environment
and the main modelled thermal zone (zone 1 in Fig.
3); ii) the zone 1 and the related included thermal
zone 2 (Fig. 3). The following model simplifications
are considered: i) the indoor air of each thermal zone
is uniform and modelled as a single indoor air
temperature node; ii) the building envelope of zone
1 is subdivided into M multi-layer elements
(adopting a high order RC thermal network); iii) the
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construction envelope of zone 2 is lumped in a
single node; iv) each m-th multi-layer building
element of zone 1 is subdivided in N sub-layers (of
different thicknesses), where thermal masses and
conductivities are uniformly discretised; v) N+2
capacitive and surface nodes are accounted for each
m-th envelope component of zone 1, while 1 node is
referred to its indoor air; vi) 2 nodes are modelled
for zone 2, each one for the lumped envelope and
the indoor air.

For zone 1, in each =th time step and for each n-th
capacitive node (j =1, . . ., N) of the m-th element (m
=1, ... M), the differential equation describing the
energy rate of change of each temperature node of

the building envelope is:

n+1

dTm,n Tm,j 'Tm,n 1
Cnn Tt = 2 g M

j=n-1
where C and T are the thermal capacitance and
temperature of the node, respectively. R,erﬂ j is the
sum of the halves sub-layers thermal resistances
R,?,O’Td (that links the n-th node to their neighbours,
Fig. 3). For non-capacitive outer (n = 0) and inner (n
= N+1) surface boundary nodes, the algebraic

equation describing the heat transfer is:

n+l
Tni =T, .
Z o cv o= +me” =0 (2)
E Ry i
j=n-1 m, ]

cv . . . conv
Rnj is either a convective (external Rpo or
: . . cond
internal Rin+1) or a conductive resistance (Rmn ),

depending on the side layer of the considered node
conv

(Fig. 3). Rpp' and RHN4 connect non capacitive
nodes to those related to the outdoor air
temperature (Toxt) and to the indoor air one (Tin1),
respectively. In case of floor elements, Towr and Ry i
are replaced with the ground temperature (Tyr) and

an equivalent thermal conductive resistance ( Rgr).
The modelled forcing function Qm,n includes the

incident solar and the long-wave radiation
exchange acting on outer and inner surfaces of
zone 1 (Buonomano A. and Palombo A. 2014).

A simplified approach is adopted for zone 2. Here,
the differential equation describing the energy rate
of change of the temperature node of the zone 2
envelope (Tw?) is calculated as:

dTw,z :i—rin,j _Tw,z (3)

C
w2 gt Ry'o?

=1
where Cu2 is the envelope lumped thermal
capacitance, whose indoor air temperature is Tinz;

R is a global thermal resistance that takes into

account all the heat transfer effects. For zone 1,
RI js calculated by adding the half sub-layer

conductive thermal resistance of the zone 2
envelope node to the equivalent convective and
radiative thermal resistance (modelled by a
combined linearized convective-radiative thermal
resistance). A simplified approach is considered for
zone 2. Here, the radiative exchange only takes
into account the long-wave fraction vs. the zone 1.
Thus, for zone 2, the equivalent global thermal

resistance (RJ'

) includes combined conduction
and convection phenomena only.

The differential equations on the thermal network
nodes related to the indoor air of zone 1 and zone 2
must be solved simultaneously with the system of
egs. (1), (2) and (3). The sensible energy rate of
change of zone 1 and zone 2 indoor air masses (at
Tin,1 and Tinz2, respectively) can be calculated as:

ATing _ iTm‘N “Tin , Tz “Tin . (Tout ’Tin,l) . (Tin‘z *Tin,1)

Cina +Qg1tQucy (4

a &R R R R e (4)
Wiz Twz-Tinz . (Tina=Tin2) _ - .

Cing — = ==t + o=+ Q2 £ Qac 5

ne dt Rglob Rv,zns 9, ) ( )

where the thermal resistances R» and Rozis describe
the air ventilation and infiltration thermal loads: R»
links the indoor air node of zone 1 to the external
one (outdoor air at Tout), Rozns links the indoor air

node of zone 2 to the one related to zone 1.
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where Qin in is the indoor dry air mass; m, is the
air ventilation mass flow rate; M, is the inlet

water vapour mass flow rate to the thermal zone
due to occupants); wourr and win are the external

hnd indoor air specific humidity, respectively (note

that the external air specific humidity is referred to

(external wall, roof, ceiling,
floor, interior wall, window) Tor

Linked to air node
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Fig. 3 — Sketch of the RC thermal network

Except for the thermal load due to the solar
radiation transmitted through the windows and

incident on the indoor surfaces, included in Qm,n ,
( I,irr]1t , Fig. 3), all the remaining sensible heat gains

are considered as convective lumped heat source
terms, networked to the indoor air nodes only.
They include: i) the thermal zone internal gains
due to occupants, lights and equipment, Qg1 and

Qg,z; ii) the sensible heat to be supplied to (or

removed from) the building space by an ideal
HVAC system, aiming at maintaining the indoor
air at the desired set point temperature, Qaci and
Qac.2 . Therefore, the whole system including zone
1 and zone 2 is modelled through a thermal
network of (M x N) + 5 nodes. The differential and
algebraic equations describing the system thermal
behaviour are: (1), (2), (3), (4) and (5).

The assessment of the latent energy to be added to
(or subtracted from) both the thermal zones 1 and 2
(for maintaining the selected relative humidity set-
point of the indoor air) is carried out by adopting a
decoupled approach (Ghiaus C. 2014). For each
indoor space the moisture balance is calculated by
neglecting the moisture exchange between the air
node and the surrounding building surfaces. In
each 7-th simulation time step and for each thermal

zone (z = 1, 2), the adopted moisture balance is:
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the: i) outdoor air for zone 1; ii) zone 1 air for zone

2); hos is the water latent evaporation heat at 0°C.

2.1 Reduced order model

For control aims, a linear simplified model was
derived. Such a model stems from the above
presented high order one (of (M x N) + 2 nodes
(egs. (1) and (2)) related to zone 1) which has been
simplified into a linear and second-order model,
exploited for the reference model design, where: i)
the thermal capacity of the whole building
envelope of zone 1 is lumped in a single node; ii)
the input signals acting on the thermal network
nodes are: Tou, 1%, Tr and Qg,l ; iii) an equivalent
thermal resistance of the building envelope for
internal and external surfaces is adopted; iv)
weighted average thermal properties are assumed.
Thus, egs. (1) and (2) become:

C . dTw,l _ Tout 'Tw,l + TeXthéﬁ( + Tin,l 'Tw,l + Tgr 'Tw,l (7)
W =
dt Red ox Rint Rg!

As a consequence, equation (4) becomes:

ATing _ Twa~Ting , Tz ~Tina +(Tout'Tin‘1) +(Tin.z ~Ting)
g T e

. 8
g R R, R +Qq1%Qncs ®)
ni NS

As an example, for the sensible load calculation,
the following vectors and matrices are considered:
i) temperatures vector of the lumped envelope and
indoor air thermal capacitances of both the zones,
%=|Twa Tox Two Taz]; ii) vector of sensible heat to
be supplied or removed from the building space,
u=[0 Qq; 0 Quc.J; iii) the tuple (Ao, Bs Co) of
dynamic matrix Ao, input and the output vectors Bo
and Co (e.g. B=[0 C,* 0 Co:''and G=[0 1 0 1]

for the sensible load calculation), see Section 3.
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3. The enhanced optimal LQ-MRAC
algorithm

In order to control the thermo-hygrometric
behaviour, a new control scheme that enhances the
classical Model Reference Adaptive Control
(MRAC) strategy proposed by Landau (Landau I.
D. (1979)) is adopted. The novel control algorithm
(named  Liner-Quadratic = Enhanced  Model
Reference Adaptive Control, LQ-EMRAC) includes
additional control actions to improve the closed-
loop performance with respect to those provided
by the more classical MRAC approach.
Furthermore, it embeds as a reference model a
rough plant model controlled via an LQ strategy
(Anderson B.D.O. and Moore J.B. 1971). This
implies that closed-loop dynamics, optimal with
respect to a given performance index, are imposed
to the plant under investigation via the adaptive
action. More precisely, the reference model is a
rough estimation of plant dynamics:

%= AX +Bu, y=C,x, 9)
(where X, € R" is the plant state, u,yeR are the
control input and the system output, respectively,
A e®™is the dynamic matrix, and B, e®R",

C, e®™" are the input and the output matrices,

respectively, with n being the state space
dimension) driven by a full state optimal feedback
control action as:

Ugpe = K%, + K'r (10)

being K™ eR™, K eR some fixed control

parameters. From Optimal Control theory, it
follows that the control signal in (10) minimizes a

quadratic functional of the form:
J= I: [( y®-r) Q(y®-r)+ uT(t)Ru(t):|dt (11)

(where re®R is the set-point to impose to the plant
output, to is the initial time instant, Qe® and
Re®R are some positive matrices). As a result, the
closed-loop optimal dynamics to be imposed to the
plant are the solutions, xm, of the following
optimally-controlled time-invariant system:

X, =AX,+B,r (12)

being A, =A +BK® and B, =BKY . Details on
the control algorithm and the control gains
adaptation mechanism can be found in the

following Appendix.

4. Case study and design of the LQ-
EMRAC algorithm

The presented case study refers to a museum
indoor space in which two thermal zones are
modelled. In particular, the first zone refers to a
museum hall while the second one (totally
included in the first zone) to a glass display case
with an accurate climate control (rigid constraints
of temperature and humidity of the case indoor air)
necessary to preserve collected exhibits such as:
paints, woods, papers and leathers (which require
suitable conditions of indoor air temperature and
relative humidity, simultaneously). The sketch of
the two-zone building is shown in Fig. 3. The
simulation, carried out by DETECt 2.3, refers to the
weather zone of Naples (southern Italy), by using a
Meteonorm hourly data file.

For zone 1, a typical Italian building envelope is
taken into account, with length, width and height
equal to 20, 10 and 3.5 m, respectively. The
building’s longitudinal axis is east-west oriented
and a south-facing windows (4-6-4 air filled
double-glazed system) of 32 m? is taken into
account. The thickness of the building’s walls and
floor/ceiling are 25 and 30 cm, respectively. Their
stratigraphy is designed by concrete bricks (A =
0.51 W/mK, o = 1400 kg/m3, ¢ = 1000 J/kgK) and
thermal insulation (A = 0.04 W/mK, o = 15.0 kg/m?,
¢ = 1400 J/kgK). Note that each building element is
subdivided in 10 sub layers of equal thickness. The
direct solar radiation transferred through the
windows to the inside zone is assumed to be
absorbed by the floor with an absorption factor of
0.3. The absorption and emission factors of interior
surfaces are assumed to be equal to 0.15 and 0.9,
respectively. For such a zone, a ventilation rate
equal to 1 Vol/h and a crowding index of 0.12
person/m? are taken into account. A cubic shaped
zone 2 with a 1 m length side is considered. In
particular, a glass envelope of 3 cm thickness, with
an occurring air infiltration of 2 I/h is modelled.
The simulation starts on 0:00 of January 