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Preface

The third edition of Building Simulation Applica-
tions BSA 2017, the biannual conference of IBPSA
Italy hosted by the Free University of Bozen-
Bolzano, proved to be at least as successful as the
previous events. From February 8t to 10t 2017, it
featured more than 100 participants and more than
75 presentations, about 40 % of which from abroad
— Austria, US, South Korea, Ireland, Switzerland
and the UK, among the first contributors. In addi-
tion, besides researchers, it also hosted a half-day
special roundtable discussion about the potential
and limitations of a set of simulation tools, attend-
ed by about 80 practitioners, to discuss the oppor-
tunities opened up to professionals by the use of
building simulation, as well as the main barriers
preventing its broader diffusion.

This was one of the reasons for presenting awards
to some distinguished examples of use of building
simulation in practice with the second edition of
the IBPSA Italy Project Award, and, since the stu-
dent of today will be the practitioner and the de-
signer of tomorrow, for starting the first edition of
a simulation introductory school for students.
Regarding the topics, some clear trends were doc-
umented in BSA 2017, as highlighted by the four
keynotes.

If parametric simulation has increased the possibil-
ity of investigating a broader range of configura-
tions, the adoption of optimization techniques al-
lows the identification of the best design or opera-
tive configuration. Real time optimization, in par-
ticular, enables model-predictive control strategies
in which the building model is used to identify and
update the best control actions based on short-term
weather and occupancy forecasts. Gregor Henze
(University of Colorado Boulder, USA - Depart-
ment of Civil, Environmental and Architectural
Engineering) addressed those aspects in his key-
note “Exploration of Building Model Complexity
for Residential and Commercial Model Predictive
Control”.

Multi-domain simulation is at the base/bottom of
an integrated analysis of building performance,
allowing the occupant to effectively become the

aim of the design and operation activities. Energy

efficiency, global cost and environmental sustaina-
bility in this perspective are only constraints,
which need to be considered in the light of the
quality of the indoor environment. Humans are at
the very core of the project, and buildings have to
be designed to interpret their needs and to facili-
tate their interactions in order to achieve high per-
formance levels, as Panagiota Karava (Purdue Uni-
versity, USA - School of Civil Engineering) clari-
fied in her speech about “Cyber-Physical-Human
Systems for High Performance Buildings”.
Reinhard Radermacher (University of Maryland,
USA - Center for Environmental Energy Engineer-
ing) reminded the audience about a long-lasting
trend in building simulation dealing with the con-
stant increase in the simulation detail and com-
plexity and the co-simulation of building and tech-
nical systems. Design of high-performance build-
ings requires careful use of natural resources, from
solar gains to renewable energy sources, using new
technologies whose potentialities need to be ex-
plored and evaluated by means of coupled simula-
tion of building and HVAC systems, as emerged
from the keynote “Thoughts on Emerging Tech-
nologies and Simulation Aspects for HVAC in
Buildings”.

Finally, in the keynote “Urban Energy Computing:
an Hourglass Model”, Ardeshir Mahdavi (Tech-
nische Universitit Wien, Austria — Department of
Building Physics and Building Ecology) reported
about an additional tendency, related to multi-
scale simulation. Buildings interact with each other
and with the external environment, especially in
urban contexts, and such an intertwined perfor-
mance needs to be studied simultaneously. The
capability of predicting the behavioral whole of
urban areas is then of crucial importance but, none-
theless, still challenging and requiring innovative

approaches.

Andrea Gasparella, Free University of Bozen-Bolzano






Urban Energy Computing: An Hourglass Model

Ardeshir Mahdavi — TU Wien — bpi@tuwien.ac.at

Neda Ghiassi — TU Wien - neda.ghiassi@tuwien.ac.at

Abstract

This contribution describes an urban energy modelling
method that enables the use of dynamic performance sim-
ulation for urban-scale energy inquiries. The associated
framework involves two components. The first component
is tasked with the systematic reduction of the computation
domain through clustering based sampling of the urban
building stock. The second component recovers part of the
lost diversity (due to the reductive procedure) via stochas-
tic variation of selected model parameters such as thermal
properties of building components and occupancy-related

factors.

1. Introduction

The development of energy performance improve-
ment strategies for the built environment requires
reliable data on the spatial and temporal distribu-
tion of energy demand and supply. This implies the
need for modelling environments that can facilitate
energy-related district-level inquiries (pertaining,
for example, to candidate intervention scenarios)
beyond the scope of individual buildings. The bot-
tom-up modelling approach (Swan and Ugursal,
2009) has the potential to support the impact inves-
tigation of energy-relevant change and intervention
scenarios (Kavgic et al., 2010). Thereby, results from
thermal models of a number of sample buildings are
up-scaled to the neighbourhood or even whole-city
level. The effectiveness of this approach depends
not only on the underlying performance assessment
routines, but also on the nature of the reductive pro-
cedure adopted to reduce computational loads.

Past efforts have frequently adopted simplified and
reduced order algorithms in order to meet massive
data requirements and extensive computational
loads. This may yield a broad urban-scale energy

view, but is unlikely to capture the temporal

dynamics of building thermal states given transient
internal and external (occupants and climate). On
the other hand, most current reductive procedures
follow stock segmentation methods that ignore a
number of relevant morphological aspects of the
urban stock such as adjacency relations and the
effect of mutual shading. In our implementation of
the reductive method, such issues were addressed
in the adopted classification criteria, together with
measures to include the building operational prop-
erties beyond function-related assumptions
(Ghiassi et al., 2015).

In this context, we have developed a reductive bot-
tom-up urban stock heating demand model, which
relies on a Building Performance Simulation (BPS)
tool to assess the performance of the buildings, such
that scenario modelling capabilities and resolution
are enhanced. To enable the large-scale adoption of
BPS tools a two-module framework (an hourglass
model) was conceived. The first (reductive) module
uses data-mining methods to reduce the computa-
tional load via representative sampling. As this
inadvertently results in some loss of diversity, a sec-
ond module was designed to partially recover lost
diversity. The resulting urban energy decision sup-
port environment has thus the potential to compar-
atively analyse and evaluate various change and in-
tervention scenarios pertaining to macro and micro-
climate conditions, inhabitants' demography and
behaviour, physical and technical aspects of the

buildings, and urban morphology.

2. Approach

The framework architecture is depicted in Fig. 1. To
accommodate the high informational and com-
putational requirements of BPS as the framework's

computational engine, the first module involves the
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selection of a sample of buildings representative of
the energy diversity of the stock. The second mod-
ule aims to recover part of the building diversity lost
through the reductive process. The initial reduction
and subsequent re-diversification steps explain the
authors’ choice of the "hourglass model" to charac-

terise their approach.
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Fig. 1 — The proposed urban energy computing framework

3. The Reductive Module

The reductive module is designed and implemented
as a plug-in for the open source GIS environment
QGIS (2015). The plug-in, written in Python pro-
gramming language (2016), uses the available GIS
data of an urban area, as well as relevant standards
and statistical data to reach an energy-relevant sam-
ple of buildings. The prerequisite urban stock repre-
sentation includes the geometry and adjacency sta-
tus of the building enclosures; area, orientation and
shading condition of transparent building compo-
nents; various usages present in each building, and
relevant standard operational parameters; age-
dependent thermal properties of building compo-

nents; floor area, etc. (for more details, Ghiassi et al.,

2015; Ghiassi and Mahdavi, 2016a; 2016b, 2016c).

Once the representation is created, key energy-
relevant features of the buildings are aggregated
into descriptive indicators (Table 1) that constitute
the criteria adopted for the segmentation of the
building stock. The resulting matrix of indicator
values for all buildings is subjected to Multivariate
Cluster Analysis, MCA (Hair et al., 2010), to identify
groups of buildings with similar properties. Three
different MCA techniques, K-means (MacQueen,
1967), model-based (Fraley and Raftery, 2002), and
hierarchical agglomerative (Hair et al., 2010) were
examined towards their efficiency for the segmenta-
tion of building stock. Preliminary performance
tests, carried out using the results of steady state
heating demand calculations on the neighbourhood
based on the previously derived stock representa-
tion, suggest that the representatives emerging from
the application of the k-means method on the pre-
sented set of classification criteria, performs best in
predicting the monthly heating energy demand of
the neighbourhood (according to ONORM, 2014).

4. The Re-Diversification Module

The re-diversification module was developed to
reintroduce part of the diversity lost due to the
reductive step and to obtain more realistic represen-
tations of energy demand's spatial and temporal
distribution. Once the reductive module selects the
representative buildings, reference simulation mod-
els are developed using EnergyPlus (2016) and
detailed building plans. In reference models, opera-
tional parameters are represented through standard
schedules.

Constructions are specified according to available
plans or the common practice of the construction
period of the buildings. Ventilation is modelled as
dependent on the occupants’ presence. The re-
diversification module, also developed in Python
programming language, requires these reference
models as an input.

Given the extensive time and effort required for the
acquisition of building information and generation
of the geometric building models (Mahdavi and El-
Bellahy, 2005), the reductive module limits the

modelling domain to a manageable (user-defined)



number of buildings. The re-diversification module
readjusts a number of non-geometric parameters of
the reference simulation models. For this purpose,
for all buildings within the study domain, permu-
tations of the relevant reference simulation models
are created with the modified parameters. Building
parameters subjected to diversification include:

- Schedules of the occupants’ presence and

activity, lighting, and equipment use;

- Thermal properties of building envelope;
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- Internal loads (inhabitants, equipment and
lighting power);

- Ventilation (air change) rates.

This diversification process is guided by the
information contained in the initially generated
building stock representation. The reference simu-
lation model is modified based on descriptive indi-
cators defined in Table 2. Simulation models gen-
erated by the re-diversification module are subject-

ed to computations with hourly resolution.

Table 1 — Descriptive energy-related indicators of buildings' characteristics as the classification criteria by the reductive module

Abbr. Variable Description Formula Parameters
Vn Net Volume [m?] Vn=L(Afeat! . hfeati) . fn Afeati  Area of footprint feature [m]
An indicator of the size of hfeai  Height of foot print feature [m]
the building fn Net to gross volume ratio
> he Effective floor height [m] he=Vn / (At1. ni) Asi Total floor area [m]
5 Ratio of the building volume nf Number of floors
% to the floor area
6 Ct Thermal compactness [m] C=Vn [ Ae Ae Thermally effective envelope area [m]
Ratio of the net building vol- Area of element [m]
ume to the thermally Ae =L (Ai. fii) Ai Corresponding temperature correction
effective envelope area fui factor
GRe Effective glazing ratio GR=WWR . g . WWR Window to wall ratio
Average glazing to wall ratio  Z(Aow,i. foi. SVFi)/ ZAow,i GWR  Glass to window ratio
E weighted by orientation and Aowi  Area of outside wall [m]
$ corrected for the shading foi Corresponding orientation correction
g effect of the surroundings factor
8 Weights associated with g Solar factor of glazing
orientations were based on SVFi  Sky View Factor near the wall
reference climate data
.. Ue Effective average envelope Ue=X(Ui. Ai. fii) / Ae Ui U-value of element [W.m2.K1]
% U-value [W.m2.K"]
5( Average u-value of the
= envelope corrected for
g adjacency relations and
é weighted by the
corresponding areas
w» Ou Fraction of time the building Ou = tusea/ ta tusea  Annual use hours [h]
3 is used annually ta Total hours in a year[h]
)
% Iga Daily area related internal Iga =X (qih . tused. fi) qih Usage-based internal gains rate [W.m]
~ gains [Wh.m2.d-1] Daily use hours [h]
,§ tused  Share of the usage in the overall
g fi building volume
8* Acd Daily air-change rate [d-] Acd = L(nv . tused. fi) nv Usage-based hourly air-change rate [h-

]

4.1 Diversification of schedules

Reference schedules suggested by standards (e.g.
ASHRAE, 2013), represent the temporal distribution
of internal gains in aggregate terms. Use of these

average profiles for detailed demand assessments

on a large scale, however, will result in
unrealistically monotonous internal load profiles
and identical peak hours across the computation

domain. To achieve a more realistic representation
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of occupancy-related factors, for each building, a set
of randomized schedule files are created, based on
the reference schedules for various days of the
week. To diversify each schedule, for every time
step, the value provided by the reference schedule

is considered as the mean of a Gaussian probability

Table 2 — Descriptive indicators for the re-diversification process

distribution. A default Coefficient of Variance (CV)
is used along with the mean value to generate this
distribution (Mahdavi and Tahmasebi, 2015). Based
on the generated distribution for each time step, a

value is randomly selected for the schedule.

Abbr. Variable Description Formula Parameters
Uer Effective roof/ceiling U- Uer=X(Uir. Air.fir)/Ae Uir U-value of roof/ceiling element [W.m-
value [W.m2.K1] Air 2.K1]
fir Area of roof/ceiling element [m]

Corresponding temperature correction
Ae factor
Effective envelope area [m] (Table 1)

Uet Effective floor U-value Uet=X(Uif. Aif. fif) / Ae Uit U-value of floor element [W.m2.K-1]
[W.m2.K1] Aif Area of floor element [m]
fif Corresponding temperature correction
factor
Uew Effective wall U-value Uef=L(Uiw. Aiw. fiw)/ Uit U-value of wall element [W.m2.K]
[W.m2 K] Ae Aif Area of wall element [m]
fif Corresponding temperature correction
factor
Igd Daily area related internal
gains [Wh.m2.d"]
See Table 1

Add Daily air-change rate [d']

4.2 Readjustment of internal loads and
ventilation rates

The diversified operational parameters (i.e. refer-
ence values for equipment and lighting power,
number of occupants, and air change rate) are
computed for each building such that the aggre-
gated internal gains and ventilation rates, match the
values of the daily area-related internal gains and
daily air change rate computed for the building.

For this purpose, annual area-related internal gains
are computed based on the average daily values and
the number of annual use days provided by
standards (e.g. ONORM, 2011). Similarly, the aver-
age hourly air change rate across the year is calcu-
lated. The annual value of internal gains is dis-
aggregated into occupants, lighting and equipment
gains, based on the share of these items in contrib-
uting to the internal gains according to literature

(e.g. Kemna and Moreno Acedo, 2014).

4.3 Readjustment of thermal properties

The readjustment of the thermal properties of the
main building elements is informed by the respec-
tive effective element U-values. The buildings that
belong to the same construction period, with dif-
ferent geometries and adjacency situations, have
different effective component U-values.

This diversification step modifies each simulation
model, so that the resulting effective U-values of the
major envelope components match the expected
values calculated for every building. Since the
geometry of the simulation model associated with
every building is identical to that of the
corresponding reference model, any deviations
from the effective U-values of the reference building
must be accounted for by modifying the U-values of
the constructions in the new model. For this
purpose, the differences between the effective U-

values of the elements of the reference building and



the building undergoing diversification are calcu-
lated. Subsequently, the thermal properties of the
main constructions in the new model (external
walls, uppermost and lowermost enclosures) are
determined so that they reflect the deviation in
effective U-values from those of the reference
model. Since a modification of the thermal mass of
the building was not intended, only the thermal
conductivity of the main layer (massive load bear-

ing element or insulating element) is readjusted.

5. lllustrative Example

5.1 Case Study

The utility of the developed computational frame-

work was tested via a case study in the city of

Vienna, Austria (located in the centre of the city,

featuring over 740 buildings of various usages and

construction periods). Following data was incorpo-
rated:

- Land Use Plan (ViennaGIS, 2015)

- Digital Elevation Model (ViennaGIS, 2015)

- Building Inventory (ViennaGIS, 2015)

- Building Usage (Open Street Map, 2015)

- Sky View Factor map generated by DEMTools
plug-in for QGIS (Hammerberg, 2014)

- Austrian standard: Model of climate and user
profiles (ONORM, 2011)

- Austrian standard: Principles and verification
methods, heating demand and cooling demand
(ONORM, 2014)

- Guidelines: Energy-technical behaviour of
buildings (OIB, 2015)

5.2 Modelled Scenarios

To assess the impact of the diversification process,
predictions of the non-diversified model were
compared with the predictions resulting from
models with two levels of diversification. The non-
diversified model is based on the reference simula-
tion files. The first level of diversification involves
only operational schedules. The second level in-
cludes all diversification steps introduced in the
method (Table 3).
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Table 3 —Overview of the investigated models with various levels
of diversification. (D: Diversified, ND: Not Diversified)

Abbr. Schedules Thermal Internal  Number of

properties  gains simulations
NDM ND ND ND 7
DM-1 D ND ND 744
DM-2 D D D 744

Three simple illustrative scenarios pertaining to
changes in the operational parameters of buildings
(occupant behaviour) were designed. The first sce-
nario follows the standard assumptions for internal
temperature and HVAC availability hours. The
second scenario assumes a setback heating setpoint
for the vacant hours in non-residential spaces,
which is closer to the actual building operation
tendencies. The third scenario, emulating the be-
haviour of a more energy-aware population, main-
tains the setback threshold, and modifies the inter-
nal heating setpoint temperatures in proportion to
the occupancy rate of the building in every time
step. These scenarios were simulated with the NDS
and DS-2 models. Table 4 provides an overview of

the modelled scenarios.

6. Results and Discussion

6.1 Reductive Module

The implementation of the reductive method for the
case study area resulted in 7 clusters. The buildings
representing these clusters include three residential
buildings, two office buildings, as well as two mixed
use residential and gastronomy building (Fig. 2).
As mentioned before, the representational perfor-
mance of the reductive module was tested using the
results of simplified steady state demand calcu-
lations (ONORM, 2014). The volume related heating
demand of the buildings in every cluster as well as
that of the representing building is shown in Fig. 3.
Buildings grouped together in each cluster, feature
similar performances. The most representative
building performance is close to the cluster mean,
however, the representatives of Clusters 3 and 6
underestimate their respective categories demand.
To investigate the representativeness of the selected
sample, the volume-related demand of the rep-

resentative buildings along with the volume of
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buildings in every cluster were used to predict the
heating demand of the represented buildings. These

predictions were compared to the standard-based

Table 4 — An overview of the modelled behaviour change scenarios

values (Fig. 4), suggesting an acceptable building-

level predictive performance.

Residential Non-Residential
2 Setpoint assumptions [°C] 20 20
HVAC Availability 24 hours a day 14 hours on weekdays
Set point assumptions [°C] 20 20 during work hours
» 14 other times
HVAC Availability 24 hours a day 24 hours a day
Set point assumptions [°C] 16 Night hours 14 Not working hours
16 Occupancy rate <25 % 16 Occupancy rate <25 %
& 20 Occupancy rate >55 % 20 Occupancy rate >75 %

Interpolate Other times

HVAC Availability 24 hours a day

Interpolate Other times

24 ours a day

6.2 Re-Diversification Module

The impact of the diversification process is illus-
trated for an office building in Fig. 5, where ref-
erence schedules are compared to a one-week data
generated for one building. The generated sched-
ules maintain the overall tendencies of the reference
schedules, but provide, due to their probabilistic
nature, unique profiles for various buildings. The
diversification of the schedules results in minor
modifications in the annual peak load (+1 %) and
the aggregated annual demand of the neigh-
bourhood (-1 %). The additional readjustment of the
building thermal properties, internal loads, and
ventilation rates causes more significant changes in
model predictions (-3.4 %).

The impact of the diversification process is magni-
fied when the observation scale is reduced. At a
building level, the annual volume-related heating
demand of the buildings computed by DM-2 can
deviate by as much as 30 % from reference build-

ings, but the values predicted by DM-1 do not vary

significantly from the reference values. If the ob-
servation scale is further reduced to a single time
step, both DM-1 and DM-2 result in noticeable
deviations from the non-diversified hourly predic-
tions (Fig. 6). Although unnoticeable at aggregate
scale, such variations can have significant implica-
tions (e.g. for the design of small scale distributed

generation schemes).

Construction Year: 1868  ConstructionYear: 2002
Usages: Residential

Construction Year: 1914
Usages: Res_idential +Gastronomy Usage: Office

JEE [\

2 %{ z 5

Construction Period: After 1945  Construction Period: 1848-1918
Usage: Residential Usage: Residential

Construction Year: 1846 Construction Year: 1872
Usages: Residential + Gastronomy Usages: Office

Fig. 2 — Buildings representing the clusters emerged from apply-
ing the reductive module to the case study
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Fig. 6 — Relative deviation of hourly demand results of all build-
ings as predicted by the DM-1 and DM-2 from NDM predictions
for a single time step in heating period

6.3 Scenario Modelling Results

The results of modelled scenarios are summarised
in Table 5. At the aggregated level, peak, mean, and
total heating demand simulated for the base case
assumptions (S0) change little due to the inclusion
of a re-diversification in the modelling procedure.
The application of the first behaviour change
scenario does not result in the divergence of the
tendencies of non-diversified and the diversified
model. This is to be expected, as the modifications
applied in this scenario are somewhat independent
from the occupancy-related aspects (they apply only
to non-residential spaces in non-occupied hours).

Table 5 — Results of the behaviour change scenarios as simulat-
ed by the diversified and non-diversified computational models

— o = —
K § X ¢ % § =
[©] 5'_‘9.‘0 0 =
— c O «w = < O
Scenarios 4 s R oo 5 @
o 5 =2 2 8 5 =
ey g =
= v B 2 % v B
sz £2 Ep £7
EE 5 &8 %% s g
U [}
22 &£ 8 2 ¢ & E
< S so 1531 0 198.35 0
2 0
£ 3 &
-
Z 3 sl 1282  -163 20070 1.2
52

S2 122.6 -19.9 169.14 -14.7

S0 151.4 -1.1 191.66 -3.4

S1 124.5 -18.7 195.22 -1.6

Diversified
Model (DM-2)

S2 111.7 -27.0 170.30 -14.1

The differences become more visible in case of the
second scenario. The comparison of the second

scenario predictions of both models (NDM-S2,
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DM-2-52) with the respective base case predictions
of the same models (NDM-5S0, DM-2-50) shows that
in the non-diversified model, the application of the
occupant-sensitive HVAC control scenario has led
to a much larger decrease in demand than in the
diversified model (14.7 % compared to 11.1 %).
Moreover, the peak load predicted by the non-
diversified model is much higher than the predic-
tions of the diversified model, which provides a
more realistic representation of the people’s pres-
ence and actions. The non-diversified model ap-
pears to overestimate annual demand reduction due
to occupant behaviour change, while failing to
realistically predict the impact of these improve-
ments on the peak loads. This can have major im-
plications for the design of energy infrastructure

and sizing of distributed generation systems.

7. Conclusion

This contribution described an urban energy-
computing environment for urban-level change and
intervention scenario modelling. The proposed
"hourglass" framework entails a reductive module
toward a sampling-based reduction of the compu-
tational domain via cluster analysis. Thus, detailed
transient numeric simulation can be deployed to
analyse the building thermal behaviour. Thereby, to
more systematically capture the dynamic nature of
the urban building stock and its transformations
through retrofitting and densification, as well as op-
erative changes, an original set of energetically
relevant indicators was assembled for stock seg-
mentation. The computational framework involves
a second (re-diversification) module to partially
reintroduce to the model diversity lost through the
reductive procedure as well as the adoption of
standard-based reference schedules. The utility of
the diversification was illustrated via simple be-
haviour change scenarios. The non-diversified
model appears to overestimate the urban-level
consequences of occupancy-related changes in the
system control settings, due to its unrealistic repre-
sentation of the occupants’ presence and behaviour.
Re-diversification has the potential to ameliorate
this circumstance, supporting thus, amongst other

things, a more effective approach to the design and
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deployment process of urban-scale distributed

energy networks.
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Abstract

Plastic waste is a growing issue that needs to be addressed,
multiple solutions are established to reduce its impact on
the environment. The aim of this research is to make use
of the plastic waste piling up and, at the same time, to cre-
ate a convenient daylighting solution. The research pro-
poses a sustainable fenestration system to be used in hot-
arid climates, particularly in Egypt, where it is common to
use tinted glass to lower the heat gain. First, a recycling
process was carried out to create samples, the samples
were then tested to obtain their optical properties and
lastly Radiance, a daylighting simulation tool, was used to
test the performance of recycled plastics as a window glaz-
ing material. In the recycling process, three plastic types
were used to create the samples: polypropylene PP (num-
ber 5), polystyrene PS (number 6), and polycarbonate PC
(number 7). It was concluded that the use of recycled plas-
tics as a glazing material is indeed possible. Polycarbonate
ranked as the most transparent, yet its impurities were the
most visible. Polystyrene was also observed to be quite
transparent, however its transparency was inversely re-
lated to its thickness. Polypropylene was the least trans-
parent under the selected settings. Nonetheless, further re-
search is required regarding the recycling process settings,
to determine the possibility of obtaining more transparent

results.

1. Introduction

Daylighting is one of the major indoor environmen-
tal aspects that has a major influence on the behav-
iour and attitude of the occupants (Cuttle, 1983).
Daylighting is used as one of the effective passive
strategies to uniform illumination within living
spaces, where high energy savings can be achieved

(Lim et al., 2012). It is a major factor in human health

and productivity that has a positive effect on the
psychological comfort more than artificial lighting
(Cheung and Chung, 2008; Cuttle, 1983). Neverthe-
less, daylighting is hard to fully exploit due to the
challenges that accompany it, like excessive heat
gain or the need for complex expensive strategies to
introduce it adequately into the space. Conse-
quently, daylighting benefits are often overlooked
in Egypt as most common practices favor the small
fenestration area, which hardly allows an adequate
daylighting distribution. For instance, according to
the Egyptian Energy Code 306-2005 (2006) a win-
dow-to-wall ratio that exceeds 30 % is unacceptable,
a rather insufficient value for deep spaces. Moreo-
ver, very few daylighting techniques utilize passive
strategies that don’t require the use of virgin mate-
rials.

Egypt produces around 980,000 tons of plastic waste
annually (2005/2006) while only 30 % gets recycled
and 5 % is reused. The remaining 65 % is either
burnt or buried unused (Plastic Technology Center,
2008).

This paper proposes a sustainable Fenestration Sys-
tem with a translucent glazing that makes use of the
accumulating plastic waste and serves as a conven-
ient means to utilize daylighting as well. The trans-
lucent layer will be made of recycled plastics, such
as polypropylene PP (number 5), polystyrene PS
(number 6), and polycarbonate PC (number 7). PC
is considerably used in construction projects for
semi-transparent roof tiles, therefore, considered
fairly expensive compared to other types of plastics.
PP is the main kind of plastic for food containers
that comes in different colours, transparencies, and
optical properties. PS is also used in the food sector,

however, more disposable than PP and less cheap.
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Polystyrene products consist of a very high percent-
age of air gaps in between their structure, therefore
they are considered light. The recycled plastic layer
will diffuse the light transmitted into the room in
order to prevent bright spots near the window. At
the same time, this will ensure privacy to users in-

side the space as well as adequate daylighting.

2. Literature Review

2.1 Recycle Plastic Usage

Recycled plastics have numerous uses in the build-
ing industry. Aminudin et al. (2011) reviewed the
potential use of recycled expanded polystyrene
(EPS) as a thermally insulating material in build-
ings. Aminudin et al. also stated that EPS has high
compressive stress, which makes it suitable for inte-
grating with building materials.

In an extensive literature review Lei Gu and Togay
(2016) stated that plastics such as Polyethylene ter-
ephthalate (PET), EPS, high-density polyethylene
(HDPE) and low-density polyethylene (LDPE) can
be recycled and used as plastic aggregates, while PP
and PET fibres can be used as plastic fibres, and both
Polyamide (PA) and Phenol formaldehyde (PF) are
used in concrete in different ratios and weights,
since they give different properties to the concrete
mix.

Recently, Dalhat and Al-Abdul Wahab (2016) for-
mulated a cement-less and asphalt-less concrete mix
using recycled plastic such as recycled PP and recy-
cled HDPE.

Yet, no cited research mentioned the use of recycled
plastic as a glazing in a fenestration system, and a
few researchers mentioned the optical properties of

recycled plastics to be used for glazing.

2.2 Glazing Technologies

Glazing systems went through several improve-
ments since the beginning of the 20 century, from
the introduction of the double and triple pane glass
to the creation of tinted and Low-E glass. In his pa-
per entitled “Solar Radiation Glazing Factors for
Window panes, Glass Structures and Electro-
chromic Windows in Buildings —Measurement and

Calculation” Bjorn Petter Jelle (2013) summarized
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the state of the art technologies in glazing systems.
He specifically focused on Electro Chromatic Win-
dows (ECW), which are dynamic window struc-
tures that vary in voltage according to the solar ra-
diation, thus changing the window’s color and tint.
In “The Role of Window Glazing on Daylighting
and Energy Saving in Buildings” Hee et al. (2015)
compared the performance of single, double, and

triple glazing windows thermally and visually.

2.3 Glass Properties and Use in CFS

One of the windows’ main design parameters, with
regard to visual properties, is the visible transmit-
tance (Tvis), which ranges from 0 to 1.0. When it ap-
proaches 1.0 it means that the material transfers
more light energy when light passes through (Law-
rence Berkley National Laboratories, 2015). Another
main property is the transparency of the material,
defined as the amount of perception of an object
within or at the other side of any material. When
light is transmitted without the clarity of the image
this is called “translucency” (Tripathi, 2002). Last
but not least, the refraction index is a vital optical
property of any material which controls the refrac-
tion angle of any incident light on a material, fur-
thermore the total internal reflection of the material
(TIR) is determined by the value of the refraction in-
dex. As the refractive index value is higher, a higher
refraction angle occurs as light propagates through

the material.

3. Methodology

The process of manufacturing and selecting the suit-
able recycled plastic included several steps which
are categorized as experimental physical work and
simulation and validation work. The experimental
work involves recycling plastic products and testing
the optical properties of the final recycling output.
While the simulation work engages with the optical
properties and incorporates them in a Radiance-
based simulation to test the daylight performance of

the materials.
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3.1 Recycling Plastic Material Manufac-
turing Process and Optical Property
Testing

A suitable plastic material was selected by testing
different alternatives, and visually observe the opti-
cal properties of the products. The plastic types in-
cluded Polycarbonate PC, Polypropylene PP and
Polystyrene PS in this paper. The 3 materials were
bought as post-consumer products and a recycling
process was carried out. First the materials were
cleaned then shredded using a shredding machine.
The shredded plastic underwent another refined
shredding process in order to reach fine pellets of

the material.

(a) (b)

Fig. 1 — (a) Fine pellets of PS shredded (b) Pellets inserted be-
tween two plates (c) Hydraulic press machine with heaters

The fine pellets were inserted between two plates as
shown in Fig. 1. Afterward, the dyes were placed on
a hydraulic press with heaters installed on the up-
per and lower plates. Different pressures and tem-
peratures were tested for each material, in order to
reach an acceptable range of optimum settings as
shown in Table 1. The final product dimensions
were 10 cm x 10 cm, and 4 mm thickness.

The successful products were optically tested using
a UV/VIS spectrometer to measure the optical prop-
erties of the material such as the transmission and

reflectance.

Table 1 — Settings for recycling different types of plastics

Material Temperature (°C) Pressure (psi)

PC 150-170 2000
PS 105-110 1500
PP 120-140 2000

3.2 Daylight Simulation Software:
Radiance

After manufacturing and testing different recycled
plastics, they were simulated on Radiance, a light
simulation software to ensure viability before man-
ufacturing an actual prototype.

Radiance simulates prismatic designs with variable
outputs, dependent on the input angle, using the
BSDEF. The BSDF is generated by creating an accu-
rate geometrical 3-dimensional model, also the ma-
terial is modelled on Radiance using flexible mate-
rial definitions. To model a translucent plastic ma-
terial on Radiance the trans definition is used. How-
ever, it is highly probable that the recycling process
would not be 100 % pure homogenous plastic. Any
type of impurities will affect the optical properties
of the final product. The impurities are randomly
present within the medium of the panel. Therefore,
to represent those impurities during the simulation
the prismatic panel material should contain a Func-
tion File replicating those impurities. The most suit-
able function file done in radiance for the previous
circumstances is the Noise.cal. In order to use the
Noise.cal function file, another material definition
should be used. The transfunc is a unique material
definition script that is used for arbitrary Bidirec-
tional Reflection Distribution Function (BRDF). The
arguments to this material are the data file, in this
case, the Noise.cal, and coordinate index functions in
addition to specular transmission and reflectance.
The only modifier that is not available in this mate-
rial definition is roughness, which is not required
since the BRDF data is dominant. The transfunc pa-

rameters is defined as follows:

modifier transfunc identifier

2+ brtd funcfile

0

6 R G B <«(Colour)
rspec «(specularity)

trans  tspec <«(transmission
& transmitted specularity)
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The BSDF is created using genBSDF and afterwards
tested using Radiance’s latest 5-phase method. The
5-phase method is considered an effective method
for performing annual simulations of complex fen-
estration systems (CFS) and dynamic fenestration
systems. The flux transfer is categorized into 3 inde-

pendent simulation stages as the following;:

1. Sky dome to the exterior of fenestration

2. Transmission by BSDF through fenestration

3. Interior of fenestration into the simulated
room

The space design used to test the proposed design is
a standard office room by Reinhart et al. (2013) used
for daylighting and illumination. The test was con-
ducted in Cairo, Egypt, a hot arid area, with clear
sky conditions throughout the year.

Table 2 — Simulation settings for Radiance

Interior Room Parameter Value
Surface
Interior Walls 0.50
Floor 0.50
- Reflectance (%) -
Ceiling 0.80
Window Frame 0.50
Window/wall 0.20
Ratio (%)
ratio
Windows 20x1.8
Length x Width (m)
Dimensions
Shading Device Y/N No
Height (m) 0.75
Distance in-between 0.50
Illuminance
. (m)
sensor point
Number of points 45
Distribution (L x W) 8x5
Sky Condition Clear

Clear/Overcast/uniform

Sky

To obtain accurate and comparable results for an an-
nual simulation, it is recommended to use the state-
of-the-art measurement method. The Spatial Day-
light Autonomy (sDA) and Annual Sunlight Expo-
sure (ASE) are 2 factors lately published by the US
INluminating Engineering Society in the LM-83-12
document “Approved Method: IES Spatial Daylight
Autonomy (sDA) and Annual Sunlight Exposure
(ASE)” (IES, 2013). The sDA describes “the percent-

age of floor area that receives at least 300 Ix for at
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least 50 % of the annual occupied hours”. Specifi-
cally, ASE measures “the percentage of floor area
that receives at least 1000 Ix for at least 250 occupied
hours per year”. Combining both measurements
gives an indication of daylighting adequacy and vis-
ual comfort (IES, 2013).

4. Results and Discussion

4.1 Optical Properties and Visual
Observations of Different Recycled
Plastic Materials

Visual Observation of the different recycled materi-
als: First, the samples were visually observed. All 3
materials are translucent but with different grades.
The polycarbonate is the most transparent, visually,
while the polypropylene is hardly transparent. Yet,
it can transmit some light. Both polycarbonate and
polystyrene developed a brownish colour; however,

polypropylene developed a white colour.

(a) (b) (©
Fig. 2 — The recycled plastic samples (a) PC (b) PS (c) PP

The polycarbonate visual texture indicates the pres-
ence of high impurities and incomplete mixing of
the polycarbonate pellets. However, polystyrene
had a clearer texture with little impurities to see. On
the other hand, polypropylene showed some vine-
like impurities which resulted from “un-cooked” PP
particles.

(a) (b)

Fig. 3 — Close-up of the 3 materials (a) PC (b) PS (c) PP
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Diffused Transmission Measurements:
The spectrophotometer results at 550 nm are shown

as follows:

Table 3 — Diffused and specular transmittance and reflectance of
the different plastics

Material Transmittance Reflectance

Diffused Specular Diffused Specular

RPC 8.6 % 20.0 % 34.0 % 37.4 %
RPS 2.5 % 2.8 % 45.1 % 49.6 %
RPP 22 % 2.4 % 45.5 % 50.0 %

The previous findings resulted from the average
values of the material along different points on the
surface since recycled plastic is impure and contains
different foreign particles within the medium of the
material. Those impurities would affect the overall

light transmission of the material.

4.2 Radiance Simulation Results of the
Different Recycled Plastic Materials

The readings from the spectrophotometer were
used in the material definition in Radiance in order
to accurately model the behaviour of the materials
selected along the whole year using the five-phase
method. The rPC material was chosen for compari-
son and was modelled with trans where the diffused
and specular transmission and reflection were con-

verted to Radiance’s trans material definitions.

void transfunc FlatGlass
2 brtd noise.cal
0
6 0.672  0.672  0.672
0.370
0.286  0.20

As for the Radiance simulation, the recycled PC
samples resulted in decreasing the direct illumina-
tion in front of the window in comparison with the
ordinary tinted glass of the same transparency;
however, the illumination also decreased in the
whole room due to the decrease in total transmis-

sion of the sample.

10,000 lux

nm.mw|“mwi | | T ——— ) E |y

(a) 2,500 lux

(b)

Fig. 4 — Total hourly illuminance in lux for 1 year at the node near
the window (a) Tinted glass (b) Recycled Polycarbonate

As for the sDA and ASE, there was a decrease in the
total values of both measurements, which means
that less direct daylighting has entered the space.
The sDA decreased from 40 % to 22 % whereas the
ASE decreased from 33 % to 18 %.

% 0% 0% 0% 0% % 0% 0% 0% 0%
0% 0% 0% 0% 0% % 2% % % 2%
0% 0% 0% 0% 0% % 5% 4% 3% 4%
0% 0% 0% 0% 2% 6% 17%  18% 17%  15%
% 0% 0% 0% 0% 2% 3% 3%  29% 2%
% % A% % 4% 4% S3%  53%  S52%  47%
0% 15%  17% 16%  14% 68% 2% 3% 1% 67%
A% 3% 3% 35%  25% 75%  79%  81% 80%  76%
2% 53% 6% 54%  32% 7% 8% 8%  83%  77%
(a) (b)
@ 0% 0 0% 0% o 0% 0% 0% 0%
0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
0 0% 0% 0% D% % 0% 1% 1k 2%
o 0% 0% 0% 0% ™ % M 1% 0%
®E 0% 0% 0% 0% TH 0% 10% 9% 8%
mE 0% 0% 0% 0% W % W% 5% 2%
®E 0% 0% 0% O 9% 46%  4B%  47% 33
%6 % 13% 0% % h5%. 63% A% 63% 2
1% a0% 3% A% 1% 6% TI T% 7% 63%
(© (d)

Fig. 5 — ASE (left) and sDA (right) for both Tinted glass (a,b) and
recycled PC (c,d)

5. Conclusions

The idea of using recycled plastic as a glazing part
in the window is feasible, and its texture and visual
appearance could serve as a tinted glazing material.

However, further modifications in the recycling
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process and proper treatments are needed. Polycar-
bonate has the highest transparency yet its impuri-
ties are the most visible. While polystyrene might
have greater potential in achieving greater transpar-
ency either by decreasing the thickness or enhanc-
ing the recycling process. As for polypropylene, fur-
ther research has to be done on the right settings and
smaller thicknesses should be tested since it has the
potential of creating white and translucent glazing.
On the other hand, further tests should take place to
analyze the material’s thermal properties, such as
the U-value, and physical properties to ensure that
the recycle plastic will withstand internal and exter-
nal changes in the environment. A wider variety of
plastics should be tested, as well as different mix-

tures of plastics.
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Abstract

The analysis of 11 shopping centres in Europe reveals a
lack of availability of indoor natural daylight, especially in
shops and sales areas. The aim of this paper is to investi-
gate the consequences on energy consumption and elec-
tricity use for lighting that novel retrofitting measures
have when applied to Norwegian shopping centres (Haase
et al., 2015a).

Internal daylight and internal illuminance levels were
measured in two shopping centre buildings in Trondheim
and Modena together with detailed monitoring of energy
use and indoor air quality.

Scenarios were modelled to simulate the artificial lighting
use patterns and control strategies in the shopping centres
by considering occupancy hours and type of activity (illu-
minance levels), in order to cover different possible com-
binations used in the energy and daylight simulations.
Existing conditions of shopping centres (pre-retrofitting)
in Trondheim, Norway were modelled based on drawings
and validated with energy use measurements. Energy and
daylighting simulations were performed and combina-
tions of use pattern scenarios and facade variables were
used to evaluate the influence on the electricity use for
lighting and energy use for heating and cooling of the dif-
ferent scenario combinations. There is a trade-off, which is
quantified in terms of reduction in electricity use and cool-
ing demand as well as an increase in heating demand. The
implications of lighting retrofitting on heating and cooling
(aside from the end energy use savings) make the applica-
tion complicated in shopping centres. Modelling and sim-
ulation of a shopping centre can help us understand the
holistic consequences of single energy retrofitting

measures.

1. Introduction

The paper is part of activities performed in the Com-

mONEnergy project, where the aim is to transform

shopping centres into lighthouses of energy effi-
ciency. It is a project with 23 partners that studies
comprehensive retrofit solution sets to save energy
and promote high IEQ in shopping centres, as well
as the optimal environmental conditions for display
and sale of merchandise. In a comparison with the
pre-retrofit conditions, the project aimed to achieve
a 75 % reduction of energy demand, power peak
shaving, a 50 % increased share of energy used from
Renewable Energy Sources (RES) compared to a
base-case (renewables share so far), and an im-
proved Indoor Environmental Quality (IEQ). The
research was based on the demand for a comprehen-
sive approach for the development of a retrofitting
package for shopping centres, taking into account
the specific needs of the building, such as indoor
conditions, complex energy flows and the lack of
standard energy intensity performance indicators
(Bointner et al., 2014; Haase et al., 2015a; Haase et
al., 2015b; Haase et al., 2015c).

Shopping centres are not interchangeable with other
kinds of complex buildings, such as office blocks,
hospitals or schools (ICSC, 2008; Stensson, 2014;
Coleman, 2006). Their form, function, usage, and us-
ers give shopping centres a particular character with
special implications for energy use (Coleman, 2006;
Stensson, 2014; Woods et al.,, 2015; Woods et al.,
2017). To support the understanding of what causes
the main inefficiencies in energy usage and to ena-
ble the development of the best solution-sets, Boint-
ner et al. (2014) developed a definition of shopping
centres which describes shopping centres as "a for-
mation of one or more retail buildings comprising
units and ‘communal’ areas which are planned and
managed as a single entity related in its location,
size and type of shops to the trade area that it

serves'. The definition gives an indication of the
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main form and function of shopping centres. In ad-
dition, location, type of development, the size and
GLA, the type of anchor stores and the trip purpose
are all aspects that have been used to indicate the
needs that a shopping centre serves within a social
and physical context (Woods et al., 2015; Woods
et al., 2017).

In the CommONEnergy project a number of solu-
tion-sets were developed starting from 11 real refer-
ence buildings located in different climatic, environ-
mental, social and economic contexts, representa-
tive of the whole EU shopping centre building stock.
Such solution-sets are tailored on architectural, con-
structive and technological features of this very spe-
cial kind of building. Both energy load profiles and
final uses are not comparable with other building
categories, needing specific tools and dedicated ap-
proaches to achieve the best benefits/costs ratio. The
analysis of 11 shopping centres in Europe (Fig. 1) re-
veals a lack of availability of indoor natural day-
light, especially in shops and sales areas (Woods et
al., 2015; Haase et al., 2015b).

efia
.

CommONEnergy

A Reference buildings

Mercado délVal, Valladolid (£5)

B

Fig. 1 — The 11 different reference buildings

2. Objectives

The aim of this paper is to investigate the conse-
quences on energy consumption and electricity use
for lighting that novel retrofitting measures have,

when applied to a Norwegian shopping centre.
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3. Methodology

Together with detailed monitoring of energy use
and indoor air quality, internal daylight and inter-
nal illuminance levels were measured in a shopping
centre in Trondheim.

Scenarios were modelled to simulate the use pat-
terns and control strategies of artificial lighting in
the shopping centres considering occupancy hours
and type of activity (illuminance levels), in order to
cover different possible combinations used in the
energy and daylight simulations.

The building was modelled in TRNSYS according to
the plans and architectural drawings. A sketchup
model (Fig.2) was developed and the functional
units in the shopping mall were divided into com-
mon areas, shops, and others (Haase et al., 2015d).
Existing conditions of the Norwegian shopping cen-
tre (pre-retrofitting) were modelled in TRNSYS
based on the energy use measurements and energy
and daylighting simulation were performed. Com-
binations of use pattern scenarios and facade varia-
bles were used for daylight and energy simulations
in the retrofitted shopping centres to evaluate the
influence on the electricity use of lighting and en-
ergy use of the combinations of the scenarios. Radi-

ance was used for the lighting analysis (Ward, 1989).

Fig. 2 — Sketchup model of the shopping centre from Haase et al.
(2015d)

3.1 Energy Audit

The shopping centres that were analysed vary in
size and energy use. Fig. 3 shows the share of gross
leasable areas in the different reference buildings.

Fig. 3 shows that common areas cover 13 % of the
gross leasable area (GLA) in all the shopping cen-
tres. Retrofitting measures will have an accordingly
minor effect on the total energy use in shopping cen-

tres.
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Fig. 3 — Gross leasable areas (GLA) of the different reference
buildings

An identification and analysis of the current build-
ing energy behaviour was done in order to define
the power peaks and the energetic balance in differ-
ent time frames (from day to year). Technological
active-installation check-ups were done in order to
get a clear and detailed understanding of where and
how the different facilities operate to match the
building loads. An evaluation of the gathered data
provided valuable input for the dynamic simulation
platform, through a reverse engineering process, to
compare generation and consumption profiles,
highlighting overloads, overproductions, inefficien-
cies, lack of coordination, possible gaps and over-
lapping, necessities of shifting and storing among
others, based and verified through the monitored
data.

Fig. 4 shows that the simulated and measured elec-
tricity use in the Norwegian shopping centre match

well.

Electricity

0

2 120000
=

> 100000

S 80000

g 60000
g

T 40000

20000

0

1 2 3 4 5 6 7 8

9 10 11 12
month

m measured electricity  simulated electricity

Fi

g. 4 — Validation of model with measured data

Finally, a definition of the energy retrofitting pro-
cess — through the implementation in dynamic soft-
ware of the novel developed and proposed concepts
— was developed in order to verify the viability of
the selected technologies and to assess foreseen re-
sults. The output of this analysis was used to define
the baseline for the development of the control strat-
egy for the improvement of existing technologies

and the implementation of new ones.

3.2 Climatic Influence and Schedules

Sky conditions, especially the amount of sunny
skies is different. Trondheim has few hours of clear
blue sky. Opening hours are from 09:00 to 21:00,
preparation hours are from 07:00 to 09:00 and night
milieu hours are from 17:00 to 21:00 (see also Tab. 1
for further explanations of the lighting concept.

Cases (3) and (4) introduce preparation periods.).

TRONDHEIM

iy bl = ntermesiote [ = loudy ] Dark 1]

I
RO
A

MILANO

Suny 1] = otermodite 1 8 Cloudy ] WDtk

Fig. 5 — Sky conditions in Trondheim and opening hours of the
shopping centre

Fig. 5 shows that almost during the whole year sun-
rise takes place before the opening hours. Bear in
mind that even before sunrise and after sunset, it is
not completely dark either. Preparation hours (re-
stocking, cleaning, etc.) are often before sunrise/ af-
ter sunset. Cloudy and intermediate sky have

brighter diffuse light levels than a blue sky.

3.3 LED Lighting

Description of the LED lighting strategy:

- Case (0)

- Case (1) New luminaires

- Case (2) constant light output (CLO)

- Case (3) zoning

- Case (4) night milieu with reduced intensity

- Case (5) light pipes
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Each case is described in more detail in Tables 1 and
2. It can be seen that the resulting power per lumi-
naire is reduced for Cases (1) to (5) compared to
Case (0).

Table 1 — Lighting control strategy

Case  No. of Control
luminaires strategy

Power per
luminaire [W]

0) 43 constantly 70
on during
op. hours

1) 57 constantly 37.72
on during
op. hours

) 57 constantly 33.86
on during
op. hours

(3) 57 +PREP 27.02
hours

4) 57 +PREP 27.02
hours +
day/night
milieu

®) 31 32.26

Not daylit zone
) 26 +light tubes  21.15
Daylit zone

By installing three light tubes it was possible to re-
duce the lighting according to daylight illuminance.
Table 2 shows the results of the nominal power for
the demonstration shop area in the Trondheim
shopping centre. Cases (1) to (3) reduce nominal
power during opening hours. Cases (3) to (5) intro-
duce additional preparation periods with reduced
nominal power. Cases (4) and (5) introduce in addi-
tion a night milieu period with again reduced nom-

inal power.
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Table 2 — Lighting power installed in demonstration shop area

Case Power Nominal power

per lum. during during during
(PREP) opening prep night
hours hours milieu
(W] [kW] [kW] (kW]
0) - 3.39 - -
@) - 2.15 - -
2) - 1.93 - -
3) 18.95 1.54 1.08 -
4) 18.95 1.54 1.08 1.08
5) 22.58 1 0.7 0.7
not daylit zone
5) 14.628 0.55 0.38 0.38

daylit zone

3.4 Light Tube Solutions

In one demonstration shop on the first floor of the
shopping centre in Trondheim, a retrofitting to en-
hance daylight was conducted with three light tubes
(see Fig. 6 for details).

The demonstration shop area was 100 m? (including
15 m? storage). Fig. 6 shows the plan and a section,
Fig. 7 a photo. The diameter of each light tube is
1000 mm. Rooftop domes were placed on top of each

light tube to provide air and water tightness.

ENTRANCE /

B

DEPOT

- 1500 -
-~1320——>
Internal screen l

Roof {7777 74%

Integrated artificial light |

Dome

(based on Lamilux geometry)

\

Ligh Tube

1600

Suspended Ceiling
~—1000—=

Fig. 6 — Plans of light tube solution in demonstration area
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Fig. 7 — Photo of the light tube solution in demonstration area

4. Results

The implications of the installed power reductions
of the cases (1) to (5) compared to case (0) are shown
in Table 3. The mean specific power demand per
area is reduced from 39.8 (case (0) to 16.5 W/m? (case
(4)) and to 15.2 W/m? (case (5)) with luminous flux.
The implications of the different lighting retrofitting
measures were then applied to the whole shopping
centre. Two strategies were tested. First, the lighting
retrofitting cases (1) to (5) were applied to the com-
mon areas (cma). Electricity savings were deter-
mined in primary energy (PE). Heating and cooling
implications were determined. Secondly, the light-
ing retrofitting cases (1) to (5) were applied to the
shop areas. Electricity savings were determined in
primary energy (PE). Heating and cooling implica-
tions were determined.

The results from energy the simulations can be di-
vided into electricity use, heating and cooling
needs. Here, a focus was put on the lighting retrofit-

ting measures, not on appliances nor on ventilation.

Table 3 — Results of the lighting strategy

Case Specific Mean Specific
yearly specific luminous
energy power flux per
demand demand area

per area

[kWh/m2a] [W/m?] [kIm/m?2]

0) 1782 39.8 2.06
1) 113 25.3 1.69
@) 102 22.8 1.69
3) 77 17.2 1.28
) 74 16.5 1.23
(5) 68 15.2 1.23

4.1 Final Energy Use

Table 4 shows the heating and cooling implications.
Cooling decreases from 20.1 kWh/(m? a)) (case (0) to
4 kWh/(m? a)) in cases (4) and (5). The need for heat-
ing increases from 49.5 kWh/(m? a)) (case (0)) to 70.4
kWh/(m? a) for case (4) and 84.3 kWh/(m? a) for case
(5). Together with the electricity reduction from
lighting the total also decreases from 206.8 kWh/(m?
a)) (case (0)) to 124.4 kWh/(m? a) for case (4) and
119.5 kWh/(m? a) for case (5).

The changes are small when looking at the results
for the common areas. Energy use for cooling de-
creases insignificantly from 20.1 kWh/(m? a) (case
(0) to 19.4 kWh/(m? a) in case (4). Energy use for
heating increases from 49.5 kWh/(m? a) (case (0) to
58.1 kWh/(m? a) in case (4).

Table 4 — Final energy use of lighting strategy in [kKWh/(m? a)]

Case area Lighting Heating Cooling Total

o - 137.3 495 201 206.8
(1) cma 121.6 57.2 19.5 198.3
cma+shp  109.3 58.2 16.2 183.7
(2) cma 120.9 57.5 19.5 197.9
cma+shp  80.1 59.9 7.0 147.0
(3) cma 120.1 57.8 19.4 197.3
cma+shp 55 67.5 4.0 126.5
(4) cma 1194 58.1 19.4 196.9
cma+shp 50 70.4 4.0 124.4
(5) shops 312 84.3 4.0 119.5
on
first
floor

4.2 Primary Energy Use

Fig. 8 shows the energy implications in Trondheim
with cases (1) to (5) applied to different parts of the
shopping centre.

Primary energy (PE) use for the whole shopping
centre is 712 kWhpe/(m? a). Primary energy (PE) use
for case (0) for lighting is 343 kWhpe/(m? a), for ap-
pliances 141 kWhee/(m? a), for ventilation 110
kWhpe/(m? a), for heating 67.2 kWhrg/(m? a), and for
cooling 50 kWhre/(m? a).
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Fig. 8 — Primary energy use in Trondheim

Primary energy (PE) use for lighting can be reduced
to 34 kWhre/(m?2 a) (4.8 % for case (1)) to 39
kWhre/(m? a) (5.5 % for case (4)) if applied to the
common areas (cma). These are the typical areas,
which are managed and maintained by the centre
managers directly.

The application of lighting retrofitting cases (1) to
(4) to all areas (cma and shops) results in PE savings
of 74 kWhre/(m2 a) (10.4 % for case (1)) to 246
kWhre/(m? a) (34.6 % for case (4)).

PE savings of 282 kWhere/(m? a) (39.6 % for case (5))
could be reached, if case (5) was applied to all suit-
able shops (all shops on the first floor).

5. Discussion

Existing conditions of the Norwegian shopping cen-
tres (pre-retrofitting) were modelled based on the
energy use measurements and energy and daylight-
ing simulations were performed. Combinations of
use pattern scenarios and facade variables were
used for the daylight and energy simulations in the
retrofitted shopping centres to evaluate the influ-
ence on the electricity use of lighting and energy use
of the combinations of the scenarios.

Together with the reduction of electricity employed
for lighting, the total used for lighting, heating and
cooling also decreases. However, the final energy
use for heating increases.

PE savings of 35 % were possible with lighting ret-
rofitting (case (4)) in common areas and shop areas.
However, lighting retrofitting of shop areas is the
responsibility of the shop owner/manager. It re-
quires further engagement of these stakeholders to
effectively implement lighting retrofitting solutions.

These solutions save electricity (end energy use) but
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also influence heating and cooling end energy use.

The highest heating energy use is for case (5) (up to
84 kWh/(m? a)). Even if the total energy use is mini-
mized, an increase in heating demand requires ad-
ditional investment in a heating system upgrade. In
the next step, further measures should be applied to
reduce energy use for heating to complement the

lighting retrofitting strategy.

6. Conclusions

The work that formed the basis for this paper inves-
tigated the consequences on energy consumption
and electricity use for lighting that novel retrofitting
measures have when applied to a typical shopping
centre. Lighting retrofitting results in a PE reduction
of up to 40 %. The end energy use for lighting, heat-
ing and cooling also decreases. However, while end
energy use for lighting and cooling decreases, the
end energy use for heating increases.

There is a trade-off, which can be quantified in
terms of reduction in electricity use and cooling de-
mand as well as an increase in heating demand. As
a consequence, existing window and roof structures
needs to be further developed in order to give centre
and shop managers a basis for decision making on
refurbishment investments.

Shopping centre managers are usually responsible
for providing heating (and often cooling, or at least
cooling energy) to the shops. Lighting is usually in
the responsibility of (each) shop owner/manager.
The implications of lighting retrofitting on heating
and cooling, aside from the end energy use savings,
make the application complicated in shopping cen-
tres. The modelling and simulation of a shopping
centre can help to understand the holistic conse-
quences of single energy retrofitting measures.
Aside from the straight forward end energy use sav-
ings (electricity), lighting retrofitting has implica-
tions for heating and cooling end energy use and
primary energy savings. Shopping centre managers
need to collaborate closely with shop own-
ers/managers on energy retrofitting measures if the

full potential is to be applied.
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Abstract

The paper describes the implementation of a 1-dimen-
sional transient model based on the enthalpy method to
analyse the thermal behaviour of a Phase Change Material
(PCM) layer integrated in a window. The model and
algorithm have been validated by comparison with experi-
mental data. The model has then been expanded to couple
a PV layer with the PCM layer. The complete model is
implemented in MATLAB and linked to TRNSYS in order
to estimate the dynamic thermal energy demand of a
building equipped with a double skin facade with a PV-
PCM layer in a ventilated cavity.

A parametric study was carried out, investigating three
different cavity ventilation strategies for two European
cities (Venice and Helsinki). The results show that, when
the PCM layer is coupled with the PV layer, in Venice the
cooling energy demand is 60 % lower, while in Helsinki
the heating demand during the winter season is 36 %

lower.

1. Introduction

PV modules conversion efficiency depends on the
temperature of the panel, and an increment in PV
surface temperature reduces the solar to electrical
energy conversion efficiency by 0.4-0.5 %/K
(Batagiannis et al., 2001). Therefore, the thermal
control of PV modules (Machniewicz et al., 2015) is
an important aspect to ensure effective solar energy
conversion. According to the literature, six basic
techniques for PV thermal management are
possible: natural or forced air circulation, hydraulic
or thermoelectric cooling, heat pipes, and the
implementation of PCM. As far as the latter strategy
is concerned, quite a few studies have appeared in
the literature. A numerical PV/PCM model was

presented and validated through comparison with
experiments for three different configurations. This
model provided a detailed insight into the thermal
performance of a solid-liquid transition PCM when
employed in a PV.

Ciulla et al. (2012) presented a one-dimensional
thermal analysis of an isothermal PV-PCM model by
using an explicit finite-difference approach. The
numerical model was validated against
experimental data given by a test facility in Palermo,
Italy. Then, it can be used to determine the thermal
behaviour of a multilayer (opaque) wall where PCM
is coupled with a PV module. A simplified thermal
network model to build integrated photovoltaic
with PCM (BIPV-PCM) was analysed by Aelenei et
al. (2014), it was developed in MATLAB/SIMULINK
and validated with experimental results during the
heating period. The comparison showed a good
agreement, with most discrepancies occurring when
airflow begins to flow into the gap. The maximum
electrical efficiency of the PV system reached 10 %.
The economic consequences of applying PCM to a
PV system in two different climates, were investi-
gated by Hasan et al. (2014). They concluded that
such a system is financially viable in higher
temperature and  higher solar radiation
environments. The implementation of PCM in
combination with PV seems a very promising
technique but it requires a good design under many
aspects (Machniewicz et al., 2015).

The aim of the study presented in this paper is to
develop one-dimensional fixed nodal grid model for
PV-PCM in double skin facades. The model is
capable of describing, with a sufficient degree of
accuracy, the optical and thermal performance of

such a fagade system, which is particularly

27


https://www.google.it/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjf992dm5nRAhUkJMAKHZGnBW4QFggcMAA&url=https%3A%2F%2Fwww.ntnu.edu%2F&usg=AFQjCNHd6t9zYXsnyfw7YV2dUgpealrb7Q&sig2=-yCSK9H6F7cY2KetlSRaqg

Hagar Elarga, Francesco Goia, Ernesto Benini

challenging in terms of modelling because of the

cavity’s airflow, and of the dynamic thermal and

optical properties of the PCM.

The present work is a continuation of an activity

presented by Elarga et al. (2016). It improves the

simulation of the phase change of the PCM through
the use of the enthalpy method, and couples the PV-

PCM double skin fagade to a building (modelled in

TRNSYS) in order to calculate heating and cooling

demands. The innovations presented in this paper

are:

1. A validated one dimensional heat transfer
model for the PCM layer based on the enthalpy
linearization method; and

2. The coupling (co-simulation) of the PV-PCM
double skin facade model, developed in
MATLAB, with the model of a building in
TRNSYS, in order to evaluate in detail the
annual thermal energy demand of a building
equipped with such a facade system.

A numerical study is also presented to highlight the

importance of PCM cooling time related to external

and internal building loads.

2. Methods

Different  elements control the  efficient
implementation of the PCM in building
components, especially the melting/solidification
temperature range, specific heat capacity value, and
the charging/discharging synchronization with
thermal loads. Accordingly, accurate and effective
modelling and simulation tools are required to
ensure the proper selection of PCM type. Different
methods have been proposed to track the phase
transient behaviour of the material. In the present
article, the numerical modelling is divided into
three sections:

- Enthalpy method and validation.

- PV-PCM model implemented in MATLAB.

- MATLAB-TRNSYS coupling for annual

simulations.

2.1 Enthalpy Method

The enthalpy method was proposed by Swamina-
than and Voller (1992) in order to model the thermal
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behaviour of the materials undergoing a phase
change, under the assumption that a phase change
occurs over an arbitrarily narrow temperature
range. In this way, enthalpy can relate to the tem-
perature by a piecewise continuous function. En-
thalpy can be approximated with three temperature
possibility ranges by assuming constant specific
heat capacity in each phase, as in Equation 1.
H=

csT T <Thoe

¢s(Tm—€) + [%+ Toie <

i] (T —T. +e) T < Tp_c 1)

ClT+(CS_Cl)Tm+L TZTm+E

where €is an arbitrarily small value representing
half the phase change temperature interval. The
approximate definition H(t) can be differentiated

into Equation 2 with respect to temperature:
dH

The definitions of H(T) and C* can be used to
linearize the discretized enthalpy equation in
iterative form as in Equation 3:

Yan, Top — (ap + p CH)T," =

a,pCAT," ' — p- i [Hp" — Hp™ ] ©)

Where:

Hp’ : Enthalpy node value of the previous time step
Hp"~': Enthalpy node value of iteration n-1

a: Nodal coefficients

T: Time Step

The solution domain is defined where the derived
linear equations form a matrix system and is solved
instantaneously by inverting the matrix to obtain
the temperature values according to an iterative
scheme.

At the start of the time step the initial iterative fields
are set to the previous time step values. From the
known temperature field and enthalpy at iteration
n-1 the temperature nodes are achieved. In order to
ensure solution consistency, a correction and
iterative loop has to be followed by saving the

solution of the matrix in the previous iteration, and
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then re-solving the system after having corrected
the nodal temperature Tp" by Equation 4 with three
possibilities of enthalpy ranges until convergence is
reached. The code thus saves the calculated

temperature field, and starts a new time step.

T," =
o=
HPn_ HPn < Cs(Tm_E)
cs
n
Hy™ + [Cs -2|- .y ﬁ] (T, —€) He" > cs(Tn—6€)
e, L Hp" < ¢;(Tpp+€) + L
2 2€
Hp" = (c5—c)Tm — L Hp" = ¢;(Tp+€) + L
(4] !
2.1.1  Mathematical model description

A nodal scheme was developed to describe the
double glazed layered window integrated with
PCM (Goia et al., 2012; Elarga et al., 2016). The PCM
window is schematized in nine-temperature nodes
(Fig. 1-a) and the code solves instantaneously the
nine linear equations. The validation of the model
was carried out by comparing the numerical
simulations with the data measured by Goia et al.
(2015). For the sake of brevity, only half of the RC

model is illustrated in Fig. 1-b since the scheme is

symmetric.
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Fig. 1 — PCM glazing scheme (a), (b) symmetric
scheme of RC model
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PCM nodes (3:7); each homogenous sub-layer (from
the

represented by a conductive resistance and the

five nodes comprising PCM layers) is

enthalpy term. The resulting thermal balance

Equation 9 is shown for one node only (P2).
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2.1.2 Short-wave radiation

Within the PCM layer, the analysis of the optical
performance, and accordingly the short wave
radiation, is not simple because the PCM has
variable optical characteristics that depend on the
current physical status of the material. When the
PCM is in solid state, the dominant transmission
mode is (direct to diffuse), and the scattering effect
is prominent. While in the liquid phase the
transparency increases and (direct to direct) trans-
mission takes place. Accordingly, the optical
properties such as absorption, scattering, and
transmission, which control the radiation propa-
gation within the PCM, were evaluated based on
auxiliary equations that compute the nodal optical

properties as a function in the liquid fraction . The
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liquid fraction value is the relative amount of liquid
phase present in the PCM. This approach has been
explained thoroughly in Gowreesunkera et al.
(2013) and Elarga et al. (2016). The code is then able
to identify the solar radiation energy balance for
each time step of the entire glazing-PCM assembly.
The final resultant solar radiation transmitted to the

facade cavity (i.e. the solar gain), is then provided to

2.1.3 Enthalpy linearization method
validation

Experimental data available in the literature (Goia
et al., 2012) for a PCM glazing made of two panels
of clear glass and a layer of paraffin wax (15 mm
thickness) was used for validation purpose. A
comparison between the measured and calculated

surface temperature values of the inner and outer

the TRNSYS model as input, as explained in Section glass layers as illustrated in Fig.s 2a and 2b

(2.3), to calculate the hourly profile of the thermal respectively for a week during the summer, has

loads. shown a good agreement. The RMSE for the inner
glass reached 1.6 °C and within the outer glass 2 °C.
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Fig. 2 — Numerical Model validation, calculated vs measured, (a) inner glass surface, (b) outer glass
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Fig. 3 — Numerical Model validation, calculated vs measured, (a) inner glass surface, (b) outer glass
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2.2 PV-PCM Resistance Model in
MATLAB

The second model developed is that of a PCM layer
integrated with a PV module, and installed inside a
facade cavity composed of two glass layers (the
inner and outer) as shown in Fig. 3a. The entire 1-D
numerical model of the glazed facade was
developed. Thermal nodes of each element are
illustrated in Fig. 3b. PCM were divided into 5

homogenous layers.

2.2.1  Mathematical model description

For the sake of brevity, the energy balance equations
for Nodes 3 and 13 that describe the cavity
ventilation from outside air (out-out technique), are
presented below. The rest of the nodes are similar to
Equations 5 to 9, previously mentioned. More
information on this model can be found in Elarga et
al. (2016).

(hcl) T, + (_2 hcl —m- C)TS +

(he)Ty = —(m - )T, (10)

(hez) Tz + (=2 hey —m- ) Tys

(11)
+ (hep)Tyy = —(m- )T,

2.2.2 PCM Technical specifications

It is important to highlight that PCM physical
specifications (T, hpcm , L, ¢5, ¢;) are those of a
real, commercially available product (Rubitherm
RT35), and summarised in Table 1.

Table 1 — PCM Table of properties

Name RT35- Organic
Solid temperature 29°C
Nominal melt. temperature ~ 33°C

Liquid temperature 36°C

Specific heat Capacity 2 k] kgt Kt

Latent heat of fusion 160 kJ kg

2.3 MATLAB-TRNSYS Coupling

In order to obtain a reliable simulation of the impact
of a PV-PCM double skin fagade on the building
energy demand it is necessary to link the previously
presented PV-PCM 1-D model developed in
MATLAB to TRNSYS (Klein et al., 2009). TRNSYS is

a dynamic thermal model that takes into account the

external, internal loads and the stored heat in the
building components. The interaction between
MATLAB and TRNSYS simulation studio was
carried out using TYPE 155 from TRNSYS library.
This type is dedicated to read external codes
executed by MATLAB. The numerical algorithm
starts by linking the required weather condition
from TYPE 16 to both the MATLAB and the zone
built in TRNbld (TYPE 56). Generally, it is
mandatory to link the weather file to (TYPE 56) in
order to operate the simulation model. On the other
hand, for each listed inner zone on (TYPE 56), there
is the availability to set its input data and boundary
conditions as a user defined option. The PV-PCM -
1D numerical code estimates the temperature and
transmitted solar radiation for each of the fixed grid
nodes, including the last node that represents the
inner surface layer temperature Node 15 (see Fig.
3a). However, the transient interface between
TRNSYS and MATLAB models happens in air node
B (see Fig. 4), i.e. Node 13 (Fig. 3a). The estimated
transmitted solar radiation and air temperature
with a five-minute time step are read as a user
defined value for the inner layer zone on (TYPE 56).
The reason behind considering the coincident
interface between the two models in node B is that
the complete room structure and the correspondent
radiative/convective heat exchange (which include
thermal storage of the room components) are
computed by the MATLAB code alone. These heat
transfer components have an influence on the
energy balance of the inner glass layer and its final
surface temperature. The inner glass layer was
identified in the TRNbId (TYPE 56) library with the
specifications as in Table 2. The considered facade is

west oriented.

Table 2 — Glazed layer specifications

Density (kg/m?) 2500
Heat capacity kJ/(kg K) 0.84
Conductivity kJ/(h m K) 0.27
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Fig. 4 — MATLAB/TRNSYS link scheme

2.4 PV.PCM Module Cavity Ventilation

The influence of the fagade cavity ventilation
schedule on the building energy performance is
very relevant in general, and especially after PCM
integration given the ventilation, strategy resides in
controlling the pattern of phase changing. A
compromise evaluation through three strategies
was analysed, shown in Fig. 5. Strategy 1 assumed
ventilation all year at day-time, Strategy 2 during
the winter season the ventilation stopped entirely
while in the summer season it was on during night
hours, Strategy 3 assumed ventilation off all year.
The ventilation volume flow rate was assumed 5 1/s
per fagade meter and the ventilation technique was
(out-out), i.e. air flows from the outside passing
through the cavity and then expelled from the top to

the outside again.

(a) The ventilation system of the fagade cavity was on
all year during working hours only.

T 7
. Fan-on | JFan on |

3 5 7T 9 1 1315 1719 2B

l

(b) This strategy investigates the ventilation influence
throughout the summer season only during night
hours from 8 pm to 7 am of the following morning.

I 5 07T 8 1 13 ¥ 7 o1e o B

(c) No active or passive ventilation system was
considered in this strategy in order to investigate the
PCM charge/discharge phase.

Fig. 5 — Different ventilation strategies during summer season, (a)
Strategy 1, (b)-Strategy 2, (c)-Strategy 3
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3. Results of the Parametric Analysis

The parametric study includes the comparison

between the three ventilation strategies and a case

of PV-PCM double skin facade, and a baseline case
where the facade is without PCM. An open office
area of 80 m2 was considered in TRNbld (Klein et al.,

2009) to estimate the yearly thermal loads. The

internal loads were 70 W/person, 10 W/m? for

lighting, and 130 W for the equipment. The
following results were presented:

- Yearly thermal loads for each ventilation
strategy and also a case study without the PCM
(considered as a baseline reference).

- Inside operating temperature for each of the
investigated cases (to highlight the PCM
influence on the stability of the indoor
temperature, and how that will support the

peak load shaving).

3.1 Thermal Loads

Yearly thermal loads were calculated for two
European  cities  with  different  climate
classifications. Venice (Italy) with a fully humid,
warm summer climate, and Helsinki (Finland) with
a cool summer climate (Kottek et al., 2006). As
shown in Fig. 6, the thermal performance varies
according to the different investigated ventilation
strategies. In Venice (Fig. 6a), during winter months,
the highest consumption was recorded for Strategy
1 followed by the case without PCM. Strategies 2
and 3 came next with an almost similar pattern. The
illustrated energy profiles were influenced by the
PCM, and ventilating the cavity during daytime
kept the PCM in its solid state. Under these
conditions, the solar radiation transmission and the
cavity temperature were reduced (Goia et al., 2015).
Accordingly, the required thermal loads for
Strategy 1 had the highest values. On the other
extreme, the ventilation of the cavity during the
night (Strategy 2) and the lack of ventilation
(Strategy 3) allowed the PCM during daytime to be
charged and melt, thus inducing a higher
transmission and solar gains to the room. However,
during the summer season, the highest energy
consumption was recorded for the case without
PCM (a predictable result), followed by Strategy 3
and finally, a similar pattern for Strategies 1 and 2.
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In Strategy 3, the lack of cavity ventilation combined
with higher solar radiation intensity and external
temperature values caused the PCM to reach the
melting phase without having a chance to be cooled
and re-solidified (Turnpenny et al.,, 2000). Con-
versely, using the Strategies 1 and 2, ventilation al-
lowed the PCM to be cooled either during the day
or night-time to efficiently fulfill the purpose of
integrating phase changing substances. In Helsinki
(Fig. 6b), during summer season thermal energy
demand (Strategy 3) with no ventilation shows the
highest value compared to other cases, with the case
without PCM being the next in line. Strategies 2 and
1 determine the minimum energy demand, with
almost zero demand during all summer months in
the latter strategy. This shows that a proper
integration of PCM in building elements, combined
with a right synchronization between PCM’'s
charging/discharging phase and thermal loads can
support the nearly zero energy-building concept
(Zalba et al., 2004). During the winter season, the
case without PCM and ventilation (Strategy 1)
showed the highest energy demand, followed by
Strategies 2 and 3, with the same thermal energy
demand - as in both cases there was no ventilation

of the cavity during the winter season.
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Fig. 6 — Yearly thermal energy profiles, (a) Venice city, (b) Helsinki city
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3.2 Inner Zone Operating Temperatures

The impact of the PCM layer on the thermal comfort
was investigated by analysing the inner zone oper-
ating temperatures for each strategy. In Fig. 7a; the
daily profiles of the inner zone operating tem-
perature are shown for July 16 (the design day for
summer load). As shown, the closest profiles to the
design temperature during working hours are those
in case of ventilation (Strategies 1 and 2), followed
by (Strategy 3) and the case without PCM. This can
be explained by considering the PCM melting/
solidification influence: the ventilation of the PCM
during working hours or during the night improves
the zone operating temperature and makes it closer
to the desired setpoint temperature. Conversely, the
lack of ventilation prevents the PCM from an effi-
cient discharge phase, which leads to a performance
similar to that of the reference case without PCM. In
Helsinki, Fig. 7-b, the ventilation of the PV-PCM
during working hours leads to indoor operating
temperatures below the design set temperature by
about 3 °C. Starting from midday, the difference
decreased and the profiles were almost identical
with the design temperature. This increment was
due to the facade’s west orientation and the solar
intensity propagation. The temperature profiles for
the (Strategy 3) and for the case without PCM were
almost the same within the working hours. The
difference reached 1.5 °C higher than the design set

temperature.
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4. Conclusions

The article presents a validated numerical model
that adopts the enthalpy method to describe a PCM
glazing thermal performance. The model based on
the enthalpy method was implemented in MATLAB
to simulate an integrated PV-PCM system in a
ventilated transparent fagade. Then, this model was
linked to an office building in TRNSYS
environment, to estimate the dynamic thermal
performance of the system (PV/PCM ventilated
transparent fagade and office building). Simulations
were then carried out through a combination of
software tools/models and the impact of three
ventilation strategies on the performance of the
system estimated for two European cities. The
results show that the energy savings obtained
through this fagade system are significant and that
PV-PCM can be a promising solution especially in
Nordic countries, considering the thermal
properties of the PCM as adopted in the simulation.
In fact, it is important to stress that the PCM per-
formance has to match transmission losses due to
external temperature, solar radiation intensity, and
internal loads, to be optimal. Further studies will
focus on optimizing the features of the PCM in
relation to different climates and ventilation

strategies.
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Abstract

During the last decade, the application of electronics to the
different components of HVAC systems has offered new
and sophisticated control systems capable of adapting the
behaviour of each single device and of the whole plant to
design specifications. These sophisticated finely-tuned
control systems are, in principle, able to play an important
role in reducing energy consumption and in improving
thermal comfort. At the same time, there has been a
marked increase in the complexity of the HVAC plant lay-
out. By combining the complexity of the plants with that
of the control systems and by taking into account the pos-
sibility of equipping each component of the plant with its
own control system, the result is a new generation of en-
ergy systems with many possible interactions between
controllers. Hence, it becomes impossible for a designer to
evaluate, in an easy way, the effects of such interactions.
As a consequence, it is difficult to know, at the design-
stage, how the overall control system will operate. Nowa-
days, the dynamic simulation of the complete HVAC sys-
tem makes it possible to emulate the system in which the
controllers operate. In this paper, the dynamic model of a
basic HVAC system involving a condensing boiler, radia-
tors with thermostatic valves and an inverter driven
hydraulic pump is presented. Each element of the circuit
is equipped with its own control. The model of the system
was built by using a custom-made library of Simulink
blocks specifically created for the dynamic simulation of
controlled HVAC systems. The dynamic model will be
used in order to underline the strong influence of the con-
trol system on the HVAC energy efficiency and thermal
comfort conditions. Specific design rules limiting the neg-
ative interaction among the activated control systems are

inferred by the results shown in this paper.

1. Introduction

Dynamic simulation is an important tool for design-
ers of hydronic systems. Satyavada and Baldi (2016)
highlighted the importance of an effective control
strategy for HVAC system in order to reduce energy
consumption and to avoid instabilities. As shown by
Morini and Piva (2007; 2008), SIMULINK is a suitable
framework for the analysis of the behaviour of a
controlled HVAC system. CARNOT (Conventional
And Renewable eNergy Optimization Toolbox) is
one of the most popular SIMULINK block sets for
dynamic modelling of heating equipment (Wem-
honer et al., 2000), developed with the financial
support of Viessmann GmbH. One of the main ad-
vantages in adopting a MATLAB/SIMULINK frame-
work is that this platform is widely used both in
academic and professional environments, and it
becomes easy for users to model new HVAC devices
and control logic. In this way, each user can easily
add new components to the library either by design-
ing directly new graphical Simulink models or by
using C-, Fortran- or MATLAB M-scripting languages.

Since the authors are convinced of the potential of
this approach, for this study a SIMULINK library
named ALMAHVAC, fully compatible with the
CARNOT block set, was used for modelling of heat-
ing plants coupled with ALMABuild library for the
description of the building thermal characteristics.
A description of ALMABuild can be found in Cam-
pana et al. (2017). In this paper, ALMAHVAC was
used in order to analyse the impact on the energy
and indoor comfort performance of some design
choices regarding the supply temperature setpoint,
the continuous or intermittent operating mode of
the heating plant, as well as the pump sizing and its

control mode, and the valve sizing.
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2. Description of the Model

ALMAHVAC is used in order to model the heating
plant of a building (modelled with ALMABuild) by
using a series of blocks able to simulate boilers, ther-
mostatic valves, pumps, and radiators. The hydrau-
lic loops are built in SIMULINK by simply connect-
ing the blocks to thermal bus lines (defined in
CARNOT), able to exchange data among the blocks.
The building is a one floor detached house located
in Bologna and composed of four thermal zones
(kitchen, living room, bathroom, bedroom). A
description of the envelope components of the
building is given in Campana et al. (2017). A room
temperature equal to 24 °C is set for the bathroom,
and 20 °C for the other rooms.

Winter simulations were carried out considering the
typical winter period of Northern Italian sites from
September 15 to April 30 (5448 hours). The complete
set of METEONORM climatic hourly data for Bolo-
gna was considered in the simulations. The heating
system was based on a condensing boiler; radiators
were used as terminals and each radiator was con-
trolled by means of a thermostatic valve according
to the operative temperature. Fig. 1 shows the lay-
out of the hydraulic loop. Different types of circula-
tion pumps were considered in this work (i.e. con-
stant or variable speed circulators). The perfor-
mances of the variable speed circulators were calcu-
lated following the method presented in Ahonen et
al. (2010). The condensing boiler used in the heating
plant is a VITODENS 222-W B2LB, with a nominal
thermal power equal to 19 kW and a large power
modulation ratio (1:10).

A SIMULINK model was created on the main tech-
nical data of this boiler. The model needed as inputs
only the values which are available from the boiler

technical sheet.
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Fig. 1 — Hydraulic system scheme
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Starting from a first guess, exhaust gas temperature,
the chimney and envelope losses were calculated on
the knowledge of both the exhaust gas and water re-
turn temperature. Then, the power released to the
water was calculated. Finally, the exhaust gas tem-
perature was recalculated by means of a thermal
power balance between the exhaust gas and water.

The condensing boiler was controlled by a PI con-
troller on the supply water temperature; its param-
eters were determined by the Ziegler-Nichols loop
tuning method for open loop test. The PI control im-
plements a back calculation for anti-windup. The
condensing boiler control implements two addi-
tional logics based on the water mass flow rate and
on the minimum switch off time. When the water
mass flow rate across the boiler is lower than 1/12 of
its nominal value, the control switches off the boiler.
This kind of control is mandatory especially for boil-
ers having low water content in order to avoid boil-
ing conditions within the device. In addition, in or-
der to reduce the on-off cycles, it is generally
imposed that a minimum time interval equal to At
(i.e. 15 minutes) must be guaranteed between two
consecutive boiler switches. The radiator was mod-
elled by using an RC scheme with 7 thermal
resistances and 7 capacities (7R7C). The whole radi-
ator was divided into 7 nodes with the same thermal
capacity. The power exchanged with the room air
and with the water was calculated in each radiator
node. The total thermal power delivered from the
radiator to the room was divided between the radi-
ative node and the convective node of the thermal
zone on the basis of the radiator characteristics. In
this case, 30 % of the heat exchanged with the room
was charged on the convective node (low tempera-
ture radiators). The thermostatic valve block calcu-
lated the pressure drop over the valve body by con-
sidering the valve flow coefficient K, as a function
of the valve position, both for linear and equal per-
centage valves. In this work, only equal percentage
valves were considered. Reference thermostatic
valves with a rangeability of 40, and the appropriate
flow coefficient values for each room (K, kitchen =
0.64, Ky Livingroom = 0.72,  K,owc =048 and
Ky 0 Bearoom = 0.47), were considered in the simula-
tions. In order to simulate oversized valves, in some
cases the reference K, values were increased by a

Cky factor (as indicated in Table 1) larger than 1.
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Table 1 — A summary of the different cases simulated (A: fixed
speed pump, B: variable speed pump with controlled constant
pressure head, C: variable speed pump with controlled
decreasing pressure head)

Valve Pump
Case sizing Pump sizing Ssufplyrset
(Ci) type (Ch) [*C]
(1) 1 A 1 60
(2) 1 A 1 70
(3) 1 A 1 80
(4) 1 B 1 70
(5) 1 B 1.2 70
(6) 1 B 1.5 70
(7) 1 B 2 70
(8) 1 B 3 70
9) 1 C 1 70
(10) 1.2 B 1 70
(11) 1.5 B 1 70
(12) B 1 70
(13) B 1 70
(14) 1 B 1 70

The reference pump had a hydraulic head of 18 kPa
for a volume flow rate of 0.6 m3/h. In order to sim-
ulate oversized pumps, in some cases the pump hy-
draulic head was increased by a Cu factor (as re-
ported in Table 1) larger than 1. A complete over-
view of the different scenarios analysed in this pa-
per is given in Table 1; for each case the values of Cu
and Ckv, the pump type and the water supply tem-
perature setpoint used in each simulation are indi-
cated. Fourteen cases were simulated to gain infor-
mation about the role played by the pump type and
sizing, valve sizing, and water temperature supply

on the seasonal performance of the heating plant.

3. Influence of Supply Temperature

The interaction between the imposed boiler setpoint
temperature (water supply temperature) and the
thermostatic valves was analysed first, by consider-
ing the layout of the heating system analysed in this
paper. The thermostatic valve controls the water
mass flow rate across the radiators with the goal to
maintain a constant room temperature. Since the
power exchanged between the radiators and the

room depends on the mean radiator temperature, if

the room load is fixed the mean radiator tempera-
ture is also fixed. If the water supply temperature
increases, the thermostatic valve reduces the water
mass flow rate and, as a consequence, the water
temperature at the radiator outlet, is also reduced.
The lower the water return temperature, the higher
the condensing boiler efficiency is. However, by in-
creasing the water supply temperature, the water
mass flow rate is progressively reduced, and lower
mass flow rates can become a problem for the boiler
and the system stability.

In fact, boilers with low water content cannot oper-
ate with low water mass flow rates in order to avoid
the risk of localized water boiling. For this reason,
the interaction between the water supply tempera-
ture setpoint and the thermostatic valves becomes
so important for variable mass flow rate hydraulic
loops, as demonstrated by Lazzarin (2012 and 2014).
The results of Cases (1), (2) and (3) are now analysed
(see Table 1). Fig. 2 shows the trend of the yearly
distribution of the total water mass flow rate
(Muy,tot), of the water supply temperature (Fsuppiy ),
of the water return temperature (9,,;) and of the
load factor (¢). By comparing the different charts, it
is possible to highlight the percentage of winter time
in which the heating system works under defined
operating conditions. It becomes evident how, when
reducing the water supply temperature, the time
during which the boiler is switched on and the ther-
mostatic valves are opened, increases; at the same
time, the water return temperature is larger when
the water supply is reduced.

Table 2 summarizes the most important results car-
ried out from the yearly simulations by varying the
water supply temperature setpoint. Table 2 shows
that by adopting a supply temperature of 80 °C
(Case (3)) the boiler works in condensing regime
and the amount of condensate per hour is 142 %
higher when compared to Case (1) and 81 % higher
than Case (2).

This is due to the lower water return temperature
obtained through a larger water supply tempera-

ture.
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Fig. 2 — Yearly simulation results with different supply water tem-
perature setpoints at full load: ((1) 9supply = 60 °C, (2) Isupply =
70 °C, (3) Isupply = 80 °C)

However, more condensation doesn't always corre-
spond to higher boiler seasonal efficiency. In fact, it
can be noticed that the seasonal efficiency of the
boiler, by neglecting all the losses (I]gnolosses), increases
when the supply temperature is increased; on the
contrary, the boiler seasonal efficiency Ilg (which
takes into account the losses) decreases when the
supply temperature goes from 70 °C (Case(2)) to
80 °C (Case(3)). The opposite trend of [Jgnoosses and I]g
highlights that from Case (2) and Case (3) the boiler
losses are increased. This is due to the increase of the
boiler on-off cycles from Case (2) to Case (3). In fact,
Case (3) is characterized by a higher number of on-off
cycles because when the supply temperature is in-
creased, the water mass flow rate becomes lower and
its value, especially during the warmest months, can
become lower than the value in correspondence of
which the boiler with a low water content, must be
switched off. In Case (1) the water mass flow is higher
than in the other cases because of the low supply tem-
perature; in this case the condensing boiler operation
is rarely stopped due to the large value of the mass
flow rate. This means that during the warmer periods
when the building thermal loads are lower and the
condensing boiler works with low load factors (close
to the minimum of its modulation range) in Case (1),
the boiler on-off cycles have a frequency limited only
by the minimum time interval between two consecu-
tive switches (i.e. 15 min). The net energy delivered
to the water increases with the supply temperature
setpoint, but it is necessary to notice that also the

comfort level increases. In fact, the number of hours
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in which the rooms are under their setpoint tempera-
ture decreases when the supply temperature in-
creases; this means that the radiators were designed
to work with a supply temperature higher than 70 °C
and in the colder periods a supply temperature of
60 °C is not enough to cover the building demands.
However, the heating plant is not able to satisfy the
bathroom setup temperature during the entire colder
season, even in Case (3). The energy demand of the
pump decreases if the supply temperature increases

because the water flow rate is reduced.

Table 2 — Seasonal results reached by varying the water
supply temperatures setpoint

) (2) ©)
Etwel [kWh/y] 9785 9907 10040
Ew [kWh/y] 9705 9826 9898
g 99.18 99.18 98.59
I)g,no Tosses 100.66 101.06 101.79
ton [h/y] 3258 2854 1919
Yotcond 98 98 100.0
Cond [kgr20/h] 0.12 0.16 0.29
Nr. on/off cycles 1355 668 1016
Epump [kWh/y] 17 13 12
Skitchen<19.9 °C [h] 335 0 0
Siiving<19.9 °C [h] 0 0 0
Bwe<23.9 °C [h] 3144 1300 873
Obedroom<19.9 °C [h] 0 0 0

4. Influence of Pump Type and Size

4.1 Pump size

In this section, the effects generated by the adoption
of an oversized circulation pump are analysed. The
interactions between circulation pump and thermo-
static valves have an influence on the correct behav-
iour of the whole circuit. The pump must be chosen
in order to avoid that thermostatic valves operate at
the limits of their operative field. Since the thermo-
static valves are not able to close their cross section
area (A) completely, a minimum mass flow rate is
always present, and its amount depends on the
pressure drop over the valve for a fixed value of the
valve rangeability (R) and K, as indicated by the

following relationship:
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V= [Pl g, (R (1)

By selecting a more powerful pump, the mass flow
rate increases and the thermostatic valves tend to
operate closer to the final part of their stroke (small
values of A). In this way, they lose their modulating
capacity completely and become on-off controls.
The thermal indoor comfort can be affected by this
behaviour. In order to investigate this effect, differ-
ent simulations by adopting different variable speed
pump sizes were carried out. Five different cases
(Cases (4), (5), (6), (7) and (8)) were considered (see
Table 1).

Table 3 — Seasonal results obtained by adopting pumps of differ-
ent sizes

(4) () (6) 7) (8)

Efue]

7 7 10081 1
[kWhy] 985 9905 9975 008 0300
Ew
[kWh/y] 9773 9824 9902 10019 10274
I 99.14 99.19 99.27 99.38 99.74

T)g,nolosses 101.1 1011 1011  101.1 1011
ton [h/y] 2853 2863 2906 2993 3279
Yoteond 98.4 98.4 98.1 97.9 97.8

Epump
10.1 12.2 15. 20. 1.
[kWh/y] 0 53 0.6 31.0

On Off/h
[n/h]
Cond
[kgr20/h]

0.23 0.23 0.22 0.20 0.14

0.16 0.16 0.16 0.16 0.15

Qxitchen>

20.8 °C 1206 1304 1416 1645 2234
(h]

Sliving

>20.8 °C 2313 2469 2881 3498 4358
(h]

Swe

>24.8 °C 7 5 7 14 21
(h]

bedroom

>20.8°C 1865 2181 2421 2857 3616
[h]

Table 3 shows that when the pump hydraulic head
is increased, the thermostatic valves are no longer
able to control the ambient temperature and the
overheated periods are longer.

The bathroom is the room where overheating is less
important, due to the higher thermal loads which al-
low the thermostatic valve to work in its whole op-

erative range.

Along with the indoor comfort issue, also energy
consumption supports the conclusion that the adop-
tion of an oversized pump is always a bad design
choice. Table 3 shows that with an oversized pump
the heating system delivers more energy to the
building, but unfortunately, this additional heat is
mainly used to overheat the rooms. The condensing
boiler efficiency is not influenced by the pump size,
but the pump energy consumption increases pro-

portionally to the pump hydraulic head.

4.2 Pump Type

In this section, three different pump types are com-
pared (i.e. Cases (2), (4) and (9), see Table 1). Varia-
ble speed circulation pumps are generally coupled
to thermostatic valves in order to minimize the pres-
sure drop across the valve when the load factor goes
down. In this way noise problems due to high-pres-
sure drops across the valve can be overcome and the
pump energy consumptions can be reduced.

In Table 4 the main results obtained by adopting
constant speed and variable speed pumps are re-
ported. It is evident that the condensing boiler effi-
ciency and its operating time are not influenced by
the pump type. It can be noticed that adopting a var-
iable speed pump with a decreasing pressure head
(Case (9)) less energy is delivered to the water, and
this is underlined by longer periods in which the
rooms are underheated. The overheating period is
strongly reduced in Case (9) because the pump re-
duces its hydraulic head when the valves are clos-
ing. Therefore, the water mass flow rate along the
hydraulic loop is lower than in the other cases. On
the other hand, the underheating periods are longer
in Case (9) with respect to the other cases because
the mass flow rate moved by the pump is slightly
lower than in Cases (2) and (4). The minimum oper-
ative temperature guaranteed in the rooms is simi-
lar in the three cases; it can thus be assessed that the
indoor comfort level is quite good, independently
from the adopted pump type. The results reported
in Table 4, put into evidence that the pump energy
consumptions are considerably reduced in Case (9)
(-51 % with respect to Case (4), -62 % when com-
pared to Case (2)). In large hydraulic networks im-

portant energy savings are expected by the use of
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variable speed pumps with a decreasing pressure

head coupled to thermostatic valves.

Table 4 — Seasonal results obtained by using different pump
types

&) ) ©)

Efuel [kWh/y] 9907 9857 9723
Ew [KkWh/y] 9826 9773 9630
1 99.18 99.14 99.04
Tg,no losses 101.06  101.06  101.06
Epump [KWh/y] 13 10 5
ton [h/y] 2854 2853 2805
Buitchen<19.9 °C [h] 0 2 45
Biiving<19.9 °C [h] 0 0 0
Fwe<23.9 °C [h] 1300 1665 3000
Obedroom<19.9 °C [h] 0 0 0
Omin,kitchen [°C] 19.93 19.90 19.84
Omin,livingroom [°C] 20.22 20.19 20.14
Bminwe [°C] 23.61 23.57 2350
Omin,bedroom [°C] 20.18 20.15 20.09
Ouitchen >20.8 °C [h] 1300 1206 1020
Bliving >20.8 °C [h] 2479 2313 1668
Owe >24.8 °C [h] 5 7 4

Obedroom >20.8 °C [h] 2190 1865 1526

5. Valve Sizes

Thermostatic valve sizing is important because it is
correlated to its authority. The authority is the ratio
between the pressure drop over the open valve to
the total pressure drop over the controlled branch of
the hydraulic circuit in which the valve is inserted.
A rule of thumb for the valve sizing is to select the
valve size in order to obtain a valve authority of
around 0.5. In fact, if the valve is oversized its au-
thority is low and the valve is no longer able to re-
duce the mass flow rate in the controlled branch, if
needed. In order to show the effects of the adoption
of oversized valves on the performances of the heat-
ing plant five yearly simulations were carried out in
order to compare the seasonal results obtained with
different valve sizing (Cases (4),(10),(11),(12),(13)),
by changing the Ck factor as described in Table 1.

Table 5 summarizes the main results. By increasing
the valve size, the water mass flow rate increases be-
cause the valves are characterized by lower author-

ity; this means that, even in the warm period, the
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radiators receive larger water flow rates with high
temperatures that contribute to the room overheat-
ing. Since the minimum mass flow rate increases
with the valves size, the boiler is switched on for
longer periods when larger valves are adopted. The
water return temperature increases and the flow
rate of condensed water decreases. The number of
the boiler on-off cycles per hour is lower in the
Cases (4), (10), and (11) because in the warm periods
due to the low mass flow rates the boiler remains
switched off. This parameter is 0 in Case (13) be-
cause the mass flow rate is always large enough to
avoid the boiler switch off, and it has a peak in Case
(12).

Table 5 — Seasonal results obtained by using different valve sizes

(4 (100 (11)  (12) (13

Efue]

9857 9957 10129 12004 13553
[kWh/y]
Ew [kWh/y] 9773 9883 10075 12069 13567
e 991 993 995 1005 100.1
Mg o fosses 1011 1011 1011 101.6 100.1
ton [h/y] 2853 2899 3049 4417 5448
On Off/h 023 022 019 047  0.00
[n/h]
Cond 016 016 016 016 008
[kgrzo/h]
Epump

101 102 103 98 110
[kWh/y]
Bttchen 1206 1390 1787 3225 4306
>20.8 °C [h]
Btiving 2313 2822 3624 5088 5448
>20.8 °C [h]
ﬁWC
agch 7 17 2089 2912
Btcdroom 1865 2380 3040 4268 5437
>20.8 °C [h]

In Case (12), the water mass flow rate is always
larger than the minimum value needed in order to
keep the boiler switched on but the load factor is of-
ten close to the boiler minimum modulation level.
This leads the boiler to work in on-off cycles with a
frequency imposed by the minimum switch off time
of the boiler (i.e. 15 min). The energy required by the
pump is almost constant because when the water
mass flow rate increases, the pressure drop over the
valves decreases if larger valves are adopted. The
most important aspect linked to the adoption of

valves having different sizes, is related to the room
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comfort. From Table 5 it is evident that oversized
valves can have problems in controlling the room
temperature: important overheating periods are
present especially in Cases (12) and (13). This leads
to an increase of energy consumptions (see Efuel in
Table 5), too.

6. Intermittent Operation Mode

It often happens that, during the nighttime, the us-
ers decide to reduce the setup value of the room
temperature or to switch the heating plant off with
the aim to reduce energy consumption. If the heat-
ing plant is switched off, room temperature can de-
crease 2-4 K during the nighttime, depending on the
building thermal insulation level. This leads the
thermostatic valves to be open completely when the

heating system restarts in the morning.

Table 6 — Seasonal results obtained under continuous (case (4))
or intermittent (Case (14)) operation mode

(4) (14)
Efuel [kWh/y] 9857 9664
Ew [kWh/y] 9773 9524
Mg 99.14 98.56
Tg,no losses 101.06 100.41
ton [h/y] 2853 2358
Y%teond 98 55
Cond [kgrz0/h] 0.16 0.14
Epump [kWh/y] 10.1 15.6
Otitchen<19.9 °C [h] 0 1185
Biiving<19.9 °C [h] 0 480
9we<23.9 °C [h] 1665 3544
Ovedroom<19.9 °C [h] 0 521

The boiler will work at the maximum load factor
and also the water mass flow rate will be at its max-
imum.

This makes the system work with larger water re-
turn temperature, which can reduce the boiler sea-
sonal efficiency. In Table 6 the main results of the
simulations in continuous operation mode (Case
(4)) and intermittent regime (Case (14) are reported:
the same input parameters of Case (4) but the boiler
is switched off every day from 11pm to 6 am during
the whole winter). From Table 6, it becomes evident
how the adoption of an intermittent regime reduces

the boiler seasonal efficiency. Since the boiler has

good performance even when it works without con-
densation, the seasonal efficiency is always quite

large.

Fig. 3 — Supply temperature, return temperature, water mass
flow rate and boiler efficiency under continuous (Case (4) and
intermit-tent (Case (14)) operation mode

The energy saving is only 1.95 % in Case (14) with
respect to Case (4) even if the average room temper-
atures are much lower. This result can be explained
if one considers that the number of hours in which
the boiler works in condensation regime is reduced
to 50 % by adopting an intermittent regime.

Fig. 3 shows a period of seven days in wintertime
starting from December 19. The trends of the water
mass flow rate, of the water return temperature and
of the boiler efficiency confirm that the intermittent
regime is characterised by lower efficiency due to
larger water flow rates and higher return tempera-

tures.

7. Conclusion

In this work the capability of a new Simulink block
set named ALMAHVAC (coupled with ALMA-
Build) as tools for the dynamic simulations of hy-
dronic systems was tested. The Simulink blocks
used to model pumps, boilers, radiators and ther-
mostatic valves are fully compatible with the CAR-
NOT library. A series of numerical results are
shown, analysing the influence of the pump sizing
rules, the pump control type, the valves sizing and
user behaviour (by varying the water supply tem-
perature setpoint and by selecting the intermittent

use of the heating system) on the seasonal efficiency,
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and on the thermal indoor comfort. A higher supply
temperature leads to a lower return temperature,
which is a good condition for the condensing boiler,
and to a lower water mass flow rate which can in-
crease the number of on-off cycles especially during
the warmest winter periods. This means that a
trade-off supply temperature value exists in order
to maximize the seasonal efficiency of the system.
Oversized valves and pumps make the system less
efficient in terms of capacity, to guarantee both ideal
indoor thermal conditions and low energy con-
sumption. It is also proven that the adoption of an
intermittent regime for the heating plant can reduce

significantly the indoor comfort and the boiler effi-

ciency.
Nomenclature
Symbols
n Efficiency [-]
¢ Load factor [-]
9 Temperature (°C)
E Energy [kWh]
T Time [h]
A Valve position [%]
K Flow coefficient [h™! m3® b ar~/?]
R Rangeability [-]
DP Pressure difference [Pa]
4 Volume flow [m3/h]
Cond Condensation
m Mass flow rate [kg/s]
C Multiplication factor

Subscripts/Superscripts

g Generation
g,no losses  Generation without the boiler losses

g,ist Instantaneous generation
ret Return
w Water
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Abstract

Nowadays, the complexity of the interactions between
thermal plants and buildings for NZEB buildings is in-
creasing. The decrease in primary energy consumption by
NZEB is generally pursued by maximizing the use of re-
newable energy which gives a discontinuous contribution
during the season; it becomes important to study in detail
the dynamic interactions between the building and the
adopted HVAC systems, by taking into account unsteady
state behaviour of walls, roofs, windows, and so on. This
kind of analysis can be carried out with conventional dy-
namic simulation software (i.e. TRNSYS, ESP-r, Energy
Plus, DesignBuilder). It has been demonstrated that a de-
tailed analysis of controlled HVAC systems can also be
carried out by using SIMULINK, and in the past open
block libraries made in SIMULINK were proposed for
HVAC system analysis, like in the case of the CARNOT
blockset. However, besides its completeness, the building
modelling is still considered a weak point of CARNOT due
to its limited flexibility. For this reason, a new specific li-
brary named ALMABuild based on SIMULINK blocks for
the dynamic modelling of a building is presented in this
paper with the aim to integrate and improve the blocks al-
ready available in CARNOT.

In ALMABuild, the modelling of a building with SIM-
ULINK is driven by means of a series of Graphical User
Interfaces (GUI). In this paper a benchmark of ALMABuild
is shown by using TRNSYS as a reference. The comparison
evidenced a good agreement between the two methods.
However, differences were present each time that the pro-
cedure indicated by the European Standard EN ISO
13790:2008 (and integrally followed by ALMABuild) was
not in agreement with the procedure followed by TRNSYS

(based on American standards).

1. Introduction

During the last two decades, the awareness of the
public opinion on the environmental costs of the
overall energy consumption has strongly increased.
Since the building sector represents one of the most
important energy consumers (up to 40 % of the Eu-
ropean Union final energy demand), the European
Commission issued a series of Directives to improve
building energy efficiency and the exploitation of
renewable energy sources (European Commission,
2010). As a consequence, the current legislation of
most Member States imposes upper limits to the an-
nual energy consumption of HVAC systems cou-
pled to buildings. During the design phase, the eval-
uation of the predicted building energy needs is car-
ried out by means of simulation models, according
to various techniques: some of them are based on
the knowledge and resolution of the thermal bal-
ance equations of the building, while others are
based on the monitoring of data inside the thermal
zones (Foucquier et al., 2013).

SIMULINK has been demonstrated in the past dec-
ade, to be an efficient framework to develop
Lumped Parameters Whole Room models (LPWR),
which evaluate the behaviour of a thermal zone by
lumping the whole zone, and Lumped Parameter
Construction Element models (LPCE) that simulate
each building high mass element (i.e. walls, roofs,
and so on) by means of RC models (Oliveira Panao
et al., 2016; Morini and Piva, 2007 and 2008). More
specifically, Fraisse et al. (2002) and Hudson et al.
(1999) developed RC models of high mass elements
in SIMULINK in order to study the minimum num-
ber of capacities needed for the accurate evaluation

of the surface temperature of both sides of a wall,
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whilst Riederer et al. (2000) and de Wit (1988)
showed how a room and a multi-zone building
model can be obtained in SIMULINK.

In 2000, the Solar Institute Juelich (Wemhoner et al.,
2000) proposed an open library of SIMULINK
blocks for the modelling of solar plants. This library
is commercially available since 1999 with the name
of CARNOT blockset (Conventional And Renewa-
ble eNergy Optimization Toolbox). The develop-
ment of CARNOT was started with the financial
support of Viessmann GmbH, a German manufac-
turer and market leader for house heating equip-
ment, who needed models of conventional and re-
newable components of house heating systems to
accelerate the design process of the control systems.
However, the success of CARNOT has been scarce,
as proved by the actual limited diffusion of this li-
brary (limited to German countries). Nowadays, un-
der the impulse of Viessmann, CARNOT contains a
set of blocks representative of the most important
HVAC devices but only simplified blocks for the
building modelling are available, this aspect is still
an open problem for the diffusion of the CARNOT
blockset. One of the main advantages to operate in
a MATLAB/SIMULINK framework is that this plat-
form is very well known and spread both in aca-
demic and professional environments and it be-
comes easy for the users to approach it in order to
model new HVAC devices and building elements.
In this way each user can easily add new compo-
nents to the library both by designing directly new
graphical Simulink models and by using C-,
Fortran- or MATLAB M-scripting languages.

Since the authors are convinced of the huge poten-
tial of this approach and are aware that the improve-
ment of the building modelling is one of the most
important constraints to be removed in order to en-
hance the spreading of CARNOT, in this paper a
SIMULINK library named ALMABuild, useful for
the realization of LPCE models, is presented.
ALMABuild allows to describe and to evaluate the
heat transfer mechanisms in a thermal zone by cou-
pling a 3R4C model to each massive building ele-
ment.

Each elementary building element is modelled
through customized SIMULINK blocks, by means of
which the energy conservation equation is solved

according to a lumped formulation procedure. Since
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this approach is the same proposed by CARNOT,
the complete compatibility of the new ALMABuild
library blockset with CARNOT has been guaranteed
by adopting the same structure of the bus connec-
tion among blocks. In this way ALMABuild can be
used as an integration of CARNOT blockset in a
similar way in which TRNBuild is used in TRNSYS
in order to improve the native building modelling.

2. The ALMABUIld Library

ALMABuild contains all the elementary blocks
needed for a complete description of the heat trans-
fer mechanisms in a building. The ALMABuild
blockset is composed by three different kinds of
blocks: (i) Building Massive Element blocks (BME)
that contain the physical model of each massive
opaque building component (walls, floors, roofs,
etc.); (ii) Building Clear Components (BCC) that
contain the physical model of low mass clear com-
ponents of the building envelope (windows, etc.)
and (iii) Building Thermal Balance (BTB) blocks that
enable to couple BME and BCC blocks in order to
solve the thermal balance of the thermal zone.

The BME blocks are based on a fourth order RC
model in which three thermal resistances and four
capacities (3R4C) are used to calculate the dynamic
trend of temperature and heat flux across the build-
ing element.

On the contrary, BCC blocks contain a 1R2C model
for the dynamic analysis of light and clear building
elements. BTB blocks are based on a two-star model
for the calculation of the air and the radiative tem-
perature associated to a single thermal zone defined
by a series of BME and BCC blocks. One BTB block
is used for each thermal zone in order to put to-
gether all the BME and BCC blocks related to the
zone. Since each building element (i.e. walls, roofs,
floors, ceilings, windows) differ in exposition (inter-
nal, external, or on the ground), slope (vertical, in-
clined, or horizontal) and optical behaviour (clear or
opaque), in order to facilitate the creation of a com-
plete model for each element, ALMABuild uses a se-
ries of Graphical User Interfaces (GUIs) by means of
which all the properties of each building element

and each thermal zone can be defined. In this way a
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complete set of BME, BCC, and BTB are created au-
tomatically without the use of the SIMULINK
graphical desktop. GUISs facilitate the use of ALMA-
Build also for users without experience in the use of
SIMULINK.

Once all the data requested by the GUIs are set, each
thermal zone will be associated to a BTB block and
the connections between the different BTB blocks
are automatically created in SIMULINK.

In this way, the creation of a building model in
ALMABuild is faster than in CARNOT and, most
importantly, the risk of making a mistake during the
creation of the building model in SIMULINK is
strongly reduced.

3. ALMABUuild vs TRNSYS

With the aim to demonstrate the accuracy of the nu-
merical results by using ALMABuild for the dy-
namic modelling of a building, a comparison be-
tween ALMABuild and TRNSYS was carried out. In
order to test each single heat transfer mechanism, a
series of numerical runs have been done to decouple
a single mechanism from the other ones. The first
test considers a single thermal zone delimited by
opaque components only. In this way, it is possible
to test how ALMABuild is able to reproduce the ex-
pected dynamic behaviour of the opaque walls
linked to: (i) the heat transfer due to the inner and
outdoor temperature difference (ii) the external ra-
diative heat transfer with the sky, (iii) the heat trans-
fer linked to the absorption of solar radiation on the
wall external surface. The second test is related to
the thermal zone behaviour in the presence of a clear
component (vertical window). In this way it is pos-
sible to check if ALMABuild is capable of predicting
accurately the effect on the zone’s thermal balance
due to the entrance of solar radiation into the room.
In all the numerical runs shown in this paper, the
external conditions, are evaluated using METE-
ONORM climatic data of Bologna (Italy). No inter-
nal gains or HVAC systems are considered.

3.1 Room with Opaque Walls Only

3.1.1  Heat transfer due to inner and outlet
temperature difference

In this first numerical run a thermal zone delimited
by opaque walls only is considered. The internal
volume of the room is 210 m3, the room has a rectan-
gular shape and is closed with 4 external vertical
walls, two of them of 21 m? (East and West) and the
other two of 30 m? (North and South), an adiabatic
floor and a horizontal roof of 70 m2. The main char-
acteristics of the layers of the external walls and roof
are described in Table 1 and Table 2.

Table 1 — Thermophysical characteristics of the main wall layers
(from the internal to the external side)

s A p cp
Layer
[cm] [Wm1K1] [kgm?3] [Jkg!K!]
Plaster 1.5 0.9 1800 910
Bricks 25 0.287 800 840
Insulation 6 0.039 30 1200
Plaster 1.5 0.9 1800 910

Table 2 — Thermophysical characteristics of the main roof layers
(from the internal to the external side)

s A o cp
Layer
[cm] [Wm'K1'] [kgm?] [Jkg! K]
Ceiling 24 0.65 800 840
Screed 4 1.35 2000 1000
Insulation 3 0.039 30 1200

Solar absorbance and infrared emissivity of all com-
ponents are set to zero. In this way, the only heat
flux considered across the opaque walls is due to the
temperature difference between the inside and the
outside. The numerical simulation period started on
January 1 and lasted for the full month of January.
In order to have more readable figures, only the re-
sult of the last two simulated days were plotted.

It is important to highlight that for each opaque ele-
ment ALMABuild uses an RC-model (3R4C); on the
contrary TRNSYS uses the Mitalas transfer function
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method (Mitalas et al., 1972) for the modelling of the
dynamic heat transfer across opaque walls.

Fig. 1 shows a comparison between the room air
temperature calculated for the room described be-
fore by ALMABuild and TRNSYS models.

It can be noticed that both ALMABuild and TRNSYS
give the same value of the room air temperature
with an average difference less than 0.01°C; in addi-
tion, the phase lag between internal air temperature
and the external one is the same, be it with TRNSYS
or ALMABuild. However, Fig. 1 evidences a slight
average time delay of the order of 20 minutes, be-
tween the two temperature trends. However, these
results show that the 3R4C model and Mitalas trans-
fer function method are in good agreement, and that
the total thermal inertia of the room is correctly ac-
counted for by ALMABuild.

6.45

TRNSYS A

64 | P W TV R Y,

Text[°C]

time [hr]

Fig. 1 — Comparison of the room air temperature (Tin) obtained with
ALMABUIld (dashed line) and TRNSYS (solid line)

3.1.2 Radiative heat exchange with the sky
The infrared emissivity coefficient of all the opaque
walls was set to 0.9, in order to verify the effect of
the radiative heat exchange between the external
surface of the opaque walls and the sky.
ALMABuild calculates the radiative heat transfer in
agreement with UNI EN 13790: 2008 and UNI TS
11300-1: 2014; the sky temperature is obtained as a
function of the external vapour pressure following
the method proposed by UNI TS 11300-1. On the
contrary, TRNSYS uses as sky temperature with
hourly values as given by the METEONORM data-
base.

The comparison of the radiative heat transfer (Qsky)
calculated by ALMABuild and TRNSYS is shown in
Fig. 2. It is evident that the values of Qsky calculated
by ALMABuild and TRNSYS are of the same order
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of magnitude but their trend is very different. This
is mainly due to the fact that the effective sky tem-
perature, Tsy, used in the two models, is not the

same, as evidenced in Fig. 2.

7000

Qsky W]
Tsky [°C]

1000 |

time [hr]

Fig. 2 — Comparison of the radiative heat exchange with the sky
(left side, upper lines) and effective temperature of sky (right side,
lower lines) obtained with ALMABUuild (dashed line) and TRNSYS
(solid line)

In order to check if the difference in terms of Qsky is
mainly due to the different way to calculate Tsky, the
same evaluation has been repeated by imposing in
both ALMABuild and TRNSYS, the same trend of
Tsky. The values of Qsky, obtained by assuming the
same value of Tsky are shown in Fig. 3. It is evident
that a systematic difference between the predictions
of ALMABuild and TRNSYS still remains; however,
the maximum deviation in the evaluation of Qsky is
reduced from 19 %, using different Tsy values,
down to 5 %, using the same trend of Tsky.

The 5 % difference evidenced in Fig. 3 is due to the
use of a different Qsky formulation in TRNSYS and
in ALMABuild. In fact, TRNSYS takes into account
that the radiative heat transfer between the external
surface of a building and the sky is in reality a three-
body radiative problem in which also the presence
of the ground surface must be taken into account.
On the contrary, ALMABuild, according to the Eu-
ropean Standard UNI EN 13790: 2008 ignores the

presence of the ground.
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Fig. 3 — Comparison of the radiative heat exchange with the sky
obtained with ALMABUuild and TRNSYS, using the same Tsky

Fig. 4 puts in evidence the effect of the difference
evidenced by Qsky on the room air temperature. In
this specific case, the different values of Tsky lead to
a different evaluation of the room air temperature of
0.5 °C. This difference goes down to 0.2 °C if the
value of Tsky is the same.
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Fig. 4 — Comparison of the room air temperature considering radi-
ative heat exchange, with the same Tsy used in TRNSYS, (ALMA-
Build 2) and with a different Ty, ALMABuild 1

3.1.3 Solar heat gain

In this section, the radiative heat exchange with the
sky of the external walls is once again disabled (by
setting the infrared emissivity coefficient to zero),
whilst solar heat gain of the opaque walls is enabled
by setting thesolar absorbance coefficient to 0.3.

In this way, starting from the same climatic data, it
is possible to compare the calculation of the solar ra-
diation that strikes a surface with a defined orienta-
tion and slope made by TRNSYS and ALMABuild,
and its effect on the room air temperature.

Fig. 5 shows the solar radiation that strikes a vertical

surface exposed to South. From Fig. 5, it is clear that

the two models give the same results since the cal-
culation of the solar radiation is based on the same
solar model due to Perez (Perez et al., 1990).

Fig. 6 shows the difference in terms of room air tem-
perature between the values obtained with TRNSYS
and ALMABuild. It is evident that the trend is simi-
lar to the trend shown in Fig. 1; this means that
TRNSYS and ALMABuild count the contribution of

the solar gains exactly in the same way.
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Fig. 5 — Comparison of the incident solar radiation, per surface unit,
on a vertical South wall, obtained with TRNSYS and ALMABuild
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Fig. 6 — Comparison of the room air temperature, considering solar
heat gains, with TRNSYS and ALMABuild

3.1.4  The overall simulation

After analysing the differences between TRNSYS
and ALMABuild in terms of each single thermal
flux, all the main heat transfer mechanisms are sim-
ultaneously taken into consideration. The infrared
emissivity and solar absorbance coefficient of all the
external opaque surfaces are set to 0.9 and 0.3 re-
spectively.

In this way, it is possible to see if there is any inter-

ference between the different mechanisms and
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which is the overall effect on the room air tempera-
ture.

Fig. 7 shows the room air temperature trend ob-
tained by using TRNSYS and ALMABuild. In this
comparison the evaluation of Tsy in ALMABuild is
done according to UNI TS 11300-1.

It is evident from Fig. 7 that the trends of the room
air temperature obtained with TRNSYS and ALMA-
Build have the same phase lag but a systematic shift
of 0.3 °C which is less than the greatest deviation
noticed when only radiative heat exchange, with a
different evaluation of Tsky, was considered (see Fig.
4).

Tint [°C]

time [hr]

Fig. 7 — Comparison of the room air temperature, considering all
the thermal fluxes on the opaque component, with TRNSYS and
ALMABuild

This means that the combination of different heat
fluxes across the building elements leads to a com-
pensation of the single deviation between the two
considered models.

In summary the results shown in Fig.s 1-7 can be
considered a positive benchmark for ALMABuild
when only opaque building elements are present in

a thermal zone.

3.2 Room with a Window

In this section a clear component (windows) is add-
ed to the previous thermal zone.

The room is the same of the previous simulations
but there is a window inserted in the South wall, the
properties of which are shown in Table 3. The goal
of the following simulation is to compare the clear
building component model used by TRNSYS with
the BCC block of ALMABuild. Incident solar radia-
tion in a window surface can be absorbed or re-

flected by the frame or by the glass, and transmitted
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through the glass. In order to define a window, re-
flection, transmission, and absorbance coefficient
have to be known, since they are functions of the an-
gle of incidence of the solar radiation. Moreover, not
only the window model is more complex than the
model for an opaque component, but also the intro-
duction of a clear component in a thermal zone
makes the thermal balance model of the zone more
complex. In fact the incoming solar radiation trans-
mitted by the window, has to be distributed among
the internal surfaces of the opaque components that
bind the thermal zone.

The TRNSYS model calculates the global heat flux
through the window glazing, evaluating the pane
temperature distribution with an iterative proce-
dure. The distribution of the incoming solar radia-
tion is carried out evaluating the short wave radia-
tion distribution factor (Klein et al., 2010) defined by
the user.

Table 3 — Window properties

Property Value Unit
Surface 2 m?
Frame Fraction 20 %
Number of glass 2 -
Thermal Transmittance 1.4 W m-2K-1
Solar Transmittance 0.589 -

On the contrary, in ALMABuild windows are de-
scribed using a 1R2C model, so that the temperature
of the internal and external side of the window is
calculated, whilst the short wave radiation distribu-
tion factor is automatically evaluated as a function
of the thermal zone geometry.

The external conditions considered are the same for
ALMABuild and TRNSYS models, but with a differ-
ent evaluation of Tsky.

Fig. 8 shows the global solar radiation incoming in
the thermal zone, that is the solar radiation trans-
mitted by the window, evaluated by using TRNSYS
and ALMABuild. It can be noticed that the two pro-
files are very similar with a maximum absolute de-

viation of about 10 W/m?2. The room temperature
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evaluated by TRNSYS and ALMABuild are com-
pared in Fig. 9.

160

Table 4 — Comparison of the annual result obtained using TRN-
SYS, ALMABUIild 1 (considering different Tsky) and ALMABuild 2
(considering the same Tsky)
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Fig.8 — Comparison of the solar radiation entering the thermal area
from the window, with ALMABUuild and TRNSYS

From Fig. 9, we can notice that the maximum devi-
ation between these two profiles is around 0.3 °C,
which is the same value reached by considering a

room with only opaque elements.
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Fig.9 — Comparison of the room air temperature, considering the
thermal zone with a window, obtained with TRNSYS and ALMA-
Build

3.3 Annual Simulations

Annual simulations by considering the room with a
window have been made in order to compare TRN-
SYS with ALMABuild. For this comparison the
BESTEST methodology was followed, even if the ge-
ometry of the room is different from the cases pro-
posed by the BESTEST procedure (Judkoff et al.,
1995). In Table 4 the maximum, minimum, and av-
erage annual hourly-integrated internal room tem-
perature values are shown. The annual incident
solar radiation is not reported because the results
are identical, since the two codes use the same solar

model.

Internal TRN ALMA ALMA
Temperature  Build Build 1 Build 2
Max (°C) 26.47 25.85 26.33
Min (°C) 2.81 3.01 2.86
Mean (°C) 15.66 15.63 15.71

The results reported in Table 4 show a good agree-
ment between TRNSYS and ALMABuild in terms of
internal temperature, both considering equal and
different Tsky values. Moreover, the hours at which
minimum and maximum temperature values were
observed with ALMABuild are shifted by 2 and 6
hours with respect to TRNSYS, for both equal and
different Tsy values. The results quoted in Table 1
confirm that ALMABuild is in good agreement with
TRNSYS. However, the validation process of
ALMABuild is at its early stage, that is why new val-
idation cases, following the BESTEST procedure, are

scheduled in the future.

4. Conclusion

In this work the benchmark of a new SIMULINK
library for building modelling named ALMABuild
is presented. This library is composed by Building
Massive Element (BME) blocks based on 3R4C mod-
els, by Building Clear Components (BCC) blocks
based on 1R2C models and by Building Thermal
Balance (BTB) blocks based on a two-star thermal
balance model of a thermal zone.

Comparing the main results, in terms of heat fluxes
and room air temperature profiles, with the results
obtained using TRNSYS, the benchmark of ALMA-
Build has been set. The results shown in this paper
highlight that differences are present each time that
the procedure indicated by the European Standard
EN ISO 13790:2008 (and integrally followed by
ALMABAuild) is not in agreement with the proce-
dure followed by TRNSYS (based on American
standards), like in the case of the evaluation of radi-

ative heat transfer between the building external
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surface and the sky. Even if further validations are
planned, it is possible to conclude that ALMABuild
library can be considered a good tool for dynamic
simulation; its strengths are its full coherence with
European Standards and its full compatibility with
the CARNOT blockset.

Nomenclature

Symbols
cp Specific heat capacity (J/(kg K))
Q Heat flux (W)
S Thickness (cm)
T Temperature (°C)
A Thermal conductivity (W/(m K))
p Density (kg/m?3)

Subscripts/Superscripts

ext Referred to the external air

int Referred to internal room air

sky Referred to the sky

sol Referred to the solar radiation
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Abstract

In recent years, there has been a proliferation of air-
conditioning in both residential and commercial buildings
in India. Mixed-mode buildings are buildings in which a
combination of air-conditioning and natural ventilation is
used to provide comfortable indoor environments. These
buildings are likely to be less energy consuming than fully
air-conditioned buildings, and further energy savings can
be achieved by using air movement to increase the cooling
setpoint temperature without jeopardizing the occupants’
thermal comfort. The aim of this research was to develop
and test on a typical Indian apartment a methodology to
quantify these energy savings using dynamic thermal
simulations. The core of this method is the definition of the
cooling setpoint, which varies monthly according to the
ASHRAE 55-2013 adaptive model. The results show that
the annual energy demand for space cooling can be
reduced by as much as up to 70 percent by using air
motion devices. Moreover, the indoor thermal conditions
during the occupied periods predicted by the model are

closer to the values measured in field studies in India.

1. Introduction

In recent years, there has been a proliferation of air-
conditioning in both residential and commercial
buildings, and, due to the warming climate and the
growing disposable income in several densely pop-
ulated developing countries, energy demand for
space cooling is dramatically increasing. The addi-
tional electricity demand generated by new in-room
air conditioners purchased between 2010 and 2020
is projected to grow to more than 600 billion kilo-
watt-hours globally by 2020, and four countries,

namely China, India, Brazil, Japan, together with

the EU, are expected to represent 90 per cent of this
market in 2014 (Shah et al., 2013).

Mixed-mode buildings are buildings in which a
combination of air-conditioning and natural venti-
lation is used to provide comfortable indoor envi-
ronments (Brager, 2006). There are three possible
types of mixed-mode buildings based on operation
strategy: concurrent, changeover, and zoned. In the
first case, mechanical and natural ventilation are
simultaneously used in the same space; with the sec-
ond case, only one ventilation type is used in the en-
tire building for a certain amount of time such as
one day or one month; in the third case, ‘zoned’
means that both modalities are used at the same
time, but in different parts of the building.
Mixed-mode buildings are likely to be less energy
consuming than fully air-conditioned buildings, but
predicting their performance is a more complex
task. An approach has been proposed (Spindler and
Norford, 2009a and 2009b), but its authors stated
that this model cannot be used in domestic build-
ings because the occupants have direct control over
the system. Moreover, research showed that the
choice of the comfort criteria significantly affects the
analysis of mixed-mode buildings (Borgeson and
Brager, 2011), but the international standards (ISO
7730-2005, EN 15251-2007 and ASHRAE 55-2013)
offer too little support for this choice.

Further energy savings can be achieved by using air
movement devices, such as ceiling fans. Previous re-
search (Schiavon and Melikov, 2008) estimated
these savings in fully air-conditioned buildings,
varying the cooling setpoint temperature based on
category (EN 15251-2007) and air speed. In that
study, and also in a more recent one (Hoyt et al,

2015), the cooling setpoint temperature did not vary
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across the year, and both studies considered office
buildings.

However, research on Indian apartments (In-
draganti, 2010) highlighted that the use of air condi-
tioners highly correlates with both outdoor and
indoor temperatures. Moreover, previous work on
the Indian commercial building sector (Manu et al.,
2011) recognized the potential impact of using a
floating setpoint temperature based on external
environmental indicators such as air temperature
and behavioural and psychological adaptations by
the occupants in energy consumption estimates.
These studies and also recent work (Manu et al.,
2016) on the Indian Model of Adaptive Comfort
(IMAC) support the idea that the adaptive model-
ling approach is to some extent applicable also to
mixed mode residential buildings.

Thus, the aim of this research was to develop and
test a new methodology based on the adaptive the-
ory to quantify the energy savings achievable in

mixed-mode buildings due to air movement.

2. Methods

In this study, computer simulations have been used
to test the new methodology, and the analysis fo-
cused on the energy demand for space cooling and
the indoor environmental conditions predicted us-
ing this methodology. The core of this methodolog-
ical approach is the way by which the cooling set-
point is defined. The proposed method was applied
to an apartment in Ahmedabad, India, which is a
typical example of a mixed-mode building with ceil-

ing fans.

2.1 Cooling Setpoint Definition

IMAC was specifically developed from Indian data,

but its equations implicitly incorporate the effect of

Table 1 — Dynamic cooling setpoint

air speed. Thus, it is not possible to use this model
to estimate the energy savings due to the use of fans.
The ASHRAE adaptive model was therefore used in
this study.
According to ASHRAE 55-2013 (point 5.4.1), the
adaptive model is applicable when all the following
conditions are met:
a) There is no mechanical cooling system
installed. No heating system is in operation
b) Metabolic rates range from 1.0 to 1.3 met
¢) Occupants are free to adapt their clothing to the
indoor and/or outdoor thermal conditions
within a range at least as wide as 0.5-1.0 clo
d) The prevailing mean outdoor temperature is
greater than 10 °C and less than 33.5 °C
Considering the Ahmedabad climate and the Indian
typical domestic environment, all conditions are
met, with the partial exception of the first condition
for the case of a mixed-mode building. However,
based on recent previous works (Indraganti, 2010;
Manu et al., 2016), in this study we assumed the
ASHRAE adaptive model is applicable also if air
conditioning is available.
Moreover, the acceptable operative temperature
limit in occupant-controlled spaces can be increased
by 1.2 °C, 1.8 °C, and 2.2 °C due air speed equal to
0.6 m/s, 0.9 m/s, and 1.2 m/s, respectively (ASHRAE
55-2013, table 5.4.2.4). In warm and hot conditions,
an elevated air speed can improve the thermal sen-
sation of the occupants, rather than being the cause
of an undesired draught.
In this research, a dynamic thermal model was cre-
ated for a chosen mixed-mode building in which
there are also fans. In the initial simulation, the cool-
ing setpoint for temperature was varied monthly
according to the ASHRAE 55-2013 adaptive model,
considering the 90 per cent acceptability upper lim-

its. In the subsequent three simulations, these

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC
Tm 200 220 270 31.0 33.0 320 290 280 29.0 28.0 25.0 20.0
Teome 240 246 262 27.4 28.0 277 268 265 26.8 26.5 25.6 24.0
Tmax 90 %) 265 271 28.7 29.9 30.5 302 293 290 29.3 29.0 28.1 26.5
TmaxAirSpeed (1.2 m/s) 287 293 309 32.1 32.7 324 315 312 31.5 31.2 30.3 28.7
TmaxAirSpeed (0.9 m/s) 283 289 305 31.7 323 320 311 30.8 31.1 30.8 29.9 28.3
TmaxAirSpeed (0.6 m/s) 277 283 299 31.1 31.7 314 305 302 30.5 30.2 29.3 27.7
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monthly setpoints were increased according to
ASHRAE 55-2013 for air speeds up to 1.2 m/s.

The Ahmedabad weather file used in this study to
calculate the monthly cooling setpoint (see Table 1)
was created by ISHRAE in TMY2 format for use
with building energy performance simulation pro-
grams (EnergyPlus weatherdata, 2016). Tcomt com-
fort temperature, that is neutral operative tempera-
ture at which the lowest total percentage of people
are expected to be either too hot or too cold (Bor-
geson and Brager, 2011), and Tmaxoo % 90 per cent
temperature upper limit, are calculated based on Tm
monthly arithmetic mean of the daily average out-
door dry bulb temperatures:

Teomt =17.88°C +0.31 X Tny (1)
Tmax(90 %) — Teomi +2.5°C )

2.2 Dynamic Cooling Setpoint
Implementation

Once the four sets of monthly cooling setpoints were
calculated (see Table 1), they were implemented in
DesignBuilder/EnergyPlus using an advanced fea-
ture called Energy Management System (EMS),
available in DesignBuilder from the recently real-
ised version 5 (EMS, 2016b).

In EMS, a simple programming language called En-
ergyPlus Runtime Language (Erl) is used to describe
the control algorithms. EnergyPlus interprets and
executes the Erl program as the model is being run
(EMS, 2016a).

In this study, an Erl script has been written to spec-
ify a different cooling setpoint per month using an
IF and ELSEIF structure. Erl currently supports up
to 199 ELSEIF statements, which means that by
using Erl the cooling setpoint could not be changed
every day of the year as would be required by the
IMAC or EN15251 adaptive model. This is the tech-
nical reason why the ASHRAE adaptive model was
chosen in this study rather than IMAC.

Four scripts have been developed, one for each sim-
ulation. These were used only to specify the setpoint
value, while the ON/OFF control strategy has been
defined in DesignBuilder.

2.3 The Case Study Building

The dynamic cooling setpoint method was tested on

a typical Indian apartment, this being one of the

apartments in an on-going international project on
thermal comfort and air movement in residential
buildings (Loveday et al., 2016). The project in-
volves Loughborough University and De Montfort
University in the UK, CEPT University in India, and
University of California Berkeley in the USA.

Vdshing area

Kitchan

ot Activiyrgom Drawing rofim Badroom 1 ;
| Eatfjrocm| 1

Moom2  Bedroom 2

Fig. 1 — Floor plant (the red dashed line indicates an adiabatic
party-wall)

Table 2 — Characteristics of construction elements

U-value

El L
ement ayers [W/m2K]

12mm cement plaster

Internal 115mm brick 1.98
partitions
12mm cement plaster
From inside:
External 12mm cement plaster 1.59
walls 230mm brick ’
18mm cement plaster
From the top:
10mm vitrified tile
Ceiling 50mm cement — sand mix 217
and floor 150mm reinforced cement ’

concrete slab
12mm cement plaster

This apartment (see Fig. 1) has a floor surface area
of 145 m?, internal height 3.2 m, and is surrounded
by other apartments above, below, and to the side.
Thus, ceiling, floor and party-wall have been
assumed to be adiabatic. Typical construction ele-
ments of the Ahmedabad region were used (see
Table 2). Due to the hot climate, there are no insula-
tion layers, all windows have single glazing, and
there is no heating system installed. The balconies
were added in DesignBuilder to simulate shading
effect, and the internal doors were assumed to be
open 50 per cent of the time.

Physical partitions were used to create a zone for
each room of the apartment, and an additional vir-
tual partition was placed between the dining room
and the drawing room. Although this is a unique

open space, the former is used for having meals,
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while the latter is a living room. Therefore, their use
is significantly different.
Since the aim of this work was to model a typical
house, the occupancy schedule and relative internal
heat gains were chosen from the available standard
templates based on the type of each room.
Within DesignBuilder, the chosen method for natu-
ral ventilation is “calculated”, which uses the Ener-
gyPlus airflow network (AIRNET) method to calcu-
late the ventilation rates using wind and buoyancy-
driven pressure, opening size and operation, and
crack sizes. This option slows the simulation down,
but it is preferable if a reasonable estimate of the
natural ventilation rates and infiltration rates in the
building are not available (EnergyPlus documenta-
tion, 2016). The “medium” crack template was used.
The “mixed-mode” option was selected, and, for
any given cooling setpoint temperature, the air con-
ditioning system was ON if:
a) The space was occupied
b) The indoor air temperature was above set point
temperature
¢) The outdoor air temperature was above indoor
air temperature
Moreover, the air-conditioning was installed only in
two rooms, namely “bedroom 1” and “bedroom 2”.
In an on-going field study, the authors observed
that in Indian apartments there is often air condi-
tioning only in a few rooms, not everywhere in the

house. Within DesignBuilder, the modelled system

Table 3 — Energy saving without including energy used by the fan

is a typical residential mini-split system, with a co-
efficient of performance of 4.5. This type of air con-
ditioners dominates air conditioner sales in most
parts of the world including Asia and Europe (Shah
et al., 2013).

In order to compare Enotan energy demand for space
cooling of the first simulation and the values of the
subsequent three Ewitfan, the energy used by the fan
must also be taken into account. Considering that a
higher setpoint could have been chosen due to the
use of a fan, n total number of hours in which this
was ON in the subsequent three simulations must
be equal to the total number of cooling hours in the
first simulation. The fan energy consumption Etan is
obtained by multiplying n for the average power of
the fan, which for a typical Indian ceiling fan is 50 W
(BEE, 2016):

Efan = n x 50W / 1000 3)
Since the air conditioning is available in two rooms,
in a real scenario two fans may be operating at the
same time, doubling Efan. Therefore, this second pos-
sible scenario was also considered.

This value is then added to Eac energy used by the
air conditioning system:

Ewithfan = EAc + Efan (4)

The energy savings achievable using ceiling fans are
therefore:

Esavings = Enofan - Ewitnfan 5)
Both Ta air temperature and To operative tempera-
ture setpoints were simulated to assess savings ben-

efits using both approaches.

Savings without Savings without

. . Cooling Energy for. Eneljgy for space including the fan including the fan
Simulation hours h] space cooling cooling energy . energy .
[kWh] [kWh/m?] consumption consumption
[kWh] [%]
Control type: Ta
no fan 1482 1381 9.52 0 0
with fan - 0.6 m/s 873 691 4.76 690 50
with fan - 0.9 m/s 654 469 3.23 912 66
with fan - 1.2 m/s 526 359 2.47 1022 74
Control type: To
no fan 2527 2827 19.49 0 0
with fan - 0.6 m/s 1843 1655 11.41 1172 41
with fan - 0.9 m/s 1524 1235 8.52 1592 56
with fan - 1.2 m/s 1327 1011 6.98 1815 64
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Table 4 — Energy saving including the energy used by the fan

Simulation n [h] IEZ&Z;";@?‘E Efon [KWh]  Esovings KWh]  Esavings [%] igﬂr‘;“[lg]
Control type: Ta

no fan 0 0 0 0 0 0
with fan - 0.6 m/s 1482 50 74 616 45 609
with fan - 0.9 m/s 1482 50 74 838 61 828
with fan - 1.2 m/s 1482 50 74 948 69 956
Control type: To

no fan 0 0 0 0 0 0
with fan - 0.6 m/s 2527 50 126 1046 34 684
with fan - 0.9 m/s 2527 50 126 1466 52 1003
with fan - 1.2 m/s 2527 50 126 1689 60 1200

3. Results and Discussion

This section initially focuses on the effect that the
choice between Ta and To as control parameter has
on the energy predictions. It then analyses the de-
mand for space cooling, and the energy savings that
can be achieved in a typical Indian residential
mixed-mode building using ceiling fans when a

dynamic cooling set point is used.

3.1 Effect of Using Air Temperature or
Operative Temperature

There is a noticeable difference in the energy con-
sumption depending on whether Ta or To was cho-
sen as the control parameter. In the initial case
where no fan was used, the total number of cooling
hours (see Table 3) is 1482 when Ta is used, but it
reaches 2527 with the other control type, which is a
70 per cent increase due only to a change in this set-
ting within the simulation program. As the fan
speed goes up to 0.6 m/s, 0.9 m/s, and 1.2 m/s, this
percentage grows to 111 per cent, and 133 per cent
and 152 per cent, respectively. The respective en-
ergy consumption expressed in kWh is relatively
low when using both Ta or To, but should these pre-
dictions be used to scale up the energy saving esti-
mates to a regional scale, then these differences
would make a bigger impact.

In general, To is a function of Ta and Tmr mean radi-
ant temperature. For low air speed, smaller than 0.2
m/s, To is the arithmetic mean of Ta and Twmr. Then,
as the air speed increases, the relative weight of Tmr
decreases (Niu and Burnett, 1998).

International standards on thermal comfort usually
refer to To when a certain temperature limit is given,
and this is the case also for the ASHRAE adaptive
model on which the cooling setpoints used in this
study are based (ASHRAE 55-2013). Indeed, To
gives a better indication of the temperature that a
person feels in a certain environment.

On the other hand, real-world room air-condition-
ers are controlled by a simple thermostat, which is
likely to be sensing the air temperature nearby its
location, but far less influenced by the radiant com-
ponent. In a real scenario, this means that a user
would simply decrease the setpoint if uncomforta-
bly warm. However, if the model uses Ta as a con-
trol, this behaviour is not captured.

It is important to highlight that in the two condi-
tioned bedrooms, Ta and To are almost identical
when no air conditioning is used. As the air condi-
tioning is turned on, Ta decreases faster, with the
difference (To— Ta) being within 1.6°C in over 85 per
cent of the hours in which the air conditioning is
used.

Previous research on Indian offices (Jain et al., 2011)
also noticed that the energy demand for space cool-
ing obtained using Ta is significantly lower than
when To is used in EnergyPlus simulations. The dif-
ference was found to go up to 29 per cent, which at
first sight might look a lot smaller that the figures
mentioned earlier in this paper. However, in that
case the chosen setpoint temperature was 24 °C,
which means that the cooling load in kWh was very

high using either Ta or To. Therefore the relative dif-
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ference was smaller. Similarly, in this study, the per-
centage difference grows as the setpoint is increased
due to the higher air speed.

Therefore, whenever in a given space Ta and Twmr are
different, the energy load for space cooling is more
realistic if calculated using To when the users have
total direct control over the setpoint, and using Ta
when they do not. When air conditioning is used in
bedrooms overnight, it is likely to be in between
these two extreme conditions.

For all these reasons, in this study both control types

have been used and the respective results reported.

3.2 Energy Savings

Despite the choice between To and Ta, a significant
reduction in energy consumption is achievable if
ceiling fans are used to increase the setpoint temper-
ature (see Table 4). The figures go up to 69 and 60
per cent or 948 and 1689 kWh using Ta and To as a
control temperature, respectively.

The simultaneous use of a second ceiling fan only
slightly reduces the energy savings (see Table 5). For
both To and Ta based estimates, the energy savings
would be negligible only if 9 ceiling fans were to be
operating at the same time, which is not a realistic
scenario. This significant margin has also another
positive consequence. In an average Indian apart-
ment, there are small fluctuations in the electricity
supply, and also different speed settings lead to
slightly different power usage. Both variations de-
pend on the specific house and fan, but having such
a big margin ensures that ceiling fans are clearly an
effective way to improve thermal comfort while sav-
ing energy.

These energy predictions are calculated using the
new approach based on the dynamic cooling set-
point that varies each month. If the methods used in
previous research on office buildings (Schiavon and
Melikov, 2008) had been applied, then the setpoints
would have been constant throughout the year.
Considering category II (EN 15251-2007), in which
case 10 per cent of people are considered to be dis-
satisfied, the temperature thresholds would have
been 26.0 °C, 27.7 °C, and 28.5 °C for 0.2 m/s or less,
0.5 m/s, and 0.8 m/s, respectively. These values are
lower than those used in this study (see Table 1),

both for the cases without and with air movement,
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and therefore the annual energy consumption calcu-
lated with these setpoints would be higher. How-
ever, research showed that the comfort band in In-
dian residential buildings can be extended up
32.5°C (Indraganti, 2010), which is much closer to
the highest setpoint used in this work, that is 32.7 °C
in May with air speed equal to 1.2 m/s, than the val-
ues used in previous research. Moreover, the same
study highlighted how complex the domestic envi-
ronment is, that users are heavily influenced by the
outdoor conditions, and that the different adaptive
solutions such as ceiling fans and air conditioners
are widely used and combined. Therefore, energy
savings predictions calculated with the proposed
methodology are lower than those calculated with
traditional methods for fully air-conditioned build-
ings, but they are likely to be more realistic for the
situation of Indian residential mixed-mode build-
ings.

Table 5 — Energy saving including the energy used by two fans

Simulation Esevings Esavings
[kWh] [%]

Control type: Ta

no fan 0 0

with fan - 0.6 m/s 542 39

with fan - 0.9 m/s 764 55

with fan - 1.2 m/s 874 63

Control type: To

no fan

with fan - 0.6 m/s 919 33

with fan - 0.9 m/s 1339 47

with fan - 1.2 m/s 1563 55

4. Conclusions

The research presented in this paper aims to

develop and test a new methodological approach

for estimating the energy savings achievable due to
air movement in mixed model buildings.

The key findings are:

- The dynamic cooling setpoint led to more real-
istic simulation scenarios since it captures the
existing connection between the users of mixed-
mode buildings and the outdoor temperature

- The energy demand for space cooling can be re-

duced by as much as 70 percent by using ceiling
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fans, without jeopardising the occupants’ ther-
mal comfort.

- The simultaneous use of two fans slightly re-
duces the energy savings.

- Using the operative or air temperature as con-
trol parameters in EnergyPlus significantly af-
fects the results. Since the air temperature de-
creases faster when the air conditioning is
turned on, estimates based on it may be exces-

sively low.

4.1 Limitations and Future Work

The currently available field-based research on
mixed-mode buildings supports the idea that the
users of these buildings are affected by the outdoor
conditions, and therefore a method based on the
adaptive model is likely to be closer to real-world
scenarios.

However, these studies also show two other im-
portant things. Firstly, when air conditioning is
available, even if only in certain rooms or at a cer-
tain time, then the occupants of a building tend to
be a little less tolerant than people in fully naturally
ventilated buildings. The second point is that in
mixed-mode buildings the use of air-conditioners
depends on a range of factors that are not related to
the outdoor temperature, such as noise, pollution,
and disposable income, and the situation is even
more complex in domestic buildings.

Thus, more studies based on real field data are
needed to properly address mixed-mode buildings.
The economies of developing countries such as
India are growing fast, and represent the main mar-
ket for air conditioners, and mixed-mode buildings
are extremely common. Therefore over- or underes-
timating their energy requirements for space cool-
ing would heavily affect the global figures for en-
ergy demand.

It will then be possible to say whether the most suit-
able method for estimating energy savings due to
air movement in mixed-mode buildings is the one
proposed in this paper and based on ASHRAE
adaptive model, one based on IMAC, or a different

one that has not been developed yet.
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Abstract

During the last decade, computational fluid dynamic sim-
ulation tools have been widely applied for accurately
modelling outdoor airflows and local microclimate condi-
tions. In fact, a complete understanding of heat transfer
phenomena occurring within the built urban environment
is needed to properly predict the energy balance, both on
a single-building and on an inter-building scale. In this
scenario, several research studies have been carried out to
evaluate the impact of local passive solutions on buildings
indoor environment, especially by means of dynamic sim-
ulation tools. However, only a few investigations were
performed by considering the local distribution and spa-
tial variability of the indoor building physics generated by
the application of passive cooling strategies.

The present research is aimed at bridging this gap by mod-
elling the indoor thermal environment of a case study pro-
totype building, i.e. square cavity, located in central Italy,
by considering indoor heat transfer phenomena. A cali-
brated and experimentally validated CFD model of the
building was elaborated to predict the indoor temperature
distribution and profile generated by the application of an
innovative highly-reflective cool facade painting and cool
roofing membrane on the building envelope, compared to
a more traditional “non-cool” envelope finishing. So far,
the authors have produced only one work about cool roofs
in buildings that concerned sloped roofs in a non-insu-
lated building envelope. Here, we deal with insulated ar-
chitectures, designed according to the recent energy effi-
ciency regulation, and a combined cool roof and cool
facade indoor effect. The experimental validation of the
model is carried out by means of experimental data that
are continuously monitored both inside and outside the
case study building by means of dedicated microclimate
and weather stations.

Simulation results were therefore post-processed in terms

of (i) indoor temperature and (ii) indoor airflows. Main

findings confirmed the huge potentiality of the model in
realistically reproducing the indoor behavior of the case
study building and therefore the urgent need for a CFD-
based approach in investigating thermal-comfort condi-
tions. In fact, a non-negligible and positive impact of the
cool building envelope on the local indoor thermal com-
fort conditions is detected with respect to the more tradi-

tional non-reflective component.

1. Introduction

The passive cooling capability of highly reflective
building envelope materials and solutions, i.e. roofs,
walls, and pavements, has been largely acknowl-
edged over the course of the years (Georgakis et al.,
2014).

Such high-albedo solutions characterized also by
high thermal emittance have been demonstrated to
be very effective, not only in reducing buildings
cooling energy requirements and improving the in-
door thermal comfort conditions by avoiding sum-
mer overheating, but also in mitigating local micro-
climate events such as urban heat island and heat
waves phenomena (Wong et al., 2016; Gracik et al.,
2015).

The use of cool envelope solutions like cool roofs
can lead up to 125 kWh/year of annual electricity
saving and up to an 80 % seasonal energy reduction
in temperate climates, with little penalties in winter
(Akbari 2003; Akbari et al., 1997). Moreover, indoor
air temperature reductions up to 3-4 K in peak sum-
mer conditions were detected by applying cool coat-
ings on the roof of residential buildings with a con-
sequent considerable reduction of the discomfort
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hours within different climate boundary conditions
(Synnefa et al., 2007).

Nowadays, many different tools and approaches are
available to analyze the impact of the application of
cool solutions on both the buildings thermal-energy
performance and the urban environment (Corrado
et al., 2016; Atzeri et al., 2016), i.e. experimental, an-
alytical, and numerical methods (Pisello et al., 2015;
Synnefa et al., 2011; Crawley et al., 2001).

Among such approaches, computational fluid dy-
namic tools represent a suitable and multifunctional
approach to predict the indoor effect generated by
the modification of the thermal-optical properties of
the building envelopes and urban surfaces in terms
of (i) airflow distribution, (ii) air quality, and (iii)
temperature field (Yang et al., 2013). More in detail,
many research studies focus on the CFD evaluation
of the impact of the roof inclination, roof-covering
materials, and the geometry of the environment on
the internal flow (i.e. laminar or turbulent regimes)
and temperature distribution in enclosed spaces
(Saha et al. 2010; Basak et al., 2008). Moreover, a
huge effort in the use of CFD tools to predict the
flow and thermal field in enclosed cavities with dif-
ferent geometrical characteristics, such as attic
spaces, is registered (Hasani et al., 1998; Asan et al.,
2000; Kamiyo et al., 2010; Pisello et al., 2016), by con-

sidering 10°<Ra<10'! when turbulence occurs.

2. Motivation

Even if many studies were performed to investigate
both numerically and experimentally the impact of
passive cool solutions applied to building envelope
components, still a few studies, focusing on the
combination of different cool technologies, can be
found in the literature. Therefore, building upon
previous research efforts about (i) cool roof applica-
tion for improving indoor thermal comfort condi-
tions and (ii) the use of CFD tools to properly
describe the indoor airflow and thermal environ-
ment of buildings, the present work concerns the
CFD numerical analysis of the indoor thermal field
and airflow inside a case study prototype building,
i.e. test-room. The final aim is to assess the com-
bined effect of the application of two cool envelope

solutions, i.e. cool roofing membrane and cool
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facade painting, when applied on the building
envelope. In particular, the CFD was used in order
to determine the indoor air temperature spatial dis-
tribution profile inside the cavity, by investigating
at which height the passive cooling effect of the cool
membrane is extinguished. To this aim, a prelimi-
nary continuous monitoring of the main indoor-out-
door microclimate parameters was carried out to
support the validation and calibration of the numer-
ical CFD model of the building. Therefore, two sce-
narios were simulated and compared: (i) a more tra-
ditional building envelope (standard non-cool
surfaces) and (ii) a cool building envelope (charac-
terized by the application of the cool roofing mem-

brane and cool fagade painting on the envelope).

3. Description of the Case Study

The case study building consists of a fully instru-
mented test-room (3.78x3.78x2.85 m) located in
Perugia (Italy), and designed according to the recent
construction techniques (Pisello et al., 2014a).

Fig. 1 reports the pictures of the roof and the fagades
of the case study building before (Fig. 1a) and after

the application of the cool membrane and reflective

painting (Fig. 1b).

Fig. 1 — (a) Cool and (b) standard configuration of the case study
building

The reference building is characterized by a rectan-
gular double shutter window with wood frames in
the South fagade and a rectangular armored door in
the North fagade, for a global fenestration ratio of
about 0.041.

The opaque envelope of the case study building was
developed by using an innovative construction stra-
tigraphy in order to be consistent with the Italian

regulations in terms of walls’ thermal stationary
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properties, and representative of a common residen-
tial building in Italy. The specific characteristics of
the test-room envelope components are specified in
Table 1.

Table 1 — Building characteristics in terms of materials and main
thermal properties of the envelope

. Thickn.  Th. Cond. Th.
Material [m] [W/mK] Transm.
[W/m2K]
plaster 0.02 0.50
EPS 0.09 0.04 0.49
Wall .
8 brickwork 030 027
plaster 0.02 0.40
waterproof 0.01 0.23
membrane
mineral 010 0.4
wool
Roof - 0.25
concrete
21 1
slab 0.20 0.16
plaster 0.015 0.40
cast 0.2 113
concrete
Floor stone wool 0.08 0.04 0.38

linoleum 0.015 0.17

All the real thermal properties and characteristics of
the building envelope components were used as
input data in both models of the building.

More in detail, a simplified building geometry was
implemented, by assuming a single solid layer for
each building envelope component.

Therefore, the thermal properties of the one-layer
simulated configuration were accurately calculated
by considering the realistic multi-layer components

connected in series.

4. Methodology

The methodology applied consists of the following

main steps:

- selection of the proper case study, i.e. prototype
test-room;

- continuous monitoring of the main indoor-out-
door microclimate parameters;

- CFD simulation of the summer indoor thermal

profile and velocity field generated inside by

the application of (i) traditional non-cool mate-
rials and (ii) cool highly-reflective envelope
materials;

- validation of the model by means of the experi-
mental continuously monitored data;

- post-processing and discussion of the achieved
results.

- Therefore, two building scenarios were
assessed:

- Standard configuration: building envelope cov-
ered by traditional non-cool materials;

- Cool configuration: building envelope covered
by innovative high albedo materials, i.e. cool
roofing membrane and wall painting.

The more traditional envelope materials are charac-

terized by an albedo of 19 %, while the innovative

cool envelope materials are characterized by a

higher albedo i.e. 77 %. In both the building config-

urations, the building envelope materials present a

thermal emissivity of 88 %, as previously experi-

mentally measured (Pisello et al, 2014a; Pisello et al.,
2014b).

4.1 Experimental Monitoring Campaign

The purpose of the study is to (i) compare the ther-
mal behavior of the two innovative cool envelope
solutions, i.e. cool roof membrane and cool facade
painting and (ii) validate the numerical model elab-
orated. To this aim, the two envelope solutions were
applied on the roof and on the differently oriented
walls of a prototype case study building, i.e. test-
room, located inside the university campus in Peru-
gia, in central Italy. The in-situ continuous monitor-
ing of the thermal performance of the proposed
solutions was carried out under real dynamic
boundary conditions during the summers of 2014
and 2015. Both the main indoor/outdoor thermal
parameters and the roof albedo were monitored.

Firstly, the case study building with non-cool enve-
lope materials, i.e. bitumen membrane and red-col-
ored painting, was monitored as a base case sce-
nario. Secondly, the cool membrane was applied on
the test-room roof, in order to assess the specific
contribution of the cool roof to the thermal perfor-
mance of the test-room in summer conditions.
Thereafter, the cool painting was applied to the dif-
ferently oriented fagades, i.e. South, North, East,
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and West facing fagades of the same case study pro-
totype building.

In this way, the performance of the coupled solu-
tions was analysed in terms of passive cooling
effect. The monitored data were subsequently post-
processed to compare the thermal effect of the two
cool solutions.

In detail, the following different scenarios for the

case study building envelope were identified:
- Standard scenario (S): The materials imple-

mented in the building envelope were repre-
sentative of the solutions commonly used in
new buildings in Italy. In particular, the roof is
covered with a bituminous black membrane
and the walls with a red-colored traditional
painting;

- Cool Envelope scenario (CE): The innovative cool
facade painting is applied on all the facades of
the case study building.

In detail, the cool roofing membrane consists of a

polyurethane-based waterproof liquid white mem-

brane with high elasticity. The cooling potential of
such membrane was optimized through iterative
laboratory and in field tests by increasing specific
components such as the titanium dioxide (TiO2) and
hollow ceramic microspheres percentage. The final
optimized membrane presented almost 12 % of

TiO2 and 4 % of hollow ceramic microspheres.

The proposed cool painting for building fagade ap-

plications consists of an almost white non-organic

painting, mainly composed by potassium silicate
with a small percentage of resin. It is characterized
by high vapor permeability.

Also the painting was optimized through an itera-

tive procedure by increasing TiO2 and the hollow

ceramic microspheres’ percentage.

The most performing combination was found to be

again with 12 % of TiO2 and 4 % of hollow ceramic

microspheres.

4.2 Elaboration of the Model

In order to compare the effect of cool envelope ma-
terials on (i) the indoor air temperature distribution
and (ii) indoor airflow of the case study prototype
building, a two-dimensional finite element CFD
analysis was performed. Two different 2-d models

were elaborated and compared, i.e. referring to the
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standard and cool configuration of the case study
building, respectively. The simulations were per-
formed in transient conditions by considering one
representative summer day selected from the exper-
imental monitoring campaign previously described.
Moreover, the simulation was reiterated by using
each time, as input values, the final outputs from the
previous simulation in order to achieve stability. A
simplified scheme of the prototype case study build-
ing, i.e. North-South oriented square cavity, was
simulated in order to predict the thermal behavior
of the building (Fig. 2).

Temperature boundary condition

Air Domain

Temperature boundary condition
uonipuoo Atepunoq ainjesadwa]

Temperature boundary condition

010 100cm

Fig. 2 — Cross section and main dimensions [cm] of the simplified
square cavity representing the test-room case study building

The boundary conditions in terms of surface tem-
peratures were set by using experimental measure-
ments monitored in the field, and collected (aver-
aged) every 10 minutes Such measurements were
imposed both on (i) the vertical wall and (ii) the hor-
izontal roof. As for the bottom boundary, i.e. pave-
ment surface, a stationary thermal profile, i.e.
294.15 K, was imposed according to spot measure-
ments performed on site indicating an almost
constant temperature of the paving slab. Simula-
tions were carried out by considering the average
indoor air temperature experimentally measured
within the cavity. A triangular mesh with refine-
ments at the boundaries was implemented. The
implemented models fully solve the Navier-Stokes
equations, since no Boussinesq approximation was
considered. Moreover, the K-epsilon Low-Reynolds
model was applied to solve the turbulent flow
regime inside the square cavity. After the numerical
analysis, a validation of the simulation outputs was

carried out for each scenario, assessed by comparing
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the results with the monitored data in terms of
indoor temperature. The transient simulation was
carried out with a 600-second time-step by using a
two-variable group segregated solver and by

considering an acceptable relative error of 10-5.

5. Results and Discussion

5.1 Validation of the Model

After the implementation of the CFD model, prelim-
inary validation was performed by using the exper-
imental data available from continuous monitoring.
Therefore, the simulation output and the collected
data were compared in terms of air temperature. In
particular, the air temperature values for the valida-
tion were extracted at a height of 1.4 m and almost
at the center of the square cavity, in correspondence
with the position of the temperature sensor. Fig. 3
shows the results of the validation procedure by
highlighting the gap between the simulation output
and the measurements. Globally, the elaborated
model is shown to be sufficiently representative of
the realistic thermal behavior of the prototype test-
room case study building, since the simulated and
experimental air temperature profiles are consistent
with each other. However, a negligible and almost
constant discrepancy of about 0.5 K on average be-
tween the simulated and measured indoor air tem-
perature can be detected on a typical summer day.
This indicates that the model slightly underesti-
mates the indoor air temperature value, yet it is still
valid and useful in relative terms for comparing the
impact of cool envelope solutions applied over the
case study building with the traditional one, which
is the main objective of the present work.
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Fig. 3 — Validation of the CFD model against the experimental data

available from the continuous monitoring of the main indoor/
outdoor microclimate parameters of the case study building

5.2 Indoor Thermal Environment

After the validation of the CFD model, the simula-
tion of the indoor thermal field inside the square
cavity was carried out, for both the standard and
cool configuration of the case study building enve-
lope. The results of the simulations are shown in
Fig. 4.
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Fig. 4 — Indoor temperature distribution inside the square cavity in
the standard and cool configurations at different times during the
day, i.e. 10:00 am, 12:00 am, and 2:00 pm

In general, the temperature distribution inside the
square cavity is almost always homogenous and
fairly uniform in both the evaluated scenarios, i.e.
standard and cool building envelope materials.

More in detail, when the standard configuration is
considered, a quasi-defined thermal stratification
can be detected, with a thermal-instability at the
middle-top part of the cavity due to the effect of
developing convective cells generated by the colder
pavement. Therefore, the detected thermal gradient
in the cavity is not completely defined due to the
lower temperature of the North-facing wall and of
the slab that causes a partially developed convective
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flow generating thermal instability. When the cool
configuration is considered, on the other hand, the
lower temperature difference between the different
surface temperature profiles of the case study build-
ing causes a more stable temperature distribution.
The square cavity is characterized by a well-estab-
lished thermal stratification, causing a more uni-
form temperature distribution. By comparing the
standard and cool scenarios, an almost constant
temperature difference of about 2 K is always regis-
tered. Therefore, according to the simulations
results, which are consistent with the experimental
measurements performed, the application of highly-
reflective materials on the building envelope is able
to lower the indoor air temperature inside the
square cavity compared to more traditional non-
cool surface covering materials, by consequently
improving the indoor thermal comfort inside the

building.

5.3 Indoor Airflow Distribution

In this section, the results of the simulations of the
indoor airflow conditions inside the case study
square cavity are reported, for both the standard
and cool configuration of the building envelope.
Fig. 5 shows the indoor airflow distribution in the
standard and cool scenarios at different hours dur-
ing the day. From the results of the numerical anal-
ysis, a different indoor airflow distribution can be
detected in the two configurations. In particular, in
the standard scenario, two non-completely devel-
oped macro-convective cells can be identified, as a
consequence of the huge temperature difference
between the roof, the North and South wall surface
temperatures. In the cool configuration, on the other
hand, the reduced surface overheating caused by
the highly reflective materials produces a reduced
temperature difference between the considered
temperature boundary conditions, and conse-

quently a more stable airflow distribution.
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Fig. 5 — Indoor airflow distribution inside the square cavity in the
standard and cool configurations at different times during the day,
i.e. 10:00 am, 12:00 am, and 2:00 pm

6. Conclusion and Future
Developments

The purpose of the present paper was to numeri-
cally predict the building indoor thermal environ-
ment and airflow distribution. To this aim, the cali-
brated CFD model of a case study prototype build-
ing, i.e. test-room, situated in central Italy, was elab-
orated, by considering the indoor heat transfer
phenomena. In particular, the indoor thermal effect
of the application of an innovative highly-reflective
cool facade painting and cool roofing membrane
compared to a more traditional “non-cool” envelope
finishing is assessed. The results show that the im-
plemented CFD model is able to accurately predict
the realistic thermal behavior of the case study
building. Therefore, the numerical analysis is de-
tected to represent a suitable tool for predicting
buildings thermal performance based on a few ex-

perimental data. According to the experimental
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campaign previously carried out, the results
demonstrate that the application of cool envelope
materials can significantly lower the indoor air
temperature by consequently avoiding overheating
risk, especially during extreme summer conditions.
In particular, an average indoor air temperature
reduction of 1.8 K is found in the cool scenario with
respect to the standard one. Finally, the numerical
analysis of the indoor airflow distribution shows
that in the cool configuration a more stable airflow
is generated compared to the standard scenario,
where macro convective cells appear. This is moti-
vated by the reduced temperature difference
between the considered temperature boundary con-
ditions generated by the highly reflective covering
materials, that are able to maintain a lower surface
temperature of the envelope components in the cool
configuration of the square cavity. Future develop-
ments of the study will concern the numerical
analysis of the indoor thermal field and airflow

distribution in winter conditions.
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Abstract

A key research effort has been dedicated toward zero
energy buildings in the last decades. Recent interest is cur-
rently switching its focus from single-building scale to the
inter-building scale, by enlarging the thermal-energy bal-
ance up to the settlement level, with the purpose to opti-
mize the whole district energy efficiency and its environ-
mental sustainability. This scale enlargement up to the dis-
trict size leads to further optimization opportunities that
must be considered when performing building thermal-
energy dynamic simulations. In this view, buildings
within net Zero-Energy Settlements (nZES) can improve
their performance thanks to outdoor microclimate im-
provement techniques that could succeed in mitigating
both winter thermal losses and summer overheating risks.
In this work, microclimate modeling and building dy-
namic simulation tools are integrated to assess the impact
of varying microclimate conditions on the building energy
performance at a settlement level. The case study is per-
formed on a residential district in Italy. In particular,
microclimate simulations are carried out to predict the
mitigation potential of specific strategies applied at settle-
ment scale, i.e. cool materials, greenery, and their combi-
nation. Therefore, starting from the results of the microcli-
mate optimization, new microclimate boundary condi-
tions are generated to be used within the dynamic simula-
tion environment. The final aim is to quantify the impact
of such optimized microclimate boundary conditions on
the buildings energy performance.

The results from the microclimate simulations, supported
by the European funded Horizon 2020 project ZERO-
PLUS, highlighted how microclimate can play a key role
in affecting outdoor thermal comfort conditions. Moreo-
ver, the dynamic simulations carried out by using the

results from a microclimate optimization as input weather

files, always show a decrease on the final energy needs of
the building in the nZES. The highest and non-negligible
reduction is reached in the final cooling need of the opti-
mized scenario by coupling both cool and green optimiza-

tion strategies, i.e. about 12 % of the initial value.

1. Introduction

The local urban microclimate has recently become a
fundamental issue for designers and urban planners
(Corrado et al., 2015). This is due to the fact that
local microclimate phenomena have a strong impact
on buildings performance at urban scale, therefore
climatic considerations must be necessarily taken
into account in urban design (Grobman et al., 2016).
Different approaches are currently available to esti-
mate the local microclimate and evaluate its effect
on the built environment, i.e. numerical simulations
and experimental monitoring campaigns (Carlon et
al., 2016; Salata et al., 2016; Atzeri et al., 2016). In
fact, local different boundary conditions, i.e. streets
geometry (Jihad et al., 2016), vegetation (Dimoudi et
al., 2003), and building materials (Kaloniti et al.,
2016), can considerable modify the local microcli-
mate in terms of air temperature, relative humidity,
ventilation, and air quality (Maiheu et al., 2010) by
affecting indoor and outdoor thermal comfort con-
ditions at an inter-building scale, in addition to en-
ergy consumption (Ballarini et al., 2014). In (Nicol
et al,, 2015) the microclimate in Hong Kong was
mapped to estimate the influence of urban morphol-

ogy. In fact, it has become very urgent to develop
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reliable modeling approaches to couple the micro-
climate evaluation with dynamic building simula-
tion tools for predicting buildings thermal-energy
behavior. Nakaohkubo et al. (2007) implemented a
tool combining a heat balance simulation for urban
surfaces by using GIS for input data, and a simple
simulation algorithm to predict the surface temper-
ature distribution of urban blocks. Such a tool was
able to predict the impact of building shape, materi-
als, and tree shade on the local thermal environ-
ment. Moreover, in Peng et al. (2012) the combina-
tion of outdoor and indoor environmental simula-
tion was performed to support the design of sustain-
able urban dwellings, by bridging three simulation
platforms, i.e. Envi-met for urban settlement simu-
lations, Ecotect for building simulation, and U-
Campus for combined indoor-outdoor 3D visualiza-
tion modeling of urban precincts. Many approaches
have been used to determine how local urban mi-
croclimate can influence the building performance.
Sanchez de la Flor et al. (2006) implemented an ana-
lytical methodology to assess building performance
under modified outdoor conditions. They proved
that building energy consumption is strongly corre-
lated to climate factors, and therefore improve-
ments in urban microclimate have direct and indi-
rect consequences on energy savings. Moreover, De
la Flor et al. (2004) proposed a computational model
able to quantify the modification of the climatic var-
iables in an urban context and to assess how they
affect the thermal performance of urban buildings.
They highlighted the evident interaction between
such two systems, able to modify their mutual
energy balances. This proved that the coupling of
urban models and building thermal performance
simulations is useful to understand the conse-
quences on heating/cooling requirements and even
on outdoor thermal comfort. Similarly, Liu et al.
(2016) investigated the effects of outdoor air temper-
ature, air humidity, global temperature and wind
speed on outdoor thermal sensation. The results
revealed that outdoor microclimate parameters play
important roles on outdoor thermal sensation. Gros
et al. (2016) coupled building energy simulations
and microclimate simulations to assess the impact
of urban morphology and density, urban landscap-

ing, and buildings and soil thermal properties on so-
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lar irradiance, wind flows, air temperature, and en-
ergy demand. Solar irradiance reduction up to 7 %
and of wind speed reduction up to 80 % were
detected in different districts. This work deals with
the simulation of the microclimate of a case study
residential net Zero-Energy Settlement (nZES),
which includes four nearly Zero-Energy houses
(EPISCOPE, 2012). The aim of such simulation was
to evaluate the mitigation capability of different
strategies applied at settlement-scale, represented
by (i) the implementation of cool coatings on build-
ing roofs and outdoor pavements, (ii) the conscious
greenery design and optimization, and (iii) the com-
bination of both these solutions. Microclimate sim-
ulation outputs were used as input of building
dynamic thermal-energy simulation in the form of
.epw weather files. Therefore, the optimized micro-
climate weather files were used as boundary condi-
tions of the case study nZES. Finally, the impact of
mitigated microclimate conditions on buildings

energy performance was evaluated.

2. Materials and Methods

Firstly, the microclimate simulation was carried out.
Four different scenarios were elaborated, i.e. the
“Reference (Ref)” scenario, corresponding to the
realistic configuration of the settlement according to
the architectural design, and three “mitigation” sce-
narios, where innovative optimization solutions
were applied at district scale to counteract local cli-
mate phenomena. Such three mitigation scenarios
consist of:
- “Green” scenario: increase of vegetation per-
centage;
- “Cool” scenario: increase of solar reflectance
(Rsolar) of built surfaces, i.e. roof and pavement;
- “Combined (Comb)” scenario: combination of
both the above-described solutions.
The aim of the microclimate simulations was to (i)
optimize the local microclimate of the settlement
and (ii) produce new weather files to be used in the
dynamic simulations to see the impact of the im-
proved local microclimate on the buildings” energy
performance.
Secondly, the microclimate simulation outputs were

used to generate new optimized weather files to be
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used in the dynamic simulation of the energy per-

formance of the buildings of the nZES.

Therefore, the applied methodology globally con-

sisted of the following steps:

- Microclimate simulation and analysis of the (i)
reference and (ii) mitigation scenarios;

- Generation of new optimized weather files;

- Dynamic energy simulation of the case study
buildings with the (i) original TMY weather
file and (ii) different mitigated microclimate
boundary conditions deriving from the micro-

climate simulations previously fulfilled.

2.1 Description of the Case Study

The case study district (nZES) is situated in Rimini

(Ttaly) and is constituted by four single-family

houses. Such villas, referred to in the text as nZES

buildings (i.e. buildings in the net Zero-Energy set-
tlement), are nearly Zero-Energy buildings. In fact,
single buildings present high-energy performance

(EPISCOPE, 2012), while in the district a net zero

energy balance is achieved thanks to the inclusion

of energy efficient technologies at settlement level.

In the “Reference” settlement microclimate model

(Ambrosini et al., 2014), the following inputs were

defined:

- Ground: the “Loamy soil” was selected to rep-
resent natural ground, while “asphalt road”
was used to represent the street cover. The
“pavement concrete” was used for the sur-
rounding built surfaces.

- Buildings: traditional building technologies
from the current regulation were used.

- Vegetation: it was modelled consistently with
the vegetation percentage and position of the

real site.

Fig. 1 shows the geographical location of buildings.
The thermo-physical properties of the materials are
summarized in Table 1 (Ref).

the nZES buildings dynamic energy model was
elaborated in order to evaluate the energy benefits
deriving from the microclimate mitigation strate-
gies by using (i) the original TMY weather file and
(ii) the optimized weather boundary conditions

derived by the microclimate simulation output.

Fig. 1 — Plan view of the Italian case study settlement

2.2 Microclimate Simulation of the
“Reference” Scenario

The simulations of the outdoor microclimate condi-
tions were carried out by using ENVI-met. The
input climate data used for the simulations were
provided by Meteoblue (2016) which enables the in-
clusion of detailed topography, ground cover (e.g.
forest, fields, rock, and water) and surface cover
(e.g. snow and water). The model was implemented

by considering a 1-m unit grid dimension.

2.3 Microclimate Simulation of the
Optimization Scenarios

Additional optimization scenarios were simulated
for the settlement to (i) improve the local microcli-
mate conditions, (ii) evaluate the most performing
mitigation solution, and (iii) provide new weather
files able to consider the microclimate improvement
to be used in the dynamic energy simulation for
assessing the role of microclimate mitigation on
buildings energy performance. Three mitigation
configurations were proposed. The first mitigation
strategy consisted in the increase of the vegetation
percentage according to the different landscape con-
straints of the settlement. In particular, deciduous
trees (South-West) and hedges (North-East) were
introduced in addition to the draining pavement for
the asphalt road. The introduction of such elements
was aimed at (i) protecting the buildings from direct
sun irradiation in summer and let it seep out in win-
ter, and (ii) protecting them from the Northern cold
winds while keeping an external boundary which

could easily be over crossed by the wind in summer.
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The second mitigation strategy consisted of (i) the
increase of the solar reflectance of roof tiles and
external walls, and (ii) the implementation of cool
paving materials, e.g. with natural cool gravels
(Castaldo et al., 2015). Moreover, highly reflective
asphalt was used for the roads. Table 1 shows the
solar reflectance values of all the surface materials,
before and after the implementation of the mitiga-
tion strategies. The last mitigation strategy con-
sisted in the simultaneous combination of the two

above-mentioned solutions.

Table 1 — Solar reflectance values [%] for each material in the
different modeled scenarios

Material Ref Cool Green Comb
Asphalt road 20 60 20 60
Concrete paving 40 40 - 40
Gravel paving - 80 - 80
Flat tiles 15 58 15 58
Pitched clay tiles 30 77 30 77

External walls
40 71 - 71
plaster

2.4 Dynamic Energy Simulation

The simulation of the case study nZES (net Zero-
Energy Settlement) was carried out using the
DesignBuilder-EnergyPlus tool in thermostatically
controlled conditions (EERE, 2014). All four build-
ings within the settlement, characterized by similar
characteristics in terms of construction technologies,
HVAC systems, occupancy schedule, etc.,, were
modelled together and their energy performance
was separately simulated. In particular, the follow-
ing technologies are implemented in the buildings:
XPS insulation, cool materials as roof and wall ex-
ternal coating, low-e double glazing PVC windows,
LED lighting system, high efficiency air-to-water
heat pump as HVAC system, mechanical ventilation
with heat recovery, photovoltaic panels with stor-
age, building integrated wind turbine system, and
smart energy systems control. The nZES building
components main technical characteristics are
reported in Table 2. Since the results from the dy-
namic simulations showed a maximum 3 % energy
performance difference among buildings, the simu-
lation outputs related to one single building (refer-

enced in the text as nZES standard building) are
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here reported. The comparative energy perfor-
mance analysis between the reference nZES build-
ing scenario, characterized by original typical
weather dataset (TMY), and the optimized scenar-
ios, i.e. considering the optimized microclimates
generated by means of the previous numerical
analyses, was carried out in terms of annual energy
consumption. The considered set-point tempera-
tures were equal to 20 °C and 26 °C for heating and
cooling, respectively.

Table 2 — General technical characteristics of the case study
building

nZES building characteristics

Flat roof U-value [W/m?K] 0.15
Flat roof Rsolar [%] 58
Pitched roof U-value [W/m2K] 0.16
Pitched roof Rsotar [%] 77
External wall U-value [W/m2K] 0.18
External wall Rsolar [%] 71
Ground floor U-value [W/m?2K] 0.22
Windows U-value [W/m2K] 1.50
Heating system COP 4.1
Cooling system EER 3.8

3. Results and Discussion

3.1 Microclimate Simulations of the
“Reference” Scenario

This section shows the results of the “Reference”
scenario microclimate simulations both in summer
and winter conditions. Such simulations are aimed
at evaluating the optimization potential of the se-
lected mitigation strategies in terms of outdoor ther-
mal comfort, and consequently their impact on the
building energy performance.

The data were extracted at pedestrian height (0.9 m
above the ground). The results were post-processed
in terms of dry bulb temperature (°C), relative
humidity (%), mean radiant temperature (°C), and
wind speed (m/s). The air temperature ranged
between 21 °C and 36 °C. Moreover, a maximum
temperature of 35.4 °C and a minimum temperature
of 32.5 °C were detected. As for the relative humid-
ity, this varied between a 27.6 % and 33.2 %. The

mean radiant temperature fluctuated between 49 °C
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and 73.6 °C. Finally, the wind speed ranged between
zero and 1.57 m/s. Fig. 2-3 show the spatial distri-
bution of the air temperature in different hours of
the day, in summer and winter conditions, respec-
tively. As for the wind speed in the Green scenario,
the presence of the hedge does not allow the air cir-
culation at 0.9 m and has the effect of reducing the
wind velocity in the proximity of the buildings. This
generates a reduction of the convective mixing in
the whole settlement. In winter, a globally lower

mitigation effect is registered, with no penalties.

3.2 Microclimate Simulations of the
Optimized Scenarios

This section describes the results of the 24 h simula-
tions of the optimized mitigation scenarios in sum-
mer (Fig. 4).

In summer conditions, a good mitigation of the out-
door air temperatures (i.e. up to -1.5 °C) was
detected by comparing the Green and Ref scenario.
A lower mitigation effect but more effective at night
was registered by implementing the cool strategies.
Finally, a non-negligible air temperature reduction
was found out by comparing the Comb and Ref con-
figuration, especially around the two buildings in
the northern part of the settlement. The increase in
relative humidity is more significant in the Green
and Comb scenarios compared to the Cool one. This
is motivated by the presence of the 5 m high trees.
On the contrary, no microclimate mitigation effect is

registered in close proximity of the 2-m high hedge.

Fig. 2 — Summer air temperature map at different times of the
day

11:00 a.m."|

Fig. 3 — Winter air temperature map at different times of the day

As for the mean radiant temperature, a reduction of
about 20 °C is detected in the Green configuration
due to the shading effect of vegetation to the incom-
ing solar radiation. On the contrary, the mean radi-
ant temperature slightly increases due to the pres-
ence of the reflective gravel on the paving surfaces.
Additionally, there is a slight mean radiant temper-
ature increase and reduction up to 10 m of height in

the Cool and Combined configuration, respectively.
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Fig. 4 — Summer air temperature distribution in the Green, Cool,
and Combined scenarios

3.3 Assessment of the nZES Building
Energy Performance

This section shows the results of the annual energy
dynamic simulation of the nZES standard building
in the four different scenarios considered, i.e. refer-
ence (nZES), mitigated Green, Cool, and Comb.
Buildings were simulated under thermostatically
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controlled conditions to assess the achievable en-
ergy saving corresponding to local microclimate

boundary conditions variation.

Table 3 — Annual energy consumption, production, and Primary
Energy requirement (Ep) for nZES standard building

Building in the nZES Energy Ep
[kWh/m?y]  [kWh/m?y]

Heating 45.0 108.9
Cooling 0.8 1.9
DHW 3.8 9.2
Regulatory Energy 49.6 120.0
Lighting 12.5 30.3
Equipment 15.4 37.3
Total Energy 77.5 187.6
Wind Generated Energy 23.7 -
Solar Generated Energy 46.2 -
Total Generated Energy 69.9 -

Table 3 reports the results of the analysis under ther-
mostatically controlled conditions, in terms of final
annual energy consumption of the nZES standard
building. The final energy consumption is defined
as the sum of regulatory energy, i.e. heating, cool-
ing, and domestic hot water (DHW), and the addi-
tional energy consumption for appliances, i.e. light-
ing and equipment. Such two energy contributions
are separated since the regulatory energy is the only
one affected by the microclimate mitigation strate-
gies applied to the nZES. Moreover, Table 4 shows
the difference in terms of building regulatory, heat-
ing, and cooling energy among the three optimized
scenarios and the nZES reference scenario. As
expected, the results show that the greater effect of
the implementation of both cool materials and
greenery in the outdoor areas of the settlement is
detected in summer. In fact, all the optimized sce-
narios present a lower cooling energy need com-
pared to the reference nZES scenario, which is max-
imized in the Combined scenario with a final 11.8 %
cooling need reduction. Therefore, the combination
of the application of cool materials and greenery in
the outdoor areas of the settlement optimizes both
outdoor microclimate conditions and building
energy performance in summer. Moreover, in the
optimized scenarios the energy need for heating is
reduced though slightly, i.e. up to 2.5 %. Therefore,

the optimized scenarios present a lower total energy
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need with respect to the reference nZES scenario,
with up to a 4 % regulatory energy consumption re-
duction in the Comb scenario.

Table 4 — Energy requirements variation in the three optimized
scenarios with respect to the reference nZES scenario

Cool Green Comb

@ AE
£ . -0.37 -0.24 -0.18
5::5 [kWh/m?/y]

% decrease -2.48 -1.62 -1.21
0 AE
| . -0.09 -0.34 -0.90
Lg) [kWh/m?/y]

% decrease -1.22 -4.42 -11.83
£ AE
< -0.46 -0.58 -1.08
= [kWh/m?/y]
o0
& % decrease -1.76 -2.20 -4.09

4. Conclusions and Future
Developments

In the present work, 3D Computational Fluid Dy-
namics and building energy simulation tools were
coupled in order to investigate the mitigation
potential of specific strategies applied at settlement
level, and to quantify their effect on buildings’
energy need. The purpose was to develop outdoor
mitigation strategies to improve the outdoor micro-
climate conditions perceived by pedestrians, and to
reduce the buildings’ energy needs. To this aim, pre-
liminary microclimate simulations stressing the
effect of selected mitigation strategies, i.e. imple-
mentation of cool coatings on buildings roofs and
outdoor pavements, greenery, and their combina-
tion were carried out. Therefore, building upon the
results of such microclimate simulations, new opti-
mized weather files were generated and used as
boundary conditions for the dynamic simulation of
the nZES buildings energy performance. Finally, the
comparison between the energy performance of the
nZES standard building carried out by using (i) the
original typical weather dataset (TMY) and (ii) dif-
ferent optimized weather files was performed.
Microclimate analysis allowed a preliminary assess-
ment of the outdoor thermal comfort conditions at
settlement scale. Results showed how the different
proposed mitigation strategies lead to an improve-

ment of the outdoor thermal comfort. The selected

mitigation strategies also produce non-negligible
reductions on the final energy need of the nZES
building, mostly affecting regulatory energy con-
sumption. A maximum of 4 % energy saving was
reached in the Combined scenario.

In conclusion, this work demonstrated that properly
selected microclimate mitigation strategies applied
at district scale, aside from improving the local out-
door thermal comfort, can also produce non-negli-
gible effects on the thermal energy performance of
buildings. Future developments of this work will
concern the comparison between the effect of the
microclimate mitigation strategies and the occu-
pants’ behavior on the final energy consumption

and indoor comfort of the nZES buildings.
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Abstract

Energy efficient buildings, besides saving energy, should
provide adequate indoor thermal comfort. Hence, to max-
imize advantages, a balance between different energy effi-
cient technologies and solutions must be found. In this
sense, the European directives on the energy performance
of buildings have defined a high standard of thermal insu-
lation for buildings in order to comply with strict energy
performance limits. However, several studies have high-
lighted that such an approach can have negative effects in
summer, especially in the Mediterranean area, thus induc-
ing an increase in the energy needs for cooling and a
remarkable overheating.

In this context, the main objective of this study is to inves-
tigate the thermal performance of Vacuum Insulation Pan-
els (VIPs) and Phase Change Materials (PCMs) when
applied to the building envelope, and their ability to im-
prove the building thermal behavior in the Mediterranean
area. To this aim, a numerical model of a test room with
standard construction technologies was implemented on
Design Builder. This model was validated against experi-
mental measurements available in the literature. Once the
model was calibrated, a further series of simulations was
performed by applying to the same test room the above-
mentioned innovative building envelope systems. The
simulations were run both in free-running conditions, in
order to assess thermal comfort and thermal inertia of
walls, and by assuming the presence of an HVAC system,
to calculate the energy needs for space heating and cooling
on a yearly basis.

The results highlight that, in summer, thermal discomfort
and remarkable increases in the energy needs for cooling
may occur when the building is retrofitted with VIPs,

whereas better conditions are achieved with PCMs.

1. Introduction

The energy demand of buildings accounts for a
remarkable part of the world energy consumption
(Seong et al., 2013). Hence, improving the energy
efficiency, while also providing indoor thermal
comfort in buildings through high performance
thermal insulation and sustainable materials, has a
strategic role (Gagliano et al., 2016a).

In recent years, many developed countries have
introduced programs directed at decreasing energy
consumption and improving the carbon perfor-
mance of buildings. Some researchers (Alotaibi et
al,, 2014; Alam et al., 2011; Thorsell, 2011) suggest
the use of VIPs for highly energy efficient buildings.
Indeed, VIPs can reduce the energy needs for the
heating of a building from 158.7 to 127.5 kWh m=2. A
decrease of about 24 % can be achieved after retro-
fitting, due to a reduction in the transmission losses
through the walls by 23 % (Johansson, 2014).

On the other hand, PCMs are innovative materials
capable of storing or releasing thermal energy as
latent heat. Since the amount of latent heat absorbed
or released is much larger than the sensible heat, the
application of PCMs in buildings has a significant
potential to reduce both the peak heating and cool-
ing loads, and the energy consumption (Seong et al.,
2013; Bejan et al., 2016). The results of dynamic ther-
mal simulations conducted on an office equipped
with honeycomb PCM wallboards have shown a
reduction in the peak operative temperature of
about 1 °C during the summer period. Moreover, in
the same study the peak surface temperature of the
east wall decreases from 29.7 °C to 28 °C (Evola et
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al., 2013; 2014). An experimental investigation car-
ried out during two days in summer on a test room
where PCM panels were superimposed on three
walls, has highlighted that the indoor air tempera-
ture is about 1 °C lower when compared to the val-
ues measured before installing the panels (Kuznik
et al., 2008; Kuznik et al., 2009). Simulations have
shown a potential reduction by 2 °C in the peak
indoor air temperature in a test room where micro-
encapsulated paraffin was added to a 30 mm gyp-
sum plaster during a week (Voelker et al., 2008).

In this framework, the present study aims at as-
sessing the effectiveness of VIPs and PCMs in reduc-
ing the energy needs of a virtual office test room
located in Southern Italy. Dynamic thermal simula-
tions have been conducted both in free-running con-
ditions, to assess the thermal comfort and thermal
inertia of the walls, and by assuming the presence of
an HVAC system to calculate the energy needs for

space heating and cooling on a yearly basis.

2. Methodology

In order to investigate the thermal performance of
these innovative materials, the software used for
dynamic thermal simulations is DesignBuilder
(Design Builder, 2014). The model of the virtual test
room was first validated against the experimental
results of the survey conducted on a real prototype
of the same test room located in Milan (Rossi, 2009),
with an average error below 1 %. After the valida-
tion, the virtual test room was simulated in a differ-
ent location, namely Cozzo Spadaro, near Syracuse
(Southern Italy)

As well known, in summer the energy needs and the
thermal behavior of buildings strongly depend on
the thermal inertia of their envelope. Generally, tra-
ditional constructive systems based on double brick
walls do not have adequate thermal inertia to main-
tain good indoor thermal conditions and to guaran-
tee low energy needs for space cooling. In particu-
lar, the facades facing east and west receive, in sum-
mer, a high solar irradiance that is comparable to
that received on the south-facing facade. Conse-
quently, one way to increase their performance may
consist in the adoption of materials operating as a

barrier against the outer external forcing conditions,
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and capable of absorbing heat from the indoor
spaces. Hence, VIPs and PCMs are proposed as
potential solutions. Moreover, different ways to
install these materials on the walls are considered in
order to analyze the possible effects of their position
in the walls.
Therefore, five scenarios are analyzed in the paper:
- the base case, with double brick walls;
- two cases with VIPs and PCMs placed on the
inner side of the baseline wall;
- two cases with VIPs and PCMs placed on the
outer side of the baseline wall.
The base case and all VIPs scenarios are simulated
by using the Conduction Transfer Function (CTF)
method, whereas for the PCMs scenario the finite
difference method is adopted (EnergyPlus, 2011).
The simulations of the test room are carried out with
a frequency of 12 timesteps per hour.
The indoor thermal comfort conditions and the ther-
mal inertia of the walls facing east and west are
studied through free-running simulations (without
HVACsS) from July 24t to 31st, which is the warmest
week in summer. In particular, the results of the
simulations are analyzed in terms of indoor opera-
tive temperature, inner and outer surface tempera-
ture, Time Lag (TL) and Decrement Factor (DF) of
the walls. It is useful to remember that TL is the time
shift between the maximum outer and inner surface
temperatures occurrence, while the DF can be
defined as the ratio of the amplitude of the inner
surface temperature fluctuations to the amplitude of
the outer surface temperature fluctuations (Gagli-
ano et al., 2016b).
On the other hand, to measure the indoor thermal
comfort in summer the Intensity of Thermal Discom-
fort (ITD) is adopted. The ITD is defined by the inte-
gral, over a certain period P, of the positive differ-
ence between the current indoor operative temper-
ature (Top) and the threshold value Tim = 26 °C,
needed to have comfortable indoor conditions
(Sicurella et al., 2012). Moreover, the energy needs
for heating and cooling are calculated through a sec-
ond series of simulations where a thermostat control
is set for the entire heating (20 °C) and cooling (26
°C) season.
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2.1 Properties of VIPs

VIPs are innovative insulating solutions consisting
in an evacuated, open-pore core material sur-
rounded by thin laminates, used to maintain a high
level of vacuum (Alam at al., 2011).

Their insulating capability is approximately seven
times better than conventional insulating materials,
such as mineral wool or EPS. Indeed, according to
Johansson (2014), their thermal conductivity can be
even below 5 mW-m1-K-. Consequently, a mineral
wool board with a thickness of 185 mm is equivalent
to a 20-mm thick VIP (Alotaibi at al., 2014). In this
study, the authors used the following values to
describe the VIPs performance: A = 7 mW-m-K-, o
=160 kg-m™ and cp= 800 J-kg1-K!

2.2 Modeling the PCMs

The thermal behavior of a PCM undergoing phase
change can be described by means of the relation
between temperature and enthalpy:

dh(T) = Ceq (T)-dT (1)
Here, the enthalpy is set as h=0 k] kg at T =0 °C,
while Ceq is determined experimentally. The melting
process occurs through a temperature range; the
maximum equivalent heat capacity is measured at
the so-called peak melting temperature.

The PCMs adopted in this study consist of wall-
boards developed at CSTB (Centre Scientifique and
Technique du Batiment), the performance of which is
described in Evola at al. (2011). They are included in
an aluminium honeycomb matrix, which contains 60
% of micro-encapsulated paraffin with a diameter of
approximately 5 pm (Micronal T23 produced by
BASF). Two thin aluminium sheets close the panel,
the overall thickness of which is 2 cm (Hasse at al.,
2011). According to the experimental measurements,
the peak melting temperature is 27.6 °C for these
PCM wallboards. However, since this temperature is
quite low when compared to the thermal conditions
expected in the case study, the real wallboards may
not operate appropriately. Hence, the authors
decided to consider a fictitious PCM wallboard in the
simulations: they are exactly the same as the real hon-
eycomb panels, but their melting curve is shifted in

order to obtain a peak temperature of 30 °C.

The corresponding curve for Eq. (1) is depicted in
Fig. 1. The melting process corresponds to the
segments with the highest gradient: It begins at
27 °C and ends at 33 °C.

The honeycomb PCM panel has p = 545 kg:m= and
A =27 W-m-K-, which is imputable to the alumi-
num honeycomb matrix. Thanks to the aluminum
honeycomb, the heat flux easily transfers through
the panel, thus allowing the PCM included in the

structure to work effectively.
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Fig. 1 — Enthalpy per unit mass for the PCM wallboards

3. Test Room

The test room (Fig. 2) has a gross surface area of
5.00 x 5.00 m and a height of 3.00 m. There are no
obstructions and shields on all the outer sides. The
facade facing south has a window measuring 3.00 x
1.35 m, that is to say 30 % of the external surface of
the wall. The main geometric features of the build-
ing are reported in Table 1. In the simulations, the
test room is located near Syracuse (lat. 36.7° N, long.
15.1° E, alt. 51 m). This area has a mild climate with

hot dry summers and moderately cool winters.

Fig. 2 — 3D model of the test room
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Table 1 — Geometric features of the building

Geometric features

Heated gross volume v 58 m?
Total external surface S 85 m?
Shape factor S/V  1.70 m-!
Net floor area Sn 19.40 m?2

In summer, the average outdoor temperature ranges
from 22 °C to 33 °C. In winter, the outdoor temper-
ature varies from 5 °C to 15 °C, while in spring and
autumn the climate is mild and the temperature
fluctuates from 10 °C to 26 °C.

The test room was with an office program from
Monday to Friday from 9:00 to 18:00. The internal
loads are characterized by occupants, computers
and lighting systems for a total of 380 W with a den-
sity of 15 W-m2. The occupancy density is 0.08 peo-
ple-m?; lighting and office equipment power den-
sity is 8 W-m2. The air change rate is 0.5 vol-h’,
without mechanical ventilation systems. The test
room is equipped with a heating system represented
by a natural gas boiler (n = 0.85), and a chiller for
cooling purposes with COP = 2.50 in order to keep
the indoor air temperature equal to 20 °C in winter
and 26 °C in summer, respectively. The heating sys-
tem is switched on during the occupancy period
from December 1st to March 31st, whereas the air
conditioning system operates from June 1%t to
September 30,

3.1 Building Components

The building envelope of the test room in the base
case is characterized by opaque vertical closures
made by double brick walls with internal air gap
and an overall thickness of 30 cm. The outer layer of
the wall is in plaster with solar absorbance a = 0.60
and thermal emissivity ¢ = 0.90. The properties of
the double brick walls are reported in Table 2; the
air gap has a thermal resistance of 0.18 m>K-W-1. A
traditional slab with concrete and brick (thickness

20 c¢m) characterizes the flat roof and the floor.
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Table 2 — Thermal properties of double brick walls

Layers s A o Cp

m WmtK! kgm3 Jkg!K!
Outer Plaster  0.015 0.25 900 1000
Hollow brick 0.12  0.39 716 840
Mortar 0.01 1.00 1800 1000
Air gap 0.06 - - -
Hollow brick  0.08  0.40 775 840
Plasterboard  0.015 0.25 900 1000

The window has an aluminum frame without ther-
mal break (Ut =5.9 W-m?2-K"), and two glasses (s =
6 mm) separated by an air gap (s = 12 mm); the glaz-
ing has U =2.78 W-m->K-and SHGC = 0.70.

The U-value and the surface mass (SM) of the build-
ing components are reported in Table 3.

We validated the results of the simulation con-
ducted on the base case with the measured data
(24131t July) coming from an actual test room
located in Milan (Rossi, 2009).

Table 3 — U-values and SM of the building components

U (W-m2KT) SM (kg-m2)
Wall 1.02 160
Roof 1.84 332
Ground floor 1.98 332
Window 3.25 -

3.2 Solutions for Wall Insulation

We considered four configurations in the applica-
tion of VIPs and PCMs respectively, to the inner and
the outer surface of the standard wall in the test
room (Fig. 3). The application of a 2 cm continuous
layer of VIPs, either on the inner or the outer surface
of the wall, allowed for the reduction of the U-value
by 74 %.

Therefore, the U-value of the wall after retrofitting
is 0.26 W-m2K-1. On the contrary, PCMs do not sig-
nificantly reduce the U-value of the wall compared
to the base case; indeed, the new value is 1.00 W-m-
Z.K-l.
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PCM (Is) PCM (Os)
U=1.00 W-m?2K" U=1.00 W-m2.K1

Fig. 3 — Wall configurations with VIPs and PCM on the inner
surface (Is) and outer surface (Os)

4. Results

4.1 Energy Comparison

The energy needs for space heating and cooling in
the different scenarios are shown in Fig. 4. Here, the
energy savings in the heating period (ESn) and in
the cooling period (ESc), compared with the base

case, are also reported.
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Fig. 4 — Energy needs for space heating and space cooling

The results highlight that the application of VIPs
allows for a significant reduction in the energy
needs in the heating period. This is certainly due to
the remarkable insulating capacity of the VIPs if
compared to traditional insulating materials.

In particular, VIPs placed on the inner surface pro-
duce ESn =57 %, which is higher than the case where
VIPs are placed on the outer surface (ESu = 46 %).
On the contrary, VIPs involve an increase in the

energy needs during the cooling period in both sce-

narios (ESc=-12 %). In fact, a highly insulated enve-
lope does not promote heat dissipation, and deter-
mines overheating into the building in hot summer
days.

Overall, the use of PCMs does not change the energy
needs significantly. The only exception occurs in
winter when the PCM is placed on the inner side
(ESH = -15 %). Indeed, the HVAC system imposes a
constant value of indoor temperature (20 °C and
26 °C in the heating and cooling period), which is
well below the melting temperature of the PCM.
Therefore, the PCM remains in its solid phase
almost the entire day. The exception that has been
pointed out is probably due to the high thermal con-
ductivity of the PCM, which also reduces the indoor
surface temperatures, as shown in the following sec-

tion.

4.2 Evaluation of Indoor Thermal
Comfort

The operative temperature (Top) within the test
room was through simulations in free running con-
ditions from July 1%t to 31st. The main results are
reported in Table 4.

As shown in Table 4, the operative temperature in
the base case ranges from a minimum value of 28 °C
to a maximum value of 34.1 °C. On the other hand,
VIPs are generally responsible for an increase in
both the minimum and the maximum values. In par-
ticular, when the VIPs are placed on the inner sur-
face, the maximum operative temperature increases
from 34.1 °C to 35.2 °C; when the VIPs are placed on
the outer surface, the maximum operative tempera-
ture keeps almost the same as in the base case, but
the minimum value increases by 1 °C. These results
can be explained by considering that VIPs act as a
barrier to the heat flux transferred from the inside
to the outside, thus causing overheating. The over-
heating effect is also shown by the ITD value that
increases by 17 % if compared to the base case.
Hence, VIPs seem not to be suitable in hot climates.
Furthermore, the PCM panels placed on the inner
surface reduce the maximum operative temperature
from 34.1 °C to 32.9 °C, with a decrease of 1.2 °C.
This result is achieved thanks to the heat storage
capacity of the PCM. In fact, in this case without
thermostat controls, the PCM can reach the melting
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temperature range, thus it can be effectively
exploited. If we look at ITD, this reduces by 2 %.
Instead, the PCM placed on the outer surfaces does
not offer significant improvement compared to the
base case, as it cannot interact with the indoor envi-

ronment. In this case, the ITD slightly increases.

Table 4 — Main results in terms of indoor thermal comfort.

Ti (°C) Top (°C)  ITD (°C-h)

Max  34.8 34.1
Base case (Bs) Min 279 28.0 2631

Max 358 35.2
VIP (Is) , 3183
Min 283 28.4

Max 348 34.1
VIP (Os) _ 3137
Min 2838 29.0

Max 336 32.9
PCM (Is) , 2590
Min 287 28.9

Max  34.6 33.9
PCM (Os) . 2669
Min 283 28.1

Overall, the proposed solutions for the retrofitting
of the walls provide worse conditions in terms of
summer thermal comfort, with the only exception of
the PCM placed on the inner side.

4.3 Dynamic Thermal Behaviour

Time Lag and Decrement Factor were in relation to
the inner (Tsi) and the outer (Ts) surface tempera-
tures, based on hourly simulations in free running
conditions during the period from 1st to 31st July.
Fig. 5 and Fig. 6 illustrate the hourly profiles of Tsi
and Ts for the walls facing east during three
summer days (July 27%-30%). The results, also in-
cluding the walls facing west, are shown in Table 5.
As reported in Fig. 5, in the base case the east wall
has a maximum outer temperature Tsomax= 44.4 °C,
which occurs at 10:00 am; the peak temperature on
the inner surface (Tsimax = 33.8 °C) is attained at
17:00. Thereby, in this case the TL is about 7 hours,
while DF = 0.22 (see Table 5). The minimum values
of Tso and Tsi occur at 6:00 am and 9:00 am, and are
about 23°C and 28 °C respectively.

When the VIP is placed on the inner side, the Tso
assumes the same trend as in the base case, but the
peak of Tsi increases by 1.1 °C. The maximum Tsi
value is Tsimax = 34.9 °C and occurs at 16:00; as
reported in Table 5, TL = 6 h and DF = 0.26. Instead,

the scenario with the VIP on the outer side provides
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a significant increase in the maximum outer temper-
ature, compared to the base case. Indeed, Tsomax
increases from 44.4 °C to 47.9 °C.

The profile of Tsi remains almost the same, with the
only exception of the minimum value, which
increases by 1.6 °C compared to the base case. It has
to be highlighted that this scenario is able to attenu-
ate the peak of the heat wave better than a standard
wall (DF = 0.13). According to these results, the
placement of the VIP layer on the outer side offers
better performance in terms of dynamic behaviour.
The performance of PCMs is reported in Table 5.
When the PCMs are placed on the inner side, the
peak inner surface temperature decreases by about
1.4 °C, irrespective of the exposure, and the outer
surface temperature is quite similar to that of the

standard wall.
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Fig. 5 — Inner and outer surface temperature of east wall (VIP)
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Fig. 6 — Inner and outer surface temperature of east wall (PCMs)
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Table 5 — Surface temperatures and dynamic thermal parameters

Tsomax  Tsimax  TL  DF
O 9 @® @

East 444 338 0.22

West 448 337 0.20

Base case (Bs)

7
4
VIP (19 East 444 349 6 026
West 448 348 2 024
VIP (Os) East 479 334 7 013
West 474 333 2 012
POM (1) East 445 324 10 0.9
West 449 324 7  0.08
East 414 335 7 024
PCM (Os)

West 429 33.2 3 0.19

In fact, the PCM is able to delay and attenuate the
heat wave better than the other solutions thanks to
its ability to store heat and release it afterwards.
Hence, with reference to the east wall (Fig. 6), Tsomax
occurs at 10:00 am and Tsimax occurs at 20:00, so TL =
10 hours while DF = 0.09.

On the other hand, the PCMs placed on the outer
side provide a significant reduction in the peak
outer surface temperature. Indeed, in the east wall
Tso,max decreases from 44.4 °C (base case) to 41.4 °C
(see Table 5), which means a reduction by 3 °C. In
this case, the profile of Tsi is unchanged compared
to the base case, as the PCM mainly accomplishes its
action on the outdoor wall surface. Overall, the
dynamic parameters gained from the simulations
for all scenarios are reported in Table 5.

In the base case, the east and west walls show low
TL values (7and 4 hours, respectively) and
DF =0.20, because of their low surface mass. The
peak values of outer and inner surface temperature
are 44.8 °C and 33.8 °C, respectively. For the other
solutions, the worse condition is the one where VIPs
are placed on the inner side, because in this case the
inner surface temperature increases by 1.1°C with
great fluctuations.

On the contrary, the optimal solution is when PCM
panels are placed on the inner side, which shows
TL =10h and DF =0.09, with a reduction in the peak
inner surface temperature of about 1.4 °C. Both the
solutions with VIP and PCMs on the outer side do
not provide any significant contribution to the
reduction of the inner surface temperature. Further-
more, it can be highlighted that the VIPs on the
outer side overheat the outer surface of the walls by
about 3 °C, while the PCM panels on the outer side

reduce the peak outer surface temperature by about
3°C.

5. Conclusions

The results show that the innovative solutions con-
sidered in this study (VIPs and PCMs) may be use-
ful in the Mediterranean climate, but only if placed
on the right side of the walls.

In particular, VIPs are very useful to reduce the
heating energy needs: in this paper, the heating en-
ergy demand is reduced by 57 % and 46 % if they
are placed on the inner or the outer side, respec-
tively. However, the cooling energy needs increase
by about 12 % compared to the base case.

As concerns the selected PCM, in this specific case it
is not recommended with HVAC systems because in
this case the set point imposed by the HVAC sys-
tems (20 °C in winter and 26 °C in summer) is lower
than the melting temperature of the PCM, thus it
cannot activate. Indeed, the results show that the
energy demand for heating and cooling with the
PCM panels are almost the same when compared to
the base case.

However, if PCMs were used into a mixed-mode
building with 28 or 30 °C cooling setpoint, they
would be capable to activate and the application
could work well.

The simulations in free-running conditions have
highlighted that both the solutions with VIPs and
PCMs on the outer side are the worst ones for indoor
comfort conditions in summer. Placing the VIPs on
the inner side leads to very high fluctuations in the
indoor operative temperature (from 28.4°C to
35.2 °C) compared to the case with PCMs placed on
the inner side (from 28.8 °C to 32.9 °C). That is why
the PCM panels placed on the inner side can be

regarded as the optimal solution.
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Nomenclature
Symbols
Ceq Equivalent heat capacity (J-kg'-K")
Ccp Specific heat (J-kg'-K)
DF Decrement factor (-)
ES Energy saving percentage (%)
h Enthalpy (J-kg)
ITD Intensity thermal discomfort (°C-h)
S Thickness (m)
S External surface (m2)
Sn Net floor area (m?2)
SHGC Solar Heat Gain Coefficient (-)
SM Surface mass (kg-m2)
T Temperature (°C)
TL Time lag (h)
U Thermal transmittance (W-m2-K-1)
\Y% Heated gross volume (m?)

Greek letters

Solar absorptance (-)

Thermal emissivity (-)

Thermal conductivity (W-m1-K-1)
Density (kg'm3)

Time (h)

AD > mQ

Subscripts/Superscripts

C Cooling

f Frame

g Glazing

H Heating

i Indoor

M Melting point

max Maximum

min Minimum

o Outdoor

op Operative

si Inner surface

so Outer surface
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Abstract

The use of simulation for building design and perfor-
mance assessment is becoming mandatory if NZEB
requirements have to be met. As a matter of fact, only
dynamic simulations are able to correctly account for
renewable energy exploitation on the building site. Deal-
ing with solar energy source conversion, the correct use of
available standard weather data files is still more im-
portant than solar gains through the transparent envelope.
When using such statistically derived weather data, how-
ever, different pitfalls might arise. In fact, when perform-
ing sub-hourly simulation, the information provided by
hourly-based climatic data is insufficient. Interpolation
algorithms are implemented in Building Performance Sim-
ulation tools (BPSts) to provide intermediate weather data,
which can affect the quality of the results. Specifically,
solar radiation data are insufficiently represented by
hourly-based values when dealing with short time-step
simulations of complex building systems. In this article, a
review of radiation algorithms and weather data manage-
ment algorithms at sub-hourly simulation time steps will
be introduced, as implemented by two well-known soft-
ware, such as TRNSYS 17 and EnergyPlus 8.6.0. Further
considerations will be made upon information exchange
among simulation components during the simulation, and
upon the possibilities offered or denied by different data
management-implementations when multiple actors are

involved in the simulation.

1. Introduction

In complex systems like buildings, control strategies
become vital when looking for energy use reduction
and renewable sources exploitation. However,
when dealing with complex systems that exhibit
non-linear behaviours which may also depend on
thresholds, integral or averaged information over

time might not be any more sufficient to assess the

performance of that particular system. In that case,
the “instantaneous” time dependence of some of the
input data might become important to get a realistic
comprehension of the behaviour of the enquired
system. Here instantaneous means short, compared
to the smallest system characteristic time. Short time
step simulations might therefore become the only
possibility to compare different systems at design
time.

Starting from these considerations, we have tried to
evaluate the impact on simulation in “averaging”
those inputs that show an extremely variable behav-
iour, as solar radiation in particular.

When using weather data in a simulation, four main
aspects should be taken into consideration:

1. Are the requirements of correct timing and
synchronization of weather data with the dif-
ferent nature (instantaneous or averaged) ful-
filled?

2. Is the accuracy, by which the solar position is
calculated with, consistent with small time
steps?

3.  What is the loss of information when averag-
ing weather data?

4. What is the impact of different weather data
interpolation strategies?

One of the basic requirements, when dealing with
information exchange, for both internal and external
objects involved in a simulation, is the knowledge
of the nature and occurrence timing of the infor-
mation. In some cases, an “accurate” synchroniza-
tion of different kinds of information might not be
so relevant, such as at pre-design time when the
average “variation pattern” is enough to get design
values to size the system. In other cases, when stud-
ying real situations, such as during the empirical
validation of BPSts against measured data or at

operational time, by using monitoring weather data

87



Livio Mazzarella, Martina Pasini

to optimize the performances of the building sys-
tem, the correct synchronization between data with
different natures, both influencing the behaviour of
the system (such as temperature and solar radiation
in photovoltaics systems efficiency), becomes im-
portant.

Following these considerations, a review of the
algorithms implemented in two well-known BPSts,
such as TRNSYS 17 and EnergyPlus 8.6.0, was per-

formed.

2. Aspects to be Considered When
Addressing Short or Hourly Time
Steps Simulations

2.1 Information Exchange: Timing and
Consistency

One of the most important aspects to be addressed
when simulating systems comprised of different
objects is the exchange of information among the
different actors involved. The two main properties
that this information should contain are: its nature
and its timing.

When speaking of timing, it should be clear that:

- the time step is the time interval between two
subsequent calculations,

- while the time stamp is the exact time to which
the results of each calculation are referred (the
difference between two subsequent time
stamps is thus the time step).

The most commonly used numerical methods in

solving partial differential equations, such as finite

volumes, finite differences, and conduction transfer
functions, provide as their results the instantaneous
values of the dependent variables (temperatures
and/or fluxes) at a well-defined time stamp, and not
an average value on the previous time step. To get
to this result it is always necessary to know the
instantaneous values of their initial state and -
depending on the chosen numerical scheme — of
their boundary conditions at the previous and/or
current time stamp. For example, to solve the prob-
lem of conductive heat transfer in a wall, the fluxes
and the temperatures on their boundaries at precise

time stamps need to be known.
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Besides, in a simulation, a manager must always be
“elected” that “conducts the orchestra”, here called
simulation manager.

The simulation manager should ask all the actors in-
volved in a simulation to perform their calculation
and expose to all the other components their prop-
erties at each precise time stamp. These time stamps
will be referred to as global time stamps and the time
in between the two subsequent as global time steps.
The global time step should be as short as required
by the actor that is more sensitive to a rapid varia-
bility of its boundary conditions.

That doesn’t mean that all the actors will be
“forced” to repeat their calculation at each global
time stamp. Each of them will be allowed to expose
its properties as unvaried and store the information
coming from the other objects at its convenience.
Another possibility, might be the one that sees an
object which needs to perform its calculation with
shorter time steps to reach more accurate results,
but not that much sensitive to the “exact form” of
variation of its boundary conditions (linear, ran-
dom, etc.). In this case it should not “ask” the simu-
lation manager to reduce its global time step. It will
collect the needed information at the global time
stamps and perform multiple calculations to give
out its results at each global time stamp.

A last remark about these definitions relates to the
nature of these time stamps, i.e. what kind of time
(solar, universal, local, etc.) is used. The choice of
the nature of the time stamp has to be made, among
the other reasons, to reduce the interpolation
needed on the available input data. Therefore, since
in the majority of cases, other time-dependent input
data, as the schedules defined for describing user
habits (such as working hours, etc.), are based on
local time, time stamps should be local instead of
solar. Local time can be affected by legal corrections
or not, and this aspect should be managed by the
simulation manager and well documented to avoid
confusion in the input and output reading/writing.
Therefore, we know the input data at specific local
time stamps, such as users-schedules, instantaneous
weather climatic data, such as dry temperature,
relative humidity, wind velocity, and integral or
averaged weather data, such as global and diffuse
horizontal solar radiation, at a file format dependent

time stamp (solar, local, etc.).
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2.2 Weather Data Nature and Timing

We have said that the input data are not always

available as “instantaneous”. Among the data to be

exchanged, the most complex to manage are the
weather-related data, due to:

- the different nature of its quantities (some of
which are intensive/scalar and other extensive/
vectorial)

- the relative time stamp at which these data are
available.

A review performed on both the weather data file
format manuals (Wilcox and Marion, 2008) and the
Guide to Meteorological Instruments and Methods
of Observation (Jarraud, 2008) showed that some
weather data are recorded as instantaneous values
associated to a time stamp, other are integral values
of a variable evaluated on the previous time step.
Weather data that are relative to solar radiation are
given in almost all weather data file formats as inte-
grated over time, i.e. as the total amount of solar
radiation (energy) received during the period end-
ing at the time stamp associated with the datum and
starting at the timestamp associated with the previ-
ous one.
The weather processor has instead to provide each
object with the total irradiance (power) striking a
specific oriented surface at each global time stamp.
Thus, this information provided in terms of energy,
should be translated in terms of power and used with
a correctly aligned sun position, to calculate the cor-
rect amount of irradiance reaching each oriented
surface.
That means that when a rule is set to assure the time
alignment of provided weather climatic data (i.e. the
instantaneous data and those transformed from in-
tegral to instantaneous), a consistent rule should
also be set for the alignment of the sun position. In
this regard, before going more into the details of
how to manage instantaneous and integral weather
data, a review upon sun position algorithms is in-
troduced here to clarify the answer to the following
questions:

- what is the timing of the solar position used by
the different tools,

- what is the accuracy of the algorithms used for

the calculation of the sun position, when the

simulation time step is of the order of magni-

tude of minutes.

2.21  Sun position timing
In some cases (TRNSYS) we have the possibility to
define the weather data as instantaneous or aver-
aged and on which time interval it has been aver-
aged, if needed. In other cases we might need to
modify the input data to time align them as
required. However, there is always something that
we cannot change, i.e. the way the tool manages the
sun position timing. Both EnergyPlus and TRNSYS
expose to all other procedures the sun position that
is evaluated at the middle of the global time step
regardless any other choice. Accordingly, for time
consistency, we should expose to all the objects
involved in the simulation all the other input data at
that particular mid time stamp (i.e. at the mid of the
time step) performing interpolations, even if we
have instantaneous data available at the global time
stamps. In our opinion, this is not the best choice
because:

- unneeded interpolations are performed;

- integral weather data need a transformation,
which could be better performed when aligning
the transformed data to the time stamps of the
instantaneous data;

- schedules data are usually defined at the time
stamp as well, and not at the mid of the previ-

ous time step.

2.2.2  Sun position accuracy at short time
steps

As far as the accuracy of the sun position calculation
is concerned, we have done a review of the most
broadly diffused algorithms (Duffie and Beckman,
2013) to understand if the simplified hypotheses at
their basis are still applicable when dealing with
short time step simulations. We detected some am-
biguity among different sources concerning the def-
inition of the fractional year; therefore we recovered
the original source for the definition of the most ac-
curate equations for the calculation of sun declina-
tion and equation of time (Spencer, 1971). We found
a witness (Oglesby, 1998) that reported one error in
the first coefficient of Spencer’s equation of time. We

will report it here only for completeness:
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E =0.0000075 + 0.001868 cos(T) - 0.032077 sin(T) -
-0.014615 cos(2T) - 0.040849sin(2T) )

In Spencer’s equation of time there is a fractional-
year time “T” depending on the day-of-the-year
number “d” which ranges from 0 on 1 January to 364
on 31 December, that has the equation: T = 2 7t d/365.
Since the sun declination is kept constant over one
day and the author (Spencer, 1971) suggested using
those equations in years in the middle of a 4-year
leap cycle, we wondered:
- what might be the rate of change of declination
in one day and
- what would happen if we need to compute the
sun position when using monitored weather
data near or for a leap year.
We noticed, by using the nautical almanac algo-
rithms for the calculation of the sun position, that
the rate of change of its declination in one day is
maximum 0.4°.
To answer the second question, we calculated the
error of Spencer’s simplified algorithm on the daily-
average declination with respect to the more accu-
rate algorithm of the nautical almanac. For a year
before the leap one, this error depends on the longi-
tude of the location and varies along the year, reach-
ing maximum absolute values that are of the same
order of the maximum daily declination variation.
Using, in Spencer’s equations, a fractional day-of-
the-year number, calculated at the beginning, mid
or end of the day, a bigger or smaller error results
depending on the longitude of the location, since
universal time is not taken into consideration. How-
ever, the accuracy reached with Spencer’s simplified
equations is still acceptable when calculating the

zenith of the sun even at very short time steps.

2.3 Using Weather Data Recorded on a
Particular Time Basis

Referring to weather data availability and “desired”

simulation time step two scenarios might occur:
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- weather data recorded on a short time step
basis (minutes or seconds) are available and
hourly simulations are intended,

- hourly weather data are available and short
time step simulations are needed.

- In these cases, the following questions have
arisen:

- what do we lose if we use hourly weather data
generated from short time step monitored data
that preserve integral solar radiation?

- which interpolation strategy is the most effec-
tive when dealing with data estimation be-

tween its recorded values?

2.3.1  From data recorded on a short time
step basis to hourly data
In this first case we have weather data recorded on
a minute or second time basis, but we would like to
set the global time step of our simulation to 1 h. This
might be the correct approach to reduce calculation
time if we imagine that the components involved in
the simulation do not need to know the “exact vari-
ability” of the data, while only integral values of ra-
diation are of interest. If we want to perform hourly
simulation, we cannot use the weather data rec-
orded at those short time steps as they are. Neither
of the two tools taken in consideration allows it, and
in general it is difficult others might do it. Therefore,
those data need to be transformed and we want to
understand which error this process introduces. We
used the data collected for the year 2016 (in particu-
lar the month of April) by the weather station of the
Energy department of the Politecnico di Milano. The
data were recorded on a 10 s time step basis. We
want to know how the integral over the month of
April of the solar radiation reaching the most com-
mon expositions is influenced by the integration of
those data (needed to be able to run a simulation
with a global time step of 1 h).
First of all, by doing this operation, we have a
smoothing of the original data, as can be seen in
Fig. 1.
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15t of April Solar Irradiation on tilted surface South 30° - Weather data avaraged on different time bases
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Fig. 1 — Effect of the choice of different time bases for averaging monitored data

A note about all the figures shown here: All the
graphs are represented with dotted lines for an easy
time series reading, even if they are intended to
show discontinuous, averaged over the global sim-
ulation time step, pseudo-instantaneous values as
provided by the investigated tools. These values
have been associated to the time stamp provided by
the tool, even if the tool calculates them as average
values over the simulation time step.

Table 9 — Weather data recorded at a short time basis used on
hourly simulation

WD April Sol.Rad.

H 0,
Exp AT [MJ/m?] Diff [%]
[min] " 1pNSys  Eplus  TRNSYS  Eplus
South 15 565 519 0.46 0.36
30° 60 567 526 0.89 1.61
15 498 461 0.32 -0.1
Hor
60 501 465 0.98 1.07
15 128 124 0.30 -0.47
North
60 132 122 3.43 -2.12
15 351 333 0.55 1.16
South
60 353 335 1.09 1.86
15 409 373 1.33 3.26
West
60 430 361 6.41 -0.08
15 219 207 0.28 -2.82
East
60 222 208 1.47 -2.36

Together with the smoothing, also the integral of the
solar radiation that reaches the different expositions

is influenced. Taking as reference values those com-
puted with the smallest global simulation time step
allowed by the tool (10 seconds for TRNSYS and 60
seconds for EnergyPlus), we can see in A note about
all the figures shown here: All the graphs are repre-
sented with dotted lines for an easy time series read-
ing, even if they are intended to show discontinu-
ous, averaged over the global simulation time step,
pseudo-instantaneous values as provided by the in-
vestigated tools. These values have been associated
to the time stamp provided by the tool, even if the
tool calculates them as average values over the sim-
ulation time step.

Table 1 that we get a difference in the integral value
of the total solar radiation incident on each exposi-
tion which depends on the particular kind of expo-
sition. EnergyPlus gives lower solar radiation inte-
grals with respect to TRNSYS. We report these con-
siderations to show that preserving the integral on
those input data related to solar radiation is not a
guarantee of an “accurate” integral on the com-

puted radiation reaching different expositions.

2.3.2 From hourly weather data to short
time step simulation

We have seen in the previous paragraph what hap-

pens in the first scenario identified in Paragraph 2.3.

Now we will consider the second scenario.

Naturally, when dealing with short time step simu-

lations, the best solution should be to work with
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weather data recorded with the same frequency.
However, we are still working with hourly weather
data, even if Crawley, Hand and Lawrie (1999)
pointed out that this kind of data is no longer
enough since interpolating between hourly observa-
tions does not accurately represent weather condi-
tions that change much more frequently.

Given that, we need to assess the possibilities of-
fered by the different tools to overcome such lack of
information.

While for the instantaneous variable, the interpola-
tion algorithm commonly chosen is linear interpola-
tion with solar radiation; different tools have chosen
different strategies.

In particular TRNSYS and EnergyPlus chose differ-
ent interpolation algorithms for solar radiation. En-
ergyPlus decided to convert the integral value of so-
lar radiation (energy) associated with a time stamp
in the weather data file to an average instantaneous
value of solar irradiance (power) associated to a
time stamp in the middle of the current and previ-
ous ones (backward middle time). After that, the in-
stantaneous value at each time stamp (irradiance) is
calculated as linear interpolation between the aver-
age irradiance attributed to the backward middle
time and that attributed to the forward middle time
(Fig. 2).

TRNSYS instead, chose to interpolate the values
gained from the weather data file for horizontal so-
lar radiation by using the curve for extra-terrestrial
radiation. This kind of interpolation is more heavy
computationally, than the one implemented in En-
ergyPlus, therefore its greater effectiveness should

be evaluated.
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However, care should be taken when importing
user defined weather data in TRNSYS, because the
following two possibilities are allowed, i.e. using:

- one object, i.e. the Type 99 that combines exter-
nal data reader and solar processor;

- two objects, i.e. the Type 9 for external data
reading and the Type 16 for processing solar in-
formation.

These two ways give different results, as can be seen

in Fig. 3 where we have the comparison between

solar irradiance (power) computed by the two

Types for a simulation with 15-minute global time

steps, using input data averaged on a 60-minute

time basis, and a 15-minute simulation using in-
stead input data averaged on a 15-minute time ba-
sis. As written in the manual, Type 99 performs ra-
diation "smoothing", while Typel6 does not, in both
cases the sky model of Perez 1999 was used, but site
altitude could not be set. Table 2 shows the differ-
ence in respect to the reference values, of the inte-
grals of the solar radiation striking different exposi-
tions as given by the smoothed, non-smoothed and

linear interpolations, according to the exposition.

Table 10 — Integrals of the solar radiation with different inter-
polation algorithms of hourly weather data at time steps of 15 min

Diff [%] over the month of April

Exp
Type 99 Types 16+9  EnergyPlus

South 30°  1.13 0.94 1.34
Hor 0.86 0.74 0.75
North 1.02 1.77 -1.14
South 1.27 1.07 1.69
West 2.55 4.26 0.44
East 2.16 1.79 -1.79
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1%t of April Solar Irradiation on tilted surface South 30° - Interpolation on weather data avaraged each 60 min
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Fig. 2 — Effect of a different interpolation of 60 minutes averaged weather data for simulation with 15 min. global time steps

15t of April Solar Irradiation on tilted surface South 30° - Interpolation on weather data avaraged each 60 min
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Fig. 3 — Comparing simulations with global time step of 15 min in case of weather data averaged over a time base of 15 min. or 60 min

Actually, with the exception of the west exposition,
the two interpolation routines might be considered
quite equivalent in terms of integral solar radiation
calculation (Table 2).

However, if we want to check the performance of
our solution against solar irradiance variability, the
second non-smoothed interpolation might be pref-
erable, since it is a bit more “discontinuous”.

Of course this second strategy is still not sufficient
to emulate those random phenomena that occur in
the atmosphere that are quite relevant when dealing
with solar radiation. If we use the weather data file
averaged on a 15-minute time basis, we have a dif-
ferent pattern of variability with respect to the inter-
polated ones starting from an hourly averaged

weather data file (Fig. 3). Energy Plus does not allow

any choices and its linear interpolation has quite the
same effect as the radiation smoothing of TRNSYS
Type99.

While trying to ensure the conservation of energy
received on a horizontal surface, a valuable algo-
rithm for the estimation of those unknown values
might consider the statistical variability of that spe-
cific variable. Variables such as solar radiation or
wind velocity might be better estimated by applying
a more realistic “pattern” to their “interpolation”
than linear or smoothed regression. Statistics might
be used to define a reduced number of patterns that
might be applied to variables that show similar var-
iability. Of course this apparently random behav-
iour should be deterministic and repeatable. Other-

wise each time we repeat a simulation after having
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changed a component to evaluate a different tech-
nology, we would get results that are non-compara-
ble.

This statistical approach should have the goal to bet-
ter assess the efficiency of a system and its control

strategy as realistically as possible.

3. Discussion and Result Analysis

We have seen that different requirements might oc-
cur depending on:
- the sensitivity of the simulation components to
input variability;
- the availability of weather data recorded at dif-
ferent time bases;
- the goal of the dynamic simulation (validation
or evaluation at design time).
We have seen that in some cases it is necessary to
describe in detail the variability of input data by us-
ing very short time step simulation (minutes), while
other times, it might be sufficient communicate to a
simulation component an average value of the input
required. In some cases, it might be better to align
the different input data with precision, other times
this synchronization might not be vital.
In the majority of the cases we have simulation com-
ponents with very different time bases (heavy build-
ing construction and HVAC systems), but we do not
want to use a very short time step simulation be-
cause it takes too much time.
How could we fulfil all the different requirements,
in the best possible way?
A starting point might be to help the user to describe
needs and input data as precisely as possible and let
the tool choose what has to be done, in the most con-
sistent way. For example, the user should not be
asked to manipulate its weather data if the recorded
time base is smaller than the global simulation time
step.
After that, it might be better to reduce the required
assumption. Since different kinds of uncertainties
are already ingrained in numerical simulation,
while defining the strategy to handle time-variant
information inside the simulation, a relevant pur-
sued goal should be to avoid assumptions not
strictly needed, as interpolating values at mid time

steps systematically.
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The last but most important suggestion would be re-
lated to avoid information annihilation. If we have
input data described on a short time basis, they
should be kept available for whichever component
might need them, without compelling all the other
components as well to perform not “strictly needed”
calculations. This can be managed by the singular
component that should decide “by itself” if it needs

to perform its calculation each time stamp or not.

4. Conclusion

The review here presented has been focused on the
routines that handle weather data, as implemented
by TRNSYS 17 and EnergyPlus 8.6.0. Our aim has
been to point out how weather data provided on a
certain time basis are used in the simulation, when
the simulation time step is smaller, equal or larger
than the weather data recording time basis.

When the simulation time step is the same as the
weather data recording time basis, a clear architec-
tural choice for the alignment of the different types
of weather data and sun position is needed. While
some possibilities are provided to the user to
describe the available weather data, sun position
timing is not modifiable. The more common strat-
egy implemented by the analysed tools is to
exchange the values of the simulation variable aver-
aged over the time steps. However, this strategy
prevents the numerical scheme implemented in
each simulation component to directly handle the
process of weighting its boundary conditions at dif-
ferent time stamps. A good architectural choice
should preserve all the information available in
input data, while managing rules should be defined
and used only if strictly needed, as we have seen for
solar radiation. When the simulation time step is
smaller than the weather data recording time basis,
interpolation is needed. We have seen that the cur-
rently available interpolation routines might not be
“significant enough” to test complex components
and control strategies. A stochastic “interpolation”
algorithm, derived by statistical analysis on weather
data fluctuations, might overcome this lack of infor-
mation. This algorithm will have the purpose of

mimicking the variability of variables with similar
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capacity/patterns, to better evaluate the effective-
ness of a system and of its control strategy when
subjected to “realistic” boundary condition fluctua-

tions.
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Abstract

The concept of green building plays a role of primary
importance in the reduction of the use of resources, water,
and materials, as well as on the reduction of impacts on
human health and the environment, during the building
lifecycle. A large number of countries has already de-
veloped energy certification procedures in order to rate
the building energy performance; furthermore, a range of
green building assessment tools and protocols has been
developed in the past 20 years, with the aim of reducing
energy consumption and the environmental impact in
both the building construction and management phases.
This paper compares the results of the application of three
green building assessment methods on both the energy
and environmental performance. Some of the most spread
rating systems were chosen: Istituto per l'innovazione e
Trasparenza degli Appalti e la Compatibilita Ambientale
(ITACA, Italy), Comprehensive Assessment System for
Built Environment Efficiency (CASBEE, Japan), and Green
Star (Australia). The analysis was developed on a
residential building located in central Italy, constructed by
taking into account the international principles of
sustainability and bioclimatic architecture. Starting from
previous studies developed by the Authors, by which
these protocols were compared and their scores normal-
ized, the proposed study assesses the sustainability of the
case-study building thanks to a point-based methodo-
logical approach. It is based on the identification of six
common macro-areas that allow the homogeneous com-
parison of the three green building assessment tools. The

study aims to assess the impact of these new normalized

categories on the overall sustainability performance of the

building.

1. Introduction

Buildings are responsible for a considerable part of
the energy consumption and greenhouse gas emis-
sions, and according to Swan and Ugursal (2009),
they account for 40 % of the total energy consump-
tion of the European Union. This problem involves
all the advanced countries in different ways, not
only in terms of air pollution but also with regard to
the availability of primary energy resources and bal-
ance between imported and exported energy. As a
result, several actions for the energy and environ-
mental preservation and for the rational use of
resources have been recently undertaken by the
national governments: in Italy the energy efficiency
of buildings is the primary goal, while energy label-
ling is gaining importance all over the world. Sev-
eral findings in literature affirm that increasing the
buildings energy efficiency is a primary goal
(Boyanoa et al., 2009; Evangelisti et al., 2015a) and
many solutions have been introduced aiming at
reducing the building sector environmental impacts
(Gori et al., 2016; Evangelisti et al., 2015b; Mattoni et
al. 2015). Furthermore, in the last years, the so-called
green rating systems have been developed in order

to estimate the buildings sustainability level in a
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broader way, including other aspects in addition to
energy consumptions. The sustainability concept is
defined by ISO 15392:2008 in three ways: economic,
environmental, and social. Recently the attention is
focused on environmental sustainability, and differ-
ent programs and methods related to this aspect are
flourishing all over the world. The Life Cycle
Analysis, for example, initially developed in the
industrial world, is now being spread also to the
building sector with the goal of quantifying the
potential environmental impacts linked to the con-
struction process. The private sector has promoted
different initiatives both at a national and interna-
tional level. In this framework, a huge number of
green building assessment tools and protocols has
been developed in the past 20 years. Among these,
the most famous sustainable protocols at interna-
tional level are LEED (Leadership in Energy and
Environmental Design) from the U.S., CASBEE
(Comprehensive Assessment System for Built Envi-
ronment Efficiency) from Japan, Green Star from
Australia, and BREEAM (Building Research Estab-
lishment Environmental Assessment Method) from
the UK. In Italy also the public sector has promoted
a sustainability protocol called ITACA (in English:
Institute for Transparency of Contracts and Envi-
ronmental Compatibility). Some of these protocols,
such as LEED and BREEAM, are applied all over the
world with different specifications according to the
features of the local country. The protocols aim at
defining standards and parameters to evaluate the
level of sustainability in the building sector and to
reduce the energy use during the life cycle of the
buildings at a prescriptive and voluntary level. They
consist in methodological approaches that analyze
energy consumptions, the characteristics of the site,
the indoor well-being, and the effects on human
health. The different calculation methods and cred-
its of the labelling tools can lead to significant dif-
ferences in the final sustainability scores of a build-
ing (Suzer, 2015; Bahaudin et al., 2014). These differ-
ences are both at a national and regional level: in
fact, in a country it is possible to find also different
versions of the same protocol. ITACA, for example,
is a federation of different protocols of the Italian
regions characterized by a common methodology
and by common technical-scientific requirements.

This diversification allows us to take into account
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local peculiarities, like climate characteristics or
constructive practices. Despite the need of consider-
ing the distinctive features of each territorial con-
text, the building sustainability level in the global-
ized world should be hopefully comparable among
different countries. This objective could be achieved
by defining common targets, aims, and require-
ments.

In this framework, the present study applies the
well-known rating systems ITACA, CASBEE, and
Green Star to the green building complex “Le
Violette”, located in Foligno, Perugia (Italy) with the
aim of highlighting differences and similarities
between the rating tools. The original and latest
editions of these rating systems were taken into
account considering only the residential building
versions of these protocols.

The application of these systems to a real case
allows us to understand which issues have more
influence on the final performance rate of each
protocol. The work also gives some suggestions for
the reduction of the dissimilarities between the rat-
ing systems, and for the definition of a common

“sustainability language”.

2. Method and Tools

The goal of this paper is to evaluate the results
obtained through the application of the original
tools and to make a comparison among the studied
protocols by means of a point-based system. In this
new methodological approach, the original credits
of the protocols were grouped into six new common
macro-areas (Table 1). This approach allows to over-
come the differences between the original categori-
zations of the three-certification procedures, and to
assess the impact and the influence of these new
normalized categories on the final sustainability

performance of each analyzed rating system.
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Table 1 — New categories of impact

Macro-Areas Description

Site Influence of the site
characteristics on the building

Water Total water use

Materials Impact of building materials
from cradle to grave

Energy Energy use and renewable
energy production

Comfort Indoor human well-being and
and functional characteristics of
safety interior spaces and safety
Outdoor quality Impacts on the outdoor

environment

2.1 The Methodological Approach

The comparison among the chosen green building
rating systems was carried out in order to underline
similarities and differences in their approaches.
Each tool is characterized by a certain number of
macro-areas that are divided into credits achievable
on the basis of the building characteristics; each
credit is also characterized by a "weight" that stands
for the importance given to the specific credit on the
final score. Moreover, each rating system allows us
to achieve a building labeling on the basis of the
reached final score, which is the sum of the points
gained for each credit, previously multiplied for
their specific weights. It is worthy to notice that each
certification system is characterized by a certain
point total amount and it is distinguished by a pre-
cise number of achievable credits. Fig. 1 shows the
original rating systems macro-areas; in this analysis
only the credits related to the new residential build-
ings were considered. Starting from previous stud-
ies (Asdrubali et al., 2015; Bisegna et al., 2016), this
work presents the comparison among ITACA,
CASBEE, and Green Star sustainability rating scores
by applying the six new macro-areas (see Fig. 2).
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Fig. 1 — Original rating systems macro-areas

The credits included in the original macro-areas of
each system were distributed into the new six ones
and their scores were normalized in order to make
the tools comparable. In the normalization process
the credits related to the management aspects were
not taken into account because they include bureau-
cratic issues that do not match the purpose of this
study. Similarly, also the innovation extra points
that allow to get up to 10 extra points in each proto-

col, were not considered in the analysis.
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Fig. 2 — Distribution of credits for the new six macro-areas

2.2 The Applied Green Building
Rating Systems

221 ITACA

In Umbria, where the building analyzed in this
work is located, the regional law number 17 (2008)
introduces the certification of the environmental
sustainability in the building sector. The law is man-
datory for public buildings and voluntary for the
private ones. The evaluation of the buildings is real-
ized by means of 22 technical sheets inspired by the
ITACA protocol and customized to the local fea-

tures. The protocol is divided into five macro-areas:
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quality of the site, resource consumption, environ-
mental loads, indoor environmental quality, and
service quality.

A score is associated to every sheet from “poor” (-1)
to excellent (+5); the sum of the scores, calibrated by
the different weights given to every sheet, deter-
mines the score of each macro area. In the ITACA
protocol the resource consumption has the heaviest
weight (53.6 %), followed by Indoor environmental
quality (18.2 %) and Environmental loads (17.5 %);
service quality (6.7 %) and site quality (4 %) have
the lowest weight. The sum of the scores of the
macro areas gives the final score that classifies the
building according to one of the five classes of sus-
tainability provided: A+, A, B, C, D (see Table 2). If
a building is in the D class, it is to be considered

uncertified.

Table 2 — Final achievable scores in ITACA

Total Score Class
100-85 A+
84-70 A
69-55 B
54-40 C

<40 D

2.22 CASBEE

In Japan, the governmental and academic project
that worked on the CASBEE protocol was devel-
oped in 2001 by two organizations: The Japan Green
Build Council (JaGBC) and the Japan Sustainable
Building Consortium (JSBC). CASBEE identifies
two main vectors that are considered incompatible
and inversely proportional: the improvement of the
environmental quality (Q) and the building envi-
ronmental loads (L). The certification is not based on
the sum of scores obtained from the different ele-
ments analyzed but on a simple scalar indicator
named “Building Environmental Efficiency” (BEE)
indicated and calculated as the ratio Q/L.

In CASBEE, the Environmental Quality (Q)
measures the following assessment fields: quality of
the indoor environment (Q1), the building service
quality (Q2), and the quality of the surrounding site
within the hypothesis space (Q3). On the other
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hand, the Environmental Load (L) measures the fol-
lowing assessment fields: energy load on the envi-
ronment (L1), the resources and material loads (L2),
and the building environmental loads outside the
enclosed space (L3). The classification of the build-
ing is realized through a special graph (Fig. 3) in
which the domains of every class are represented,
the Q result should be set on the vertical axis (y-axis)
and the L result should be set on the horizontal axis
(x-axis). Therefore, the efficient building is the one
that is characterized by the least environmental load
and the highest environmental quality. The ranks
provided are S (excellent), A (very good), B+ (good),
B- (fairly poor), and C (poor).

100 BEE=30 BEE=15  BEE=10

-1
/ BEE=-0.5

0 50 100

Fig. 3 — Graph for CASBEE classification

223  Green Star

Green Star was launched in 2003 by the Green Build-
ing Council of Australia and then, after having been
customized and adapted to the local contexts, was
adopted also in New Zealand and South Africa. The
protocol identifies nine macro-areas: management,
indoor environment quality, energy, transport,
water, materials, land use & ecology, emissions, and
innovation.  Every category gives credits that
address specific aspects of a sustainable building
design, construction or performance with a total of
156 un-weighted points available for distribution to
eight categories. Five extra points are available for
the Innovation category but they are not considered
in this paper. The weights of every category are:
Management 9 %, Indoor Environmental Quality
17 %, Energy 19 %, Transport 8 %, Water 10 %,
Materials 21 %, Land use & ecology 5 %, Emissions

11 %. The sum of the credits allows to classify the
sustainability level of the building expressed
through a number of Green Stars rating from 1 to 6
(Table 3). In this paper the “Design and As built”
certification scheme was considered. This version of
the protocol allows to certificate buildings only
from Four to Six stars: scores under 45 points are

insufficient for certification.

Table 3 — Green Star rating scores

Score Rating Category

10-19 One Star Minimum Practice
20-29 Two Stars Average Practice
30-44 Three Stars Good Practice

45-59 Four Stars Best Practice

60-74 Five Stars Australian Excellence
75+ Six Stars World Leadership

3. Case Study

The case study is represented by the green building
complex “Le Violette”, located in Foligno, in the
region of Umbria (Italy). It was built by taking into
account the principles of sustainability in terms of
both structural and technical solutions (Fig. 4). The
building is characterized by a modern style but,
nevertheless, it is well integrated in the surrounding
landscape. The structure has a regular shape (organ-
ised on four floors) and has a total of twelve flats
sized are 71 and 90 m2. Moreover, the building has
12 basement garages.

External solar shading systems are installed; the
building is equipped both with “roof garden” and
inclined roofs in order to allow the positioning of
solar and photovoltaic panels. The heating system is
centralized and characterized by radiant floors. It is
powered by geothermal energy and heat pumps.
The envelope of the building is well insulated
through the employment of wood panels and

expanded polystyrene.
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Fig. 4 — The case study: “Le Violette” complex

4. Results and Discussion

The first step of this study was the application of the
original rating systems to the analyzed building. It
can be seen that the building achieved

57.71 % of the total score applying the ITACA pro-
tocol, and is certified “B level” (Table 4); the
CASBEE system gave a score equal to 1.8 BEE index,
which represents the “A” level (4/5 Stars) (Table 5).
Finally, the application of Green Star gives 45 % of
the score that corresponds to a rating of “Four Stars”
(Best Practice) (Table 6).

Table 4 — Points achieved by applying the original version of
ITACA

Original Areas Points
Site quality 0.80
Resource consumption 34.14
Environmental loads 15.12
Indoor environmental quality 6.37
Service quality 1.28
Certification Level: B 57.71

These dissimilarities in the results can be referred on
one side to the different range of achievable credit
points and on the other side to the number and
typology of credits available for the sustainability
assessment. For example, Green Star has a narrow
range of points and generally assigns one or zero
points for each credit; thus, if the building cannot
achieve the strict requirements defined by the

credit, the score obtained is 0.
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Table 5 — Points achieved by applying the original version of
CASBEE

Original Areas Points
Q1 Indoor environment 3.6
Q2 Quality of service 3.2
Q3 Outdoor environment on site 3.5
LR1 Energy 4.2
LR2 Resources & Materials 2.8
LR3 Off-site environment 3.7
Certification Level: A BEE:1.8

On the contrary, both CASBEE and ITACA are char-
acterized by a wider range, and it is easier to get a
better score (0+5 points for CASBEE and -1+5 for
ITACA): even though the maximum points cannot be
reached, halfway performance can be assessed
anyway with a medium score (i.e. 3 points). Further-
more, CASBEE takes into account more aspects and
sustainability issues compared to Green Star and
ITACA. These motivations influenced the final score
of CASBEE, which results in being the highest one.

In the second step, the results gained by the three
rating tools were compared by applying the new six
macro-areas to highlight the main differences in the

composition of the total score.

Table 6 — Points achieved by applying the original version of
Green Star

Original Areas Points
Management 6
Indoor environment quality 13
Energy 4
Transport 1
Water 3
Materials 6
Land use & Ecology 3
Emissions 5
Innovation 4
Certification Level: 4 Stars 45

Once the new macro-areas were filled with credits,
the scores were normalized on the basis of 100, in
order to verify the importance that each rating

method gives to the different aspects.
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Fig. 5 shows the points achieved in each rating sys-
tem after the application of the new six macro-areas.
The figure allows us to understand the percentage
points achieved for each new macro-area by the
studied building, compared to the maximum

achievable.
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Fig. 5 — Comparison among ITACA, CASBEE and Green Star
results (new macro-areas).

Moreover, Fig. 5 provides the comparison among

the rating systems and highlights that:

- By applying ITACA, the building obtained the
highest percentage of the reachable score in
Water category (83.56 %), followed by Materi-
als (76.60 %) and Outdoor Quality (77.20 %)
categories, compared to the other protocols. On
the other hand, the lowest scores were achieved
in Site (where this rating system obtains a score
lower than 20 %) and Comfort and Safety
(where ITACA reaches a score of about 35 %);

- By employing CASBEE, the building results as
the most efficient only in Energy category
(84 %), Site (71 %) and Comfort and safety
(63 %), compared to the other rating systems. It
is possible to observe that CASBEE results are
high and comparable among the six new
macro-areas: all its scores range between 55 %
and 84 % and, due to this, the building scores
the best certification level;

- By using Green Star, the building always
achieved the lowest scores, compared to the
other protocols, except for the Site and Comfort
and Safety categories, in which the worst was
given by ITACA. In particular, by using Green
Star, the building obtains scores lower than
20 % in Energy and lower than 30 % in Water.
On the contrary, the highest scores were

achieved in Comfort and Safety (about 60 %)
and Site (about 44 %).

It can be noticed that the highest final score reached
by applying the CASBEE rating system (Level A-
very good) is related to the fact that a high and
homogenous amount of points in the six macro-
areas was obtained (as mentioned, it ranges
between 55 % and 84 % of the total achievable
points). On the contrary, for the other two systems,
the obtained scores for each macro-area have high
variabilities. Despite the fact that ITACA is the most
widely applied green rating tool in Italy and we
should expect to gain the best certification level
through its application, ITACA scores range
between 19 % and 84 %, highlighting results that are
not comparable between the new six macro-areas.
Also by employing Green Star the score was quite
unsatisfying, it is homogenous with ITACA, in fact

it ranges between 18 % and 60 %.

5. Conclusion

This paper proposes a comparative study among
three building environmental assessment methods,
ITACA, CASBEE, and Green Star.

The tools were firstly applied to a residential build-
ing located in Italy; then, the results were compared
by using a methodological approach based on the
definition of six new macro-areas.

This approach allowed us to underline the main dif-
ferences and analogies among the protocols, by sub-
dividing and distributing their credits into the six
new categories (site, water, energy, comfort and
safety, materials, and outdoor quality) and by nor-
malizing them on the basis of 100. The building
achieved very different final scores with the three
systems: the best was CASBEE while the worst was
Green Star.

It is a bit surprising that the building achieved a bet-
ter score with the CASBEE method than with
ITACA, considering the fact that the latter is widely
adopted in Italy. This circumstance is probably
related to the different range of achievable credit
points and the number and typology of credits

available for the sustainability assessment.
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It is worthy to notice that by analyzing in detail each
macro-area, high differences among the perfor-
mance rates given by each tool were observed. It is
therefore possible to assert that it is difficult to
achieve a common sustainability language due to
different calculation models, different credits, and
weights applied by each green rating systems. There
is therefore the need to homologate the targets of
sustainability by defining a set of sustainable issues
regulated by common principles shared all over the

world.
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Abstract

The use of numerical simulation applied to heritage build-
ings triggers a tremendous increase in complexity and at
the present time, few studies focus on this issue and the
problems of their calibrations. The difficulties are affected
by many factors: the complex geometry involved, the non-
standardization of building elements, the inertial behav-
iour of the wall masses, the importance of moisture
transport; in short, the complexity of managing the design
workflows in a conservation project of historical build-
ings. The integration of numerical simulation and Build-
ing Information Modeling is not yet automated and relies
heavily on the manual steps and the individual experi-
ence. The research analyses the high potential of the use of
the simulation of building performance, and the computa-
tional design along with Heritage Building Information
Modeling, with the aim of pushing the three technologies
to their potential limits, and promote their evolution
towards an easier practical application. The paper pre-
sents an experimental HBIM workflow applied to a case
study of a building located in an Italian historic centre and
discusses a number of problems that still exist in the
application of these workflows. They range from finding a
correct set of information necessary for the analysis to the
lack of interoperability that still exists between the
software, up to the difficulties of the methodological
approach. The results show that through a combination of
recent open source software constantly evolving, it is pos-
sible to overcome some of the obstacles that prevent an
effective interoperability between individual software,
paving the way for an increasing number of useful solu-

tions in the built heritage conservation.

1. Introduction

The construction industry in Europe is responsible
for about 40 % of the total energy consumption and
36 % of CO2 emissions (Economidou et al. 2011;
Berardi, 2015). The European Commission has un-
dertaken several actions to reduce energy con-
sumption in the building sector with two directives
on the energy performance of buildings (EPBD 2002
and EPBD 2010 recast), but because of the difficul-
ties in finding energy efficiency measures compati-
ble with architectural, historical and cultural herit-
age values of the built environment, (also very vul-
nerable to climate change, Kilian et al. 2010) histori-
cal buildings have been excluded from these direc-
tives (European Parliament, 2012). However there is
a large untapped potential in these interventions
(Martinez-Molina et al. 2016; D’Ambrosio et al.
2015; Ascione et al. 2015), and in recent years, thanks
to the adoption of the concept of energy efficiency
as a tool to protect and support the conservative
process, rather than a legislative restriction (Carbo-
nara, 2015), the conflict between conservation prac-
tices and energy efficiency measures seems to be

finally solved.

1.1 Building Performance Simulation and
Built Heritage

Among the latest technical instruments to improve
energy efficiency of the built heritage, building per-
formance simulation (BPS) is one of the most prom-
ising. BPS is primarily a powerful tool for under-

standing complex phenomena (Clarke et al., 2015),
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moreover it enables innovative applications in res-
toration design process and in non-destructive pre-
diagnostics and diagnostics of cultural heritage.
This depends also on its capability of providing
feedback on energy and environmental implications
of conservation interventions and on changes-em-
bedded in the deterioration process. In spite of the
possibilities of use offered by these tools, their
applications are still few in the early stages of build-
ing design practice and even less in case of historic
buildings, with a concentration of implementation
examples in the Italian context (Ascione et al., 2015;
Roberti et al., 2015; Cornaro et al., 2016). This is
mainly due to the complexity inherent the historic
building from a simulative point of view connected
with the complex geometry involved, the lack of
standardised building elements, the inertial behav-
iour of the wall masses, the importance of moisture
transport, and not secondarily, the reluctant atti-
tude of architects to use these tools in the design
process (Paryudi, 2015). A major barrier to simula-
tion tools in conservation design processes consists
in fact in how to deal with a great amount and vari-
ety of information and with the complexity of archi-
tectural features (geometry representation, building
envelope, survey of the passive behaviour, histori-
cal material characterisation, etc.) that must be

taken into consideration with historic buildings.

1.2 The Heritage—BIM Approach and
Interoperability with Building
Performance Simulation

A historic building is characterized by a multitude
of heterogeneous information that go beyond its
physical and geometrical characteristics (Saygi et
al., 2013). As demonstrated by a series of studies
(Logothetis et al., 2015), the Building Information
Modeling (BIM) technology seems capable of
triggering a new evolution of an integrated and
efficient management of the knowledge produced
by the conservation process. In the field of Heritage
Building Information Modeling (HBIM) after the
first experiments on geometry representation
(Murphy, 2012; Dore et al., 2015) the researches are
gradually following other multidisciplinary studies
based on interoperability with structural analysis
(Oreni et al., 2014; Bassier et al., 2016), building
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operation and management (Barazzetti et al., 2016),
documentation and design of restoration interven-
tion (Gigliarelli et al., 2015) and environmental and
energy retrofit (Gigliarelli et al.,, 2016). Since an
HBIM model already contains a large amount of
data required for a building simulation, interopera-
bility can save time and costs while reducing errors
and mismatches (Rahmani Asl et al., 2013). Unfortu-
nately, the integration between BIM and simulation
environments is still a complex issue, still in the
development phase (Ivanova et al., 2015; Senave et
al., 2015; Maile et al., 2013): the attempts of the BIM
world to interact with the simulations have not yet
produced satisfactory results. Using IFC format or
gbXML certification it is still not possible to effec-
tively transfer all the data needed for the simulation
(Ahn et al., 2014), and often the BIM-based model
for a BPS ends up so heavily influenced by the pur-
pose of simulation to be of little use at an architec-
tural level which results in a parallel modeling. On
the other hand numerical simulations are still used
as a combination of science and art based on the
user’s experience (Hitchcock et al.,, 2011), a non-
standardized process that suffers the dichotomy
between architecture and building a thermal vision
(Wilkins et al., 2008). Information modelling,
interoperability and knowledge management
within the Heritage BIM become even more strate-
gic within the legislative and regulatory framework
that is being developed in various European coun-
tries also as a result of the European Directive
2014/24/EU on public procurement (European Par-
liament, 2014). With the Article 22 c.4 4. of the
Directive 2014/24/EU "For public works contracts
and design contests, Member States may require the
use of specific electronic tools, such as of building
information electronic modelling tools or similar"
the legislator seems to guide all EU member states
towards a BIM-based approach for public procure-
ment even on historic buildings and highlights the
need of a conscious adoption of methodologies and
tools for building information modeling based on

open standards for interoperable data.
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2. Methodology

2.1 Proposed Approach, Needed Expertise,
and Workflow

Given the current BIM-BPS interoperability limita-
tions and additional complexities arising from the
selected historical building, we opted for a semi-
automated interface that is more reliable and suited
to the task compared to a fully automated interface,
thanks to its possibility of human intervention in the
process (Ahn et al., 2014). The undertaken solution
has exploited the computational design (CD) that is
used today mainly for the generation of aesthetic
form but has a huge untapped potential in perfor-
mance-based design (Rahmani Asl et al., 2013) as an
intermediate step between the two environments.
Four specific experts were involved in the process:
the conservation expert who followed the entire
procedure from data collection up to the control of
the results in terms of architectural HBIM and en-
ergy simulation, the BPS expert who contributed
from the analytical phase through all the other steps
to check the interoperability between the software,
the BIM expert, and the CD expert. In conventional
workflows geometry and building components
modelling are executed in parallel between BIM and
BPS, starting from a common multidisciplinary

analysis (Fig. 1).
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Fig. 1 — Conventional and proposed workflow to avoid parallel
modeling and datasets

After a series of tests and experimentations, a new
highly effective design workflow is presented, a

process in which from the BIM software Archicad,

the geometry is exported through gbXML schema,
the opaque and transparent building elements
through spreadsheets. Both data are then acquired
inside the Rhinoceros-Grasshopper CD environ-
ment and then translated into an .idf file (Ener-
gyPlus file format) through the two plug-ins of
Grasshopper Ladybug and Honeybee (Roudsari et
al., 2013).

The following workflow has been used (Fig. 2) to
verify, under the coordination of the conservation
expert, that the HBIM-generated information was
correctly received by EnergyPlus:

BIM Modelling BIM export and import CD export and BPS
andBPS planning i toCD environment verification

STEP | 5 T STEPII T STEPIN
BIM ) !

Involved Experts

Built Heritage (€3] ars (Juf%) B (B

Fig. 2 — Testing workflow

Computational Design]

- In the first step, HBIM modelling is performed
while planning for the BPS the thermal zones or
surfaces sub-division due to different boundary
conditions or different building constructions;

- in the second step the model is exported from
HBIM in a format that can be easily acquired
inside the computational design environment
where a first check of errors is carried out;

- in the third step, the .idf file is written by
Honeybee inside the CD environment, it is then
checked inside EnergyPlus Idf Editor and the
simulation is launched. If the data transfer
resulted inconsistencies, the process starts

again from the first step.

2.2 Case Study

The case study, located in the historic centre of
Frigento, is a traditional terraced house resulted by
the merging of two previous units, and partly
rebuilt after the earthquake in Irpinia in 1980. After
conducting an in-depth historical analysis of its con-
struction and evolution, a metric and geometric sur-
vey of its three-dimensional consistency was per-
formed. The metric and geometric representation of
the building was based on 3D laser scanner surveys

and photogrammetry surveys with telescopic
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3DEYE, compared with old drawings, archived doc-
uments, data concerning the historic construction
techniques and architectural details, and enriched
with in-situ direct specific measurements. The
building walls are characterised by three different
kinds of masonry (mainly Castelluccio limestone,
with the exception of the North side which is in tuff,
and part of the reconstructed east side that is in
hollow bricks), with plaster on both sides. The
windows are double-glazed, the floor is weakly
insulated and ventilated with a crawl space: the first
floor was rebuilt over the existing wood beams (re-
tained) in reinforced concrete and hollow tiles with
iron beams. The roofs were reconstructed in wood
with weak insulation. Non-destructive diagnostic
tests such as infrared thermography, magnetic
analysis, and heat flux measures, were performed to
determine thermo-physical characteristics and criti-
cal points. The energy request of the building was
retraced through monthly energy bills.

2.3 Thermal Zoning and Energy Modelling

The first geometric interoperability tests were per-
formed on very simplified models in a three-step

process (Fig.3).

3ds Test

gbXML test

Fig. 3 — Geometric interoperability test models

First, the simple mass created by Archicad was
exported in the .3dm file format of Rhinoceros, and
then imported inside Rhinoceros to test the geomet-
ric functions of Honeybee (i.e. the transition from
CD to BPS). Next a second simple volume was
added in Archicad to verify surface matching of two
adjacent surfaces for thermal zoning. In the third
step a more complex geometry with walls thick-
nesses was modelled by Archicad and exported in
xml format through the gbXML schema. This
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allows the test of a zone creation, openings and sur-
face matching separated by a gap corresponding to
the thickness of the wall.

After these tests it was possible to address the spe-
cific complexities required by a thermal zoning and
geometry representation of the heritage building,
starting from the architectural model in HBIM. This
approach simplified the design of the simulation
and its thermal zoning because it allowed planning
building simulation directly on an existing model.
The building was divided into three thermal zones
(ground floor, first floor, and north attic) in order to
maintain the geometric representation of the masses
only when it becomes crucial for the numerical rep-
resentation (i.e. internal floors exposed to the sun).
Therefore, some internal partition geometry was not
exported into the energy model, since additional
masses could be added later in EnergyPlus. Due to
the massive characteristic of the building and to the
great differences between walls, the HBIM-based
energy model preserved all the existing thickness
differences. This solution generated two problems
on the model: the first was the creation of additional
and not required surfaces in the automated genera-
tion of Archicad spaces (every time walls of differ-
ent thicknesses were present on a coplanar surface).
This barrier was eliminated by setting the construc-
tion of the walls on the internal axis in Archicad
before exporting the file through the gbXML
schema. The manual intervention highlighted the
need for a better automation of the space construc-
tion, capable to bypass a heritage building typical
problem that occurs when thermal zones are differ-
ent from the spaces defined by real internal parti-
tions.

To solve the second problem, linked to the thermal
zoning as well, the boundary condition for the
Archicad spaces was removed from two internal
partitions. Then in Archicad two virtual surfaces
were modelled in parallel (Fig.4, last model, green
areas) with space boundary properties in order to
replace spaces as needed for thermal zoning. It is
recommended a better space modification ability in
Archicad to reduce the geometric issues arising

from the thermal zoning.
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Architectural BIM Model Archicad spaces (masses)  Archicad spaces (intemal surfaces)
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ngMLfor export gbXML geometry in Rhinoceros

Fig. 4 — Generation of the thermal model from the BIM environment

Geometric modelling was completed by adding the
geometry of the surrounding buildings as shading
surfaces for the simulation (Fig. 5). The reconstruc-
tion resulting from a laser scanner survey of the his-
toric centre of Frigento was acquired and modelled
in HBIM, transferred to Grasshopper and then to
EnergyPlus.

Fig. 5 — Geometry representation inside the Rhinoceros environ-
ment of the thermal zones and the context surfaces imported from
the BIM model

2.4 Building Components Modelling

Building materials and construction elements were
specified in Archicad and then acquired through
spreadsheets generated by the software. The main
problem to address in terms of compatibility con-
cerns the different ways by which Archicad and
EnergyPlus manage materials and construction
elements. Firstly, in an Archicad environment the
building material is defined by the thermo physical
properties and the thickness is set up when creating
the construction element (composites), while in an
EnergyPlus environment the same material with

different thicknesses has a different value and a

different name. Secondly, the materials strati-
graphic sequence of some composites in Archicad is
the inverse of the one required by the EnergyPlus
construction elements (i.e. roofs). The solution of
both problems was found in the CD environment
where, once acquired from Archicad, materials were
automatically duplicated and renamed according to
their thickness value as required by EnergyPlus. For
the construction elements the problem was solved
by defining an additional value for each Archicad
composites elements to be exported in the spread-
sheet. This value was used to clearly indicate when
and in which thermal zone a stratigraphy needed to

be duplicated and reversed.

o

599898000

o

Fig. 6 — Grasshopper screenshot of the data acquisition for building
materials and construction elements

These steps were needed to keep the HBIM model
simple and as less as possible affected by modifica-
tion generated for the simulation purpose.
Although at the end of the process all the issues
were addressed, the process required complex com-
putational design software architecture (Fig. 6), this
shows that a greater automation of the translation
process inside the BIM environment is highly desir-
able.

2.5 EnergyPlus file check and simulation

In the final Grasshopper file (Fig. 7), the geometry
and the building elements were manually matched
inside the corresponding thermal zone, along with
the rest of the input for the simulation through
Honeybee. The generated .idf file and the error files
of the simulation were then checked, they resulted

in no errors.
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Fig. 7 — Grasshopper screenshot of the final Grasshopper file that
links together Archicad and EnergyPlus

3. Results and Discussion

A new fully implemented methodology to link
together Heritage-BIM and BPS is proposed that,
through an integrated approach involving the joint
work of a multidisciplinary team of experts (in con-
servation of architectural heritage, building perfor-
mance simulation, building information modeling
and computational design) in conjunction with the
use of a set of up-to-date open source software is
able to generate and modify geometry and building
elements both for the thermal and the BIM model
through an active and parametric link. The semi-
automatic approach increases the speed by which
reliable simulations can be produced and allows the
team to intervene directly in all data transfers. There
are still interoperability limits between the two soft-
ware environments, that could be overcome
through future research and tests by the team. How-
ever, its development represents a significant step
towards the production of tools combining the par-

ametric design process with performance analysis.

3.1 Future Research

Future research developments will aim to simplify
and improve the proposed workflow that integrates
the BIM with numerical simulations, reducing non-
automated steps to limit the risk of errors and mis-

match, while preserving the possibility of human
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intervention, a crucial need raised by the conserva-
tion field. Additional possibilities for data exchange
(i.e. schedules and internal gains) between the two
environments will be further investigated along
with the data visualisation of the simulation results

inside the HBIM environment.
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Abstract

Conventional building energy simulation utilizes
characteristic locational weather data to illustrate the
typical operation of the modeled facility, generally to
provide design or capital investment insight. Because of
the uncertainty in the weather, the assumptions behind
typical meteorological year (TMY) data tend to perform
poorly in building energy modeling applications for real-
time control such as model predictive control (MPC) of
passive building thermal mass. To account for weather
uncertainty in such operational context, we present a
strategy for creating an arbitrary number of plausible
near-future weather scenarios via a vector autoregressive
(VAR) time-series prediction framework. This approach
allows us to preserve the relationships between several
spatiotemporally interrelated weather variables, for
example dry-bulb temperature and absolute humidity, by
capturing the variance in the joint time-series. Results
from several climates are presented for 24-hour
predictions of psychrometric and solar weather variables
for a range of samples sizes and the application to
stochastic MPC is highlighted.

1. Introduction: MPC for Space
Temperature Setpoints

In a perfect world, in which we had perfect forecasts
of future weather events, a commercial building
could be controlled by adjusting the space
temperature setpoints and other operational
parameters in order to both keep occupants
comfortable and minimize either energy
consumption or utility cost according to the
conditions that the building will experience in the
near future. These optimized strategies would take
advantage of the thermal capacitance of
construction materials (structural steel and

concrete) and interior furnishings (e.g. system

furniture) to store heat and release it at a later time.
This type of control would require:

1. A model to represent the behavior of the

building in response to weather variables
2. A mechanism for forecasting future weather
and other uncertain driving variables

Building energy modeling is common today and is
typically employed during the design phase of a
new construction project or during retro-
commissioning  of an  existing facility.
Unfortunately, perfect weather forecasts do not
exist. Statistical models that represent plausible
weather forecasts have been in use for decades; the
difference between these plausible scenarios and the
weather events that will eventually unfold
represents our uncertainty in using this data for
MPC. We can attempt to account for this uncertainty
by using a range of plausible weather scenarios to
account for what may occur, as opposed to a single
forecast. Here, an MPC strategy would implement a
control strategy that performs best over the entire
range of possibilities in an attempt to protect
ourselves from the mismatch between forecast and
actual weather. The established methods of
accounting for this range of possibilities are robust
MPC, which examines and prepares for the extreme
events that may occur, and stochastic MPC, which
uses random but statistically likely events instead in
an attempt to reduce the conservatism inherent in
robust MPC.

2. Uncertainty Characterization

A typical energy model can be considered as a “grey
box” representation of a building. That is, it uses
physics based models of heat transfer phenomena

enhanced by empirical data and statistical models to
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represent equipment performance and other facets
of building operation. These models are ambitious,
attempting to capture the effects of weather,
occupants, internal gains such as computers and
lights, construction assemblies, stratification of air
inside spaces, thermal mass of furnishings and
more. Attempting to capture the behavior of so
many features of modern buildings means that
simplifications necessarily take place; occupants are
modeled through immutable schedules as are lights
and internal heat gains such as computers, weather
is assumed to be “typical” weather rather than
historic or forecast, air is assumed to be fully mixed
or arbitrarily “layered”, and so on. What these
energy models do not account for is the uncertainty
in all of these other characteristics; the framework
proposed here attempts to account for the
uncertainty in weather so that these models may be

used in a stochastic MPC context.

2.1 TMY Data

Energy models used for design or commissioning
purposes typically make use of TMY weather data
for a location reasonably close to the modeled site.
The goal of TMY data is to represent the typical
characteristics and patterns of local weather—it is a
composite of many years of empirical data for the
given location. In this case, “typical” means that
many years (typically 30) of data are collated to
capture a wide range of weather phenomena
experienced by a location while still presenting an
annual average that corresponds to the average
long-term weather trends for that location. Because
of this, one cannot assume that the hourly TMY
weather data will match the actual weather at any
given time but one can reasonably assume that the
long-term data trends will tend to be similar to the
actual weather.

For engineers and architects designing buildings
and building systems, performing a simulation
using TMY data is sufficient to determine the
performance impact of design decisions and to
create arguments to justify one design over another.
For the operation of the building, however, one
cannot assume that TMY will match the current or
future weather; if we would like to optimize the

operation of our HVAC systems, we would like to
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know how weather will behave in the short-term.
Predicting short-term weather trends is, of course, a

famously difficult problem.

2.2 Uncertainty with Scenarios

The difficulty in predicting short-term weather
trends is an uncertainty we wish to account for in
MPC. Classically, this uncertainty might be
represented by the extremes encountered for a
particular location-the so called robust MPC
framework (Kouvaritakis and Cannon, 2015). This
however introduces a considerable amount of
conservatism in our model; since extreme weather
patterns are unlikely to materialize, in most
situations we would expect that optimizing
building operations to account for these extremes
would mean that some savings are “left on the
table” — meaning that there is still potential for
further optimization.

Instead of relying on extreme events to characterize
a location’s short-term weather patterns, we can use
data to develop a hypothetical weather pattern that
is likely to occur by examining the recorded weather
pattern leading up to the current moment. In this
approach, we assume a future time horizon, F, for
which we would like to optimize over as well as a
window of time directly preceding the current time
for which the optimization is taking place, H. The
past time window H represents the historical data
that we will use to generate a likely weather
scenario for the future time horizon F.

The scenario approach is naturally deterministic,
unlike other stochastic MPC strategies such as the
use of chance constraints, for which the feasible set
of solutions have the potential to be non-convex and
difficult to express (Schildbach et al., 2013). Scenario
based approaches have been shown to be an
effective method in estimating the solution of
nonlinear optimal control problems (Mesbah, 2015),
which optimization problems involving buildings
tend to be.

3. Vector Autoregressive Framework

Because weather variables are not independent (i.e.

dry bulb temperature has a relationship with
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absolute humidity), any effective modeling ap-
proach used to produce a weather scenario must ac-
count for the joint variance between the modeled
variables. Here, we use a vector autoregressive
(VAR) model to represent this dependence. The VAR
framework has been shown to generate useful
weather scenarios that account for the stochastic
nature of local weather pattern (Verdin et al., 2014).
The VAR model can be summarized as an extension
of the classical autoregressive time series model
which allows explaining each variable’s evolution in
terms of its own lags (the value of the variable at
previous time intervals) as well as the lags of each
additional exogenous variable assumed to be
interrelated. To illustrate this approach, let us first
consider an example in which two variables, say dry
bulb temperature (T) and absolute humidity (W) are
modeled as lag 1, or rather that the current value of
these variables is only a function of their values at

the previous observation:
.1 _r1a A1 A12][Teq €1
A R P R P RS

Here, c1 and ¢2 are some constants and e: and ez are
error terms. The A matrix is solved via a least
squares minimization. The current values of
temperature and absolute humidity are assumed to
depend only on the values at the previous time step;
the number of lags represent the time window used
to create the forecast, in this example the window is

1 hour.

3.1 Lag Selection

Of course, predicting future temperatures based
solely on the value of temperature and humidity an
hour ago are not likely to be very accurate. We
would like to choose a number of lags that
maximizes our confidence in the model. Following
(Hastie et al., 2008), let us define our total prediction
error E as in Equation 2:

1

E =520 L (X0, f() @)

where N is the number of samples, f(n) is the fitted
model, and L is some loss function relating the
observed test value X(n) with the prediction. Since

the testing error will nearly always be smaller than

the error for new predictions, it is useful to quantify
our confidence in the model and thus how
optimistic our testing error is. We define this

optimism O as:
O0=Epn-E ®)

where Ej;, is our in-sample error, an estimate that
combines the prediction error with a term that
penalizes complicated models; the justification
being that complex models may be over-fitted to the
training data. Two common estimates for in-sample
error E;, are Akaike’s Information Criterion (AIC)
and the Bayesian Information Criterion (BIC). We
can define both criteria in terms of the final
prediction error FPE for autoregressive models
(Akaike, 1969), which is based on the mean squared
error of residuals RZ(A™)) in Equation 4, the VAR

model order or number of lags M:
_ ~ ~ 2
RZ(AM) = <3N, [R00) - 2i o, A R —m)| (@)

Where AM is the matrix of covariates from the
fitted VAR model and X (n) is the deviation from the

data mean:
X(n) = X(n) — =30, X(n) 5)

with X(n) being the observed data. Using Equation

4, we can estimate our final prediction error as:
M+1
FPE = (1+23)s,, (6)

where Sy is:

N

Su =5 REAMD) )

N—

Using our estimate of the final prediction error we
can now formulate an information criterion to guide

the selection of lags:

AIC = In|FPE| + = MP? (8)
BIC = In|FPE| + % MP? ©9)

where P is the number of variables jointly modeled.
Equations 8 and 9 use similar penalty terms, BIC

penalizing complex models slightly more than AIC
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due to the In N term versus factor 2 as illustrated in
Fig. 1. Ideally we would like to minimize how
optimistic our model is, so we should select a
number of lags that minimizes either the AIC or BIC,
whichever we elect to use. Because of the slightly
larger penalty term in BIC, models using this
selection criteria will generally have fewer lags than

those using AIC.

Fig. 1 — Information criterion scores for solar forecasts (top) and
temperature forecasts (bottom)

After we select the number of lags, we write the
general form of the VAR framework for P variables

and M lags as in Equation 10.
Xe=cH+ XN A X m+e (10)

or in long form for each variable x,,p € [1, ..., P]

X1t 1] A§11) Af;), X161
[S]:[E + 1 : : [ : ]+
Xpt Cp] AE}; AE}})) Xpt-1
A%) A%) X1,6-M e;
+ o : ] +1]
_A%) A%,) xpe-ml lep

where c is some constant and e is some error.

4. Scenario Generation

Using the VAR framework, we can take advantage
of either locally measured historical or typical
weather data to forecast a range of scenarios to
represent what the local weather of a given location
may look like over the next 24-hours.

The general process for producing weather

scenarios is as follows:
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1. Fit a VAR model to the data by selecting a
number of lags via AIC and solving for the A
matrix like that shown in Equation 1

2. Find the standard deviation o for each weather
variable over the number of lags preceding the
current time ¢

3. For each desired scenario, perturb the observed
weather data during the time window (based
on the selected number of lags) with a random
variable between +o and use the fitted VAR
model to predict a weather scenario using the
perturbed data.

The development of the stochastic weather

generator gives us a tool for creating any number of

plausible weather scenarios that largely relies on
two parameters:

1. The length of the historical window W (the
number of lags used in VAR process);

2. The number of scenarios to be generated.

These parameters can be thought of high-level

tuning parameters specific to the application,

building and data at hand but some general

guidance on these questions is warranted. Fig. 2

illustrates how the range of predictions changes

depending on the number of scenarios, in particular
it indicates a widening interquartile range as the
number of scenarios increases. Indeed, as the
number of scenarios approaches infinity, a scenario
based stochastic MPC solution will begin to
approximate the robust MPC solution (Zhang et al.,

2013). In addition to the temperature and humidity

data we have seen thus far, we can also predict solar

data like that shown in Fig. 3, which shows
predictions for global horizontal and direct normal

irradiance using data from Golden, Colorado.

5 Dry bulb temperature ranges at 15:00 on July 1st

.
i

.

30

Dry Bulb (C)
o
5

nio ns0 nloo
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Fig. 2 — Example prediction ranges generated for an increasing
number of scenarios for dry bulb temperature during 15:00 on July
1st for Golden, CO
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Fig. 3 — Forecast of 10 direct normal and global horizontal
irrradiance scenarios for 24 hours starting on July 1%t in Golden,
Cco

5. Summary and Conclusions

The VAR framework provides an accessible and
generally applicable method of representing
uncertainty with scenarios. Indeed, the VAR
solution is tractable (as evidenced by rapid scenario
generation times) and easy to use, the only
requirement being relatively stationary time-series
test data, which the seasonal nature of weather
phenomena is well suited for. While the proposed
VAR framework provides a simple tool for
generating forecasts of short-term weather trends
for MPC applications, care must be exercised in
choosing which variables are assumed to be related.
Assuming two tangentially related variables are
dependent on each other can produce poor fits and
misleading results. Additionally, the selection of an
appropriate time-horizon is important for capturing
the daily swings in weather behavior; locations that
see large diurnal temperature differences may
require a longer historical window to produce
acceptable fits. Fig. 4 illustrates this using
predictions for a hot, humid climate (Atlanta,
Georgia) during the summer season where the
diurnal temperature swing is relatively large as
compared to a temperate climate (Golden,
Colorado) where the diurnal swing is

approximately 5 °C on the presented day.

%%%$E$*++?#fﬁ-#%%% el

Fig. 4 — Forecast of 50 dry-bulb temperature predictions for
Golden, CO (temperate, dry) and Atlanta, GA (hot, humid)

The solution presented in this paper was developed
as part of the stochastic MPC python package smpc
(Currie, 2016), the goal of which is to provide a set
of open-source tools for performing stochastic time-
series analysis and investigating stochastic MPC

problems.

Nomenclature

AIC Akaike’s information criterion
BIC Bayesian information criterion
TMY  Typical Meteorological Year
VAR Vector autoregressive

A Covariate matrix of the fitted VAR model
c Constant

e Error

E Total prediction error
f(n)  Fitted VAR model
FPE Final prediction error

F Future time horizon

H Past time window

M VAR model order, lag order
N Number of observations

0 Model optimism

P Number of features to model
R2(A™) Residual mean squared error
T Dry-bulb temperature

w Absolute humidity

X(n) Observed data

X(n) Deviation of the observed data from mean
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Abstract

Historic and traditional buildings, including rural ones,
are a territorial resource in Europe and constitute an inte-
gral part of the European cultural heritage. However they
are often characterized by poor energy performance and a
large potential for energy retrofit actions.

On the other hand, the hardest part in retrofitting such
buildings is the limited invasiveness that such actions
need to have on the historical and heritage value of the
building itself.

The paper describes an experience of re-design of an exist-
ing rural building located in Sicily, inside the ancient
Greek Valley of the Temples.

An energy audit was performed on the building, its energy
uses thoroughly investigated. A building model was
developed in the TRNSYS environment and its perfor-
mances validated. The validated model was used for rede-
sign studies aimed towards the improvement of the en-
ergy performances of the building in compliance with the
legislation. The best performing solutions to be applied to
a case-study like the Sanfilippo House are those regarding
the management of the building, as in the case of the nat-
ural ventilation and the HVAC setpoints that would allow
a large impact (up to a 10 % reduction in energy uses) on
the energy performances of the building with no invasive-
ness, and those with very limited invasiveness and high
impact on the energy efficiency of the building, as in the
lighting scenario (up to 30 % energy use reduction). The
most invasive actions can only be justified in case of high
energy savings as with the insulation of the roof, otherwise

they should be disregarded.

1. Introduction

Historic and traditional buildings, including rural
ones, represent one important territorial resource in
many European cities and are an integral part of the
European cultural heritage (Tassinari et al., 2007).
However, they are among the largest contributors to
the poor energy performance of the building sector
(Tadeu et al., 2015) in Europe since they often have
poor envelopes and un-optimized HVAC systems
that contribute substantially to CO:2 emissions, ris-
ing energy bills and increasing indoor environment
quality issues (Bastian et al., 2014). This represents a
large potential for energy efficiency that needs to be
tapped if the ambitious targets of decarbonisation
discussed at the latest COP meetings are to be met
in the future.

For example, a study based on building energy
modeling found that the refurbishment of half of
Europe’s buildings built before 1945 with an aver-
age of factor 4 reduction in the heat transmittance
(U) of the opaque structures could result in a reduc-
tion of 5.6 % of the total energy demand of buildings
(which represents 2.25 % of the total energy con-
sumption) (Climate-KIC, 2013).

In Italy, 60.44 % of the buildings were built before
1976 (13.15 % before 1919, and 22.90 % between 1919
and 1945) (Fabbri et al.,, 2011). In detail, over
3,900,000 buildings were built before 1920 and sev-
eral of these constructions are characterized by his-
torical and artistic values, therefore protected as cul-
tural heritage (Ascione et al., 2011). Furthermore,
there are 1,376,304 rural buildings used in continu-
ous or seasonal activities, 68 % of which are used to

store farm machinery and equipment; 1,084,038 are
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animal shelters, 45 % of which were built or restored
before 1970; the stock of housing within farms
amounts to a total of near one million and a half
units 1,460,980, 358,422 of which are unoccupied
(Candura et al., 2008).

It is often difficult to operate energy retrofits in the
context of historical buildings, since the main focus
is the achievement of higher energy performances
without compromising the architectural and histor-
ical value of the building (Dalla Mora et al., 2015;
Pisello et al., 2016; Tadeu et al., 2015).

Moreover, the regulation in Italy makes a clear dif-
ference between historical buildings and non-histor-
ical ones. Regarding the former, they are excluded
from the fulfilment of minimum energy require-
ments, even after retrofits. Furthermore, the retrofit
itself is to be subjected to a feasibility verification in
order to identify whether the action configures as an
“unacceptable alteration of the historical character”
of the building (Presidenza Repubblica Italiana,
2015).

Since the potential for energy efficiency enhance-
ment in existing buildings is so large (Beccali et al.,
2013), the EU has paid widespread attention to this
topic. In 2014 the energy efficiency Directive high-
lighted the need for member states to submit Na-
tional Energy Efficiency Action Plans and a long-
term strategy in the field of building renovation to
reach a higher energy efficiency. Also, member
states are required to renovate 3 % of the total area
of conditioned buildings.

The Energy performance of buildings Directive, by
introducing the Net Zero Energy Building concept
(Cellura et al., 2015), has tried to promote energy
efficiency with the built environment, as well as the
on-site generation through the exploitation of
renewable energy sources (Beccali et al., 2007).

In this context, the paper describes the experience of
a re-design of an existing rural building located in
Sicily, inside the well-known ancient Greek Valley
of the Temples, that mostly hosts the administrative
offices of the park.

An energy audit was performed on the building, its
energy uses thoroughly investigated. A building
model was developed in the TRNSYS environment
(University of Wisconsin, 2012) environment and its
performances was validated. The validated model

was used for redesign studies to improve the energy
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performances of the building in compliance with the
limitations set by the legislation.

The study aims to the simulation of energy effi-
ciency actions to be implemented inside the build-
ing in compliance with the limitations coming from
its status of heritage building.

The work is one of the plans of the CRIM-SAFRI
Italy Malta cross-border cooperation projects.

2. The Case Study

The building is called Sanfilippo House and it is
located in the city of Agrigento, in southern coastal
Sicily.

The building is very close to one of the most relevant
examples of Magna Grecia in Italy and has been a
UNESCO Heritage Site since 1997, the Valley of the
Temples (Fig.s 1 and 2).

Fig. 2 — Aerial view of the building (Google Maps)

The main body of the building is L-shaped (Fig.s
3—-4), with the main entrance located in the North, it
leads directly into the conference hall, marked by

the red arrow. All around it, in the two sections of
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the L, the building houses offices. Restrooms are
located outside the core of the building and are
located in the smaller construction at the far North
of the plan.

0000000
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Fig. 3 — Plan of the main body of the building (first level)

The basement of the building includes more offices

and technical spaces (Fig. 4).

Fig. 4 — Plan of the main body of the building (basement)

The building is characterized by a total floor surface
of about 730 m?, a height of about 5 m and a shape
factor S / V =0.51. The envelope is characterized by
tuff outer walls, with U=0.74 W(m?K) with a total
thickness of about 0.8 m; externally there is a coating
with stone and mortar; internally the walls are plas-
tered and painted with lime and gypsum.

The pitched roof (U=2.55 W/(m? K)) is made of brick

tiles on wooden decking; the wooden beams are

exposed; all rooms are made of terracotta bricks.
Floors are 160 cm thick and have a U value of 0.43
W/(m?2 K).

Windows use single glazing (overall average U=6.5
W/(m? K) while door-windows are double glazed
(overall U=1.86 W/(m?2K)); window to wall ratios are
never higher than 5 % in all facades and orienta-
tions.

The use of the building is non-residential, not more
than 50 occupants can be inside the building simul-
taneously. Work times are from 7:30 am until 2:00
pm, every day from Mondays to Fridays, while on
Wednesdays from 7:30 am to 6:00 pm. Fluorescent
tubes of different sizes give lighting. Internal
increases are mainly based on office equipment,
mostly personal computers (27 in the whole build-
ing) and printers (25). Working schedules for ma-
chines follow exactly the occupancy pattern in the
building, printers” peak power due to non-contem-
porary use is equal to 20 % at the most. Also light-
ings follow a variable use pattern that takes into
account both the occupancy levels and the availabil-
ity of natural light during the year. Heating and
cooling equipment are considered on as long as the
building is occupied.

The building is conditioned through an air-water
heat pump with R410A and fan coil units. The fan
distribution is a function of the geometrical and
thermal characteristics and based on the number of
occupants. The HVAC system works from Decem-
ber 1st, to March 31¢t in heating mode and from June
10t to September 10t in cooling mode.

Thermal imaging studies were performed as well
during the energy audit to determine the quality of
the envelope and the presence of thermal bridges
(Fig.s 5-7). Such an approach fits perfectly the lim-
ited invasiveness required for monitoring and diag-

nosing techniques to be used in a protected site.
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Fig.5 — IR image of the roof
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Fig.6 - IR of East oriented internal walls
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Fig. 7 — IR of the main North facade

The limits of the envelope are clearly highlighted by
Fig.s 5-6. Thermal bridges are clearly visible in both
the internal roof and the external facades. In Fig.5,
thermal bridges are highlighted whereas the
temperature on the roof is below the average up to

4-5 °C. In Fig. 6 a defective internal plaster layer is
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available and the thermal bridge in this case, causes
a temperature difference with the rest of the opaque
wall of 4.3 °C.

In Fig. 7 a defective insulation is evident, as the
external temperature in the opaque structure is var-
iable from 10 to 13 °C on the whole facade. This
highlights one of the most problematic aspects in
establishing the performances of heritage and his-
torical buildings: the low performances of the enve-
lope make it difficult to quantify the most correct as-
sumptions to be implemented in building modeling.
The results of the IR images have identified defec-
tive insulation in the envelope and are used to intro-
duce corrections to the theoretical U value of the
walls in the model to take into account the thermal
bridges.

Another critical aspect in most historical and herit-
age buildings is the lack of detailed energy meters
to quantify the energy flows within the building and
the difficulty in installing even temporary ones.

As such, all the energy use profiles were determined
based on working times, interviews of the occu-
pants, and calculation of the maximum power in-
stalled. The only available data was deduced from
the energy bills that led to the information reported
in Fig. 8.

5500

a1

o

o

o
]

4500

4000

3000
S

7 <
Electricity used

p
Oct

ul

Electricity use [kWh]
w
a1l
o
o
Jan —————— ]
Feb /1
O Mar /1]
Jun ————1
Nov ————— 1
Dec ————— 1

Apr /1

May —/1

5]
(2]

Fig. 8 — Energy bill monthly electricity use

As per the energy bill preliminary calculations,
overall electricity energy uses amount to roughly 69
kWhe/m? (51 MWh/year).
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3. Modeling

The modelling of the building was performed in the
TRNSYS environment. Due to a vast homogeneity
of the building thermal zones in terms of use pro-
files, occupation, and adopted thermal system, also
in compliance with the Italian technical regulations,
we opted to define one thermal zone per plan.

The heat pump is modelled with a fixed Coefficient
of Performance (2.92) and Energy Efficiency Ratio
(2.4) with 27 °C and 18 °C as cooling and heating
setpoints, respectively.

Internal loads for lighting are assumed to be 5 W/m?
for the whole building; when active, internal loads
for personal computers are assumed equal to 72 W,
while for printers the value input to simulation is
50W.

Natural ventilation and infiltration is modelled
through TRNFLOW (Transsolar, 2009), establishing
a pressure network in the model. The nodes repre-
sent the rooms and the building surroundings
(Weber et al., 2003). In the baseline model windows
are to be closed throughout the year.

The TRNSYS model outputs were compared with
the energy bill monthly information to validate

them critically. Results are shown in Fig.s 9 and 10.
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Fig. 9 — Validation of the simulation, annual data

Heating represents 17.34 % of the total electricity
consumptions, cooling is very close to this value
(18.38 %), while the highest contribution to the total
is the electrical equipment and lighting (64.28 %).

Lighting in particular amounts to about 48 % of the
electricity use in the building.

On a yearly base, the simulated results report a
deviation from the bills data close to 10 %. While
this is usually the threshold accepted worldwide in
several standards (ASHRAE, 2014) for validation of
models, a more in-depth analysis would allow relat-

ing these results to some contingent issues.
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Fig. 10 — Validation of the simulation, monthly data

The analysis in Figure 10 shows some differences
between the energy bills data and the simulations in
some months and results nearly identical in others.
These differences are connected to some behaviour
of the occupants, different work hours in some spe-
cific parts of the year than what were implemented
in the model and to the use of a standard weather
file during the simulation. Moreover, only one year
of energy bills was retained in the administrative
offices of the building and as such it was the only
quantitative reference available. The wide and non-
quantifiable use of a portable air conditioner was
registered as well for the summer period, which is
one of the causes of the more pronounced differ-
ences in the hotter months.

The model is however able to reproduce the general
trend with moderate differences with the energy
bills, and as such, is considered appropriate for the

development of the building redesign studies.
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4. Redesign

From the analysis of the building and of the results,
it is possible to define some retrofit actions to
improve the energy performances of the building.

The context in which to operate is bound by non-
technical constraints. As such the approach was to
target first the easiest and simplest reductions in
energy use with no structural interventions, while
only afterwards to include progressively more
invasive retrofitting actions. In this section of the
paper, the energy efficiency and retrofitting solu-
tions proposed are reported and briefly discussed.
All the retrofitting solutions proposed were ana-
lyzed singularly and the energy saving potential
was evaluated comparing all the retrofitting solu-

tions with the same baseline case.

4.1 Natural Ventilation

Benefits from promoting the use of natural ventila-
tion in mixed mode buildings range from an in-
crease in the air quality of the offices to a substantial
reduction in energy use.

The use of natural ventilation in the building is
modeled by implementing a mixed-mode building
control in the simulation, that includes the manual
opening of the windows when overheating occurs
(Tindoor > 26) and while external temperature is
below 26 °C as well. If internal temperature rises
higher than 27 °C, the standard cooling equipment
will be operating.

Although cooling was not the highest contributor of
the energy use in the building, this solution could
allow the savings of nearly 20 % of the whole cool-
ing energy required during the year (1650 kWh),
equal to 5.50 % of the total energy savings.

4.2 Adaptive comfort considerations in the
use of cooling equipment

As a complimentary measure to the previously dis-
cussed one, this scenario investigates the benefits of
a variable cooling setpoint towards the reduction of
energy uses.

Under the premises of UNI EN 15251 (European
committee for Standardization, 2007) and its future
revision prEN 16798-1 (European committee for

Standardization, 2015), it is possible to associate the
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concept of adaptability of subjects living in a consid-
erably hotter environment to the capability of per-
ceiving a higher indoor temperature as comfortable.
Although adaptive comfort in mixed-mode build-
ings still needs further research, this scenario
includes a higher setpoint temperature for the acti-
vation of cooling systems while allowing the open-
ing of windows while temperature is below it. The
setpoint is calculated as based on the equation of the
comfort temperature reported in the UNI EN 15251;
if the indoor temperature is higher than 29 °C, how-
ever, windows will be closed and the cooling system
will be activated.

This scenario forecasts a 55 % reduction in the cool-
ing energy use (5650 kWhe) and an overall reduction

of nearly 10 % in overall energy uses.

4.3 Substitution of lighting elements with
LED

The largest source of potential energy efficiency
actions in the building is the lighting system (nearly
50 % of overall consumptions). The existing fluores-
cent tubes can be substituted throughout the build-
ing with LED elements that guarantee a higher vis-
ual comfort and high electricity savings.

The modelling includes a variation in the power
installed while it grants the same illuminance levels
to the indoor environment.

This solution could guarantee a reduction of up to
60 % of the lighting consumptions and of nearly

30 % of total electricity use in a year.

4.4 Substitution of windows and frames

Another potential source of inefficiencies in the
building energy management are the windows,
since most of them are single-glazed. Double
glazing windows could allow in the whole building
a reduction of heating requirements due to both the
reduction of infiltration airflow and transmittance
values.

This scenario includes the substitution of single
glazing windows with double ones, having U=1.06
W/(m? K), solar transmittance g=0.548 and visible
transmittance Tv= 0.769.

This scenario could reduce energy the use for heat-

ing by roughly 6 % but as a drawback could increase
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cooling energy requirements by 2 %. Overall elec-
tricity use reduction on a yearly base will not be
higher than 1 %.

4.5 |Internal insulation

The transmittance values for all opaque structures
are above the normative limitations in Italy for new
buildings (roof= U=2.55W/(m? K), vertical opaque
elements U=0.74 W/(m2 K)).

The retrofit intervention studied is to add internal
insulating coatings to the vertical opaque structures
and the roof. Although it would be more beneficial
to the energy performances of the building to actu-
ally expose thermal mass towards the inside, alter-
ing the facades in such a deep way, is not considered
a viable option.

By adding internal insulation, the U values for both
the opaque vertical structures and for the roof will
be reduced respectively 0.343 W/(m? K) and 0.29
W/(m? K). In the first case, the insulation of opaque
structures can reduce the energy use during the year
by 1.70 %, cooling can be reduced up to 2.3 % and
heating by 7.4 %.

Higher values are reported for the insulation of the
roof that can reach 8 % of the overall yearly electric-
ity use reduction and of both heating (62 %) and

cooling (51 %) energy requirements.

4.6 Recap

Several retrofit solutions have been examined in the
paper, ranging from purely energy management
choices to actual retrofit interventions to the existing
environment.

Table 1 reports briefly all the energy savings identi-
fied, while focusing both on the single energy use
(e.g. heating) and on the overall energy consump-
tions.

The results identify energy savings in the case of
positive values while it marks an increase of energy

consumptions if the values reported are negative.

Table 1 — Recap of the simulation scenarios

Heating Cooling Lighting  Overall

Natural vent. - 19.20% - 5.50 %
Adaptive - 54.81% - 9.92 %
comfort

LED 1.39 % -6.25%  59.10 % 30.02 %
Windows 5.94 % -2.01 % - 0.66 %
Vertical walls  7.41 % 2.28 % - 1.70 %
Roof 62.02% 51.10% - 7.86 %
Redesign 78.60 % 9036 %  59.10 % 44.46 %

A contemporary application of all these solutions,
indicated in Table 1 as “Redesign”, could allow an
overall reduction in energy consumption of roughly
44.5 %, with very large reductions in heating, cool-

ing and lighting energy use.

5. Discussion

The results analysed have identified several rede-
sign solutions and actions with different potential to
increase the energy efficiency of the building. How-
ever they do not have the same impact either in
terms of invasiveness and feasibility in a heritage
building.

Several other potential solutions were investigated
at first but later removed, due to their too large
invasiveness on the features of the environment and
of the building itself.

It was the case of wind turbines that would disrupt
the visual impact of the historical park, as well as
photovoltaic systems that could have completely
reworked the facades and the appearance of the
rural building under study.

The easiest retrofitting scenarios are therefore the
least invasive approaches that can guarantee the
highest energy savings. From this perspective, the
first two scenarios (natural ventilation use and
application of variable setpoints) come as perfectly
tailored for such a building, whereas the only
needed actions are better strategies for the
management of the openings and of the HVAC sys-
tem. These solutions highlight relevant energy sav-
ings that could be achieved through the develop-
ment of a wider energy awareness by the occupants
of buildings with no costs and zero impact on the

historical value of the building.
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The largest energy reduction is achievable through
the substitution of the lighting elements with higher
performance LED. Aside from the limited impact on
heating and cooling, this scenario can guarantee a
relevant increase in performance with a modest
impact on the building, with little to no invasive-
ness. This scenario, due to the specific nature of the
energy consumptions of the building, proves the
best and most impacting one, representing a very
effective compromise between invasiveness and
effectiveness.

The substitution of windows and frames, usually
regarded as effective in existing buildings in similar
conditions needs to be contextualized to the Sanfil-
ippo House and in general to similar buildings, with
very massive envelopes and very limited transpar-
ent surfaces. Having less than 5 % of glazed surfaces
on all facades, while having even no windows in
some, will indeed limit the effectiveness of a retrofit
of the windows.

The solution has a very limited impact on the per-
formances of the building. Achieving only a 6 %
reduction of the overall heating consumptions,
while performing a moderate invasiveness retrofit
action in a heritage building, which is probably not
the best choice in this context. Moreover, allowing
moderately higher infiltration values could help in
having healthier conditions indoor, in a building
that does not have high airflow interaction with the
outdoor environment.

Applying internal insulation to the vertical elements
and to the roof leads to different results, mostly in
accordance to the difference in the original transmit-
tance values in the two cases. Having a transmit-
tance equal to U=2.55W/(m? K), the retrofit of the
roof leads to the best results, up to nearly 8 % in the
overall electricity use reduction, while for the verti-
cal walls this value could reach only 1.7 %.
Although these solutions could be performed even
on a heritage building, while the retrofitting of the
roof is necessary, since it could cut by more than
50 % both heating and cooling, the vertical walls
have only limited positive impacts on the results,
and as such could be removed from the final imple-
mentation to preserve as much as possible the integ-

rity of the historical value of the building.
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6. Conclusions

The study has presented a case study of a typical
rural heritage building of Southern Italy, built close
to the archaeological site of the “Valley of the tem-
ples” close to Agrigento, Sicily.

The aim of the study was to develop a retrofit study
to be viable in a heritage context, with the achieve-
ment of good results while being respectful of the
historical value of the building itself and of the over-
all site in which the building is built.

The main focus was given to the selection of a range
of retrofit solutions with the lowest impact and
invasiveness to the value of the building.

The best performing solutions to be applied to a case
study like the Sanfilippo House are those regarding
the management of the building, as in the case of the
natural ventilation and the HVAC setpoints, and
those with very limited invasiveness and high
impact on the energy efficiency of the building, as
in the lighting scenario.

The most invasive actions can only be justified in the
case of high-energy savings as in the case of the
insulation of the roof; they should otherwise be

disregarded.
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