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Abstract  
The paper provides an analysis of the application of rein-

forcement learning (RL) in the domain of building controls, 

summarizing four years of research. The primary focus is 

exploring RL's potential to adaptively learn from building 

data, bypassing the need for individualized extensive build-

ing modeling efforts and enabling the transfer and adaption 

of trained agents to similar building environments. Despite 

its promising prospects, RL faces challenges such as ex-

tended training durations, instability during early explora-

tion phases, and issues in interpreting the actions of trained 

agents. The research was focused on two core areas. The first 

area investigates strategies to enhance RL agents' learning 

efficiency and stability in building control contexts with ap-

proaches such as imitation learning, inverse RL, and online 

learning with guided exploration with surrogate models 

utilizing rule-based controls, showing significant improve-

ments in the training process. The second area addresses the 

critical aspects of scalability and interpretability of RL 

agents. It examines the feasibility of transferring trained 

agents to various buildings, potentially with new objectives, 

highlighting RL's adaptability and practical applicability in 

real-world building control scenarios. In summary, this pa-

per consolidates critical findings from the research and of-

fers actionable insights and recommendations for practical 

deployment and training RL in building energy manage-

ment systems without extensive building modeling efforts. 

It emphasizes the transformative potential of RL in this field 

and suggests avenues for future exploration and develop-

ment. 

1. Introduction 

Reinforcement learning (RL) as an advanced control 

strategy holds significant promise in revolutionizing 

building controls by offering a dynamic, adaptable 

approach to optimization without extensive model-

ling efforts for distinct buildings. (Sutton et al., 2014; 

Chen et al., 2020). Each action taken by the agent re-

sults in a reward, positive or negative, which serves 

as feedback to guide learning. The agent follows a 

policy—a strategy for selecting actions based on the 

current state—that can be either deterministic or sto-

chastic. Critical to RL are the value functions: the 

state value function (V(s)), which estimates the ex-

pected return from a state under a given policy, and 

the action-value function (Q(s, a)), which estimates 

the expected return from taking an action in a state 

and thereafter following a policy. The return itself is 

a total accumulated future reward, typically dis-

counted by a factor (γ) to prioritize immediate re-

wards over distant ones and to ensure the return is 

finite. RL involves a balance between exploration, 

where the agent tries new actions to learn about their 

effects, and exploitation, where the agent chooses ac-

tions that have previously resulted in high rewards. 

This dynamic of exploration and exploitation enables 

the agent to refine its policy through trial-and-error, 

applying to diverse applications such as robotics, 

gaming, finance, and healthcare, where systems are 

required to make sequential decisions to achieve op-

timal outcomes (Mnih et al., 2013; Lillicrap et al., 

2015; Arora & Doshi, 2018; Watkins & Dayan, 1992). 

Unlike traditional methods like rule-based controls 

(RBC) and model predictive control (MPC) (Richalet 

et al., 1978), RL learns optimal actions through re-

peated interactions and can adapt to changing dy-

namics over time. Despite its potential, RL faces 
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challenges such as long training times and unstable 

exploratory behavior in the early stages (Wang & 

Hong, 2020). However, addressing these challenges 

could unlock its potential for practical implementa-

tion in building control systems, paving the way for 

more efficient and adaptive management of indoor 

environments while reducing energy consumption 

and maintaining occupant comfort.   

This paper summarizes insights gathered over a four-

year research period on the application of RL in 

building energy management. It acknowledges cer-

tain limitations, notably the reliance on supervisory 

control actions and a lack of optimization for multiple 

low-level control points, while also neglecting multi-

agent coordination across multiple buildings. The 

primary focus of the research was to improve the 

learning efficiency, assessing RL’s scalability across 

diverse building types, and enhancing the interpret-

ability of trained agents without extensive modelling 

efforts but sometimes assisted with “surrogate" mod-

els. A “surrogate” model is an approximate represen-

tation of a complex real-world system used to facili-

tate efficient and safe training of reinforcement learn-

ing (RL) agents. In this research practical challenges 

related to hardware and software implementation are 

omitted, with emphasis instead placed on theoretical 

advancements and practical implications. This sec-

tion below serves as a brief overview of the research 

approaches investigated.   

The approaches investigated in this research over the 

course of the study consist mainly of four types and 

are mentioned below:  

- Online learning without surrogate models 

o Pure direct training  

o Imitation learning  

- Offline learning without surrogate models 

- Hybrid approaches with surrogate models 

o Offline learning  

o Inverse RL  

o Online learning with guided exploration  

o Online learning with guided exploration 

and imitation learning  

- Transfer learning  

o Transductive learning  

o Inductive learning  

 

The first two approaches, online learning and offline 

learning methods, examine approaches without the 

need for any surrogate modelling techniques, while 

the hybrid approaches utilize surrogate models to as-

sist with the learning process. There are two types of 

online learning: i) pure direct training and ii) imita-

tion learning. These are mentioned in detail in Sec-

tion 2. Section 3 covers offline learning on historical 

data. There are four hybrid approaches explored in 

Section 4, which are i) offline learning, ii) inverse RL, 

iii) online learning with a guided exploration, and iv) 

online learning with guided exploration and imita-

tion learning.  

The research on transfer learning in Section 5 builds 

on the previous sections addressing the unstable be-

haviour of the learning agent as well as the issue of 

scalability of a trained agent such that it can be uti-

lized to optimize for similar tasks on different envi-

ronments. 

2. Novelty and Contributions 

This paper's contributions are multi-faceted, reflect-

ing four years of intensive research into practical re-

inforcement learning (RL) applications in building 

control systems. Key contributions include strategies 

to enhance RL agents' learning efficiency and stability 

through imitation learning, inverse RL, and online 

learning with guided exploration using surrogate 

models, significantly improving training processes. 

Efforts were also made to improve the interpretabil-

ity of RL agents' actions, essential for practical de-

ployment. Hybrid learning approaches combined of-

fline learning, inverse RL, and online learning with 

guided exploration, utilizing surrogate models to en-

hance learning outcomes and mitigate negative im-

pacts of exploratory actions. The paper consolidates 

findings, offering actionable insights and recommen-

dations for practical RL deployment in building en-

ergy management systems, avoiding extensive mod-

elling efforts. Additionally, transfer learning tech-

niques, such as transductive and inductive learning, 

were investigated to enhance RL agents' scalability, 

showing potential for reduced training times and im-

proved initial performance. This research signifi-

cantly advances practical RL applications in building 

control systems for building energy management 

with supervisory controls, addressing key challenges 

and paving the way for future developments. 
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3. Online Learning  
Without Surrogate Models  

3.1 Pure Direct Training  

Pure direct training is the traditional direct training 

approach where the RL agent starts without any prior 

training or knowledge, the so-called tabula rasa, and 

learns to optimize only by virtue of the interactions 

with the building environment without any form of 

assistance from surrogate models or without any pre-

training or other learning approaches utilizing rule-

based data. The agents start without any prior 

knowledge with randomly initialized parameters. 

The agent explores the environment by trial and error 

and with environmental feedback.  

Findings and recommendations:  

This type of RL agent should not be applied directly 

to an actual commercial building without pretraining 

or some kind of assistance from surrogate models. As 

evident from the results, depending on the complex-

ity of the problem, it can take months or potentially 

years of training to learn an optimal operational strat-

egy. Such protracted training periods would cause 

thermal discomfort for the building occupants, and it 

is unacceptable to bear thermal discomfort for 

months during the training phase of the RL agent. 

Moreover, the exploration phase intrinsic to the train-

ing phase can inflict damage on the building systems 

and components during the exploration stage of the 

training.  

3.2 Imitation Learning  

Imitation learning has been a key learning approach 

in the domain of autonomous behavioral systems 

commonly seen in robotics, computer games, indus-

trial applications, and manufacturing, as well as au-

tonomous driving. Imitation learning aims at mim-

icking a human behavior or another agent that is con-

sidered to perform well in a particular task. This is 

essentially learning to directly map observations to 

actions. It aids in reducing the task of teaching an 

agent, by showing the agent the actions to take to 

complete a specific task. Here an artificial dataset 

covering the state-space and its corresponding rule-

based actions were developed, and the agent was 

trained to imitate the actions in a supervisory fashion 

(Dey et al., 2023).  

Findings and recommendations:  

The quality of the starting agent depends on the qual-

ity of the rule-based policy developed. With the in-

creasing complexity of a multi-objective problem, it 

becomes difficult to design a good rule-based policy. 

The advantage is that it does not require extensive 

model development, and the agent adapts its starting 

imitation policy to be more suited to the environmen-

tal problem. The challenge of imitation learning is 

that since the agent blindly follows the imitated pol-

icy without any understanding of the environment, 

this leads to a ‘performance dip’ where the agent may 

start to explore in wrong directions before finding a 

better solution. We have found that even with the 

‘performance dip’ the agent still has a better training 

progress curve than a pure direct training approach. 

The ‘performance dip’ can be addressed by a hybrid 

approach as mentioned in Section 4.4. The ‘perfor-

mance dip’ is a characteristic of the direct imitation 

learning approach which suggests a superficial level 

of learning at the beginning, where the agent lacks a 

deeper comprehension of the consequences and im-

plications of its actions. 

4. Offline Learning  
Without Surrogate Models  

Buildings are typically managed using rule-based en-

ergy management strategies, which consist of condi-

tional rules based on various indoor and outdoor 

conditions. Offline training relies on learning from 

regular operational building data that follows these 

rule-based strategies. Prior to the application of an RL 

agent, the agent has access to historical building data, 

which is then pre-processed to create a tuple compris-

ing state (s), action (a), next state (s'), reward (r), and 

a completion flag (d). The agent is exclusively trained 

on this operational data. (Dey et al., 2023) 

Findings and recommendations:  

Offline learning on historical rule-based data has led 

to poor and unacceptable performance. Rule-based 

building data tends to be sparse, which is often insuf-

ficient for effective RL training because it fails to ad-

equately explore the state space. We have found that 

data augmentation leading to a sufficiently rich da-

taset exploring the state-space is necessary for learn-

ing a good policy at the onset of interacting with a 

real building.  
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5. Hybrid Approaches  

5.1 Offline Learning With Metamodel  

Pre-training with a metamodel often proves to be an 

effective strategy in reinforcement learning when 

considering deployment in an actual commercial 

building. This approach not only reduces the training 

duration but also mitigates the unstable exploratory 

behavior that can be observed with direct training 

methods. The RL agent can systematically and com-

prehensively explore the state space within a simula-

tion environment where there are no repercussions 

on people and systems as in an actual building. This 

aids the agent in forming more accurate value esti-

mates regarding the potential outcomes of specific ac-

tions in particular states. Furthermore, the meta-

model enables extended training periods in the sim-

ulation, eliminating the need to wait for months or 

even years in real time to achieve optimal action 

learning. While training with a metamodel appears 

promising, it presents several challenges. 

Specifically, the quality of the metamodel depends on 

the quality of the building data available. Large vari-

ability in building data is beneficial as it leads to de-

veloping a more accurate metamodel. The RL agent 

can then explore the state-space using the metamodel 

without incurring any of the negative consequences 

of exploration and can also discover regions of high 

rewards that the agent can exploit in the real building 

environment. To ensure a fair comparison, we extract 

the metamodel from the same training rule-based 

building data which was used for the inverse RL pro-

cess. (Dey et al., 2023) 

Findings and recommendations:  

The effectiveness of metamodel-based training relies 

on the accuracy of the metamodel in replicating the 

real building environment. Any discrepancies or 

model mismatches between the metamodel and the 

actual building environment can lead to subpar per-

formance when the RL agent is deployed in the real 

world. Also, the metamodel extraction process is of-

ten challenging and requires engineering expertise. 

Furthermore, it is difficult to extract an accurate met-

amodel for complex building environments involv-

ing many features. Buildings are unique and thus it 

becomes difficult to extract an accurate metamodel 

for each building.  

5.2 Inverse Reinforcement Learning  

Inverse reinforcement learning (IRL) (Ziebart et al., 

2008) is an advanced method within the field of ma-

chine learning that seeks to infer the underlying re-

ward function that a demonstrator (often an expert or 

an optimal policy) implicitly follows, based on their 

observed behavior in a specific environment. Unlike 

traditional RL, where the reward function is prede-

fined and the agent learns the best actions to maxim-

ize this reward, IRL works in reverse by analyzing 

the actions of an expert to determine what rewards 

they appear to be maximizing (Dey et al., 2023). Here, 

three months of rule-based data from an existing 

building are utilized to extract a reward function, 

which was used in determining the value-function of 

the states. The value-function is then learned by the 

RL agent, which results in the agent having a similar 

policy to the rule-based policy thus limiting explora-

tion.   

Findings and recommendations: 

IRL has proved to be effective in shortening training 

time, providing a stable learning experience, and out-

performing standard RL agents trained for the same 

duration. IRL can partially deduce the intent behind 

rule-based controls without environment interaction. 

However, in the research while optimizing for energy 

consumption, thermal discomfort, and demand costs, 

it struggled with power demand limit penalties due 

to inaccuracies in the transitional dynamics, which 

are challenging to determine from limited rule-based 

data as a sparse dataset result in an incomplete ex-

traction of the reward function’s intent. When a 

building has operational data for over three months 

for a specific season, an inverse reinforcement learn-

ing (IRL) strategy is recommended, even if metered 

data or thermal discomfort metrics are absent. IRL 

tends to maintain existing rule-based policies ini-

tially, aiding in reducing early exploration. It serves 

as an indirect method to mimic and improve upon 

RBC strategies. If the RBC is poorly designed, how-

ever, the RL agent needs to forget the value-function 

from the extracted reward function and start utilizing 

the actual reward function. This is done by adopting 

an importance parameter in the reward function that 

controls the transition between the extracted reward 

function to the actual rewards, which requires further 

research to further stabilize the training progress. 
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5.3 Online Learning  
W/Guided Exploration 

In this approach, the agent starts with no prior train-

ing but uses the help of surrogate models to limit ex-

ploratory activities in the early learning stages. The 

surrogate models use regression techniques to learn 

the system dynamics and the reward function in real 

time. The models generate artificial trajectories guid-

ing the RL agent away from states that previously led 

to high penalties by suggesting alternatives until the 

RL agent develops a more accurate understanding of 

the value functions. Several types of approaches were 

conducted where explorations were limited to within 

bounds around rule-based policy vs. full random ex-

plorations, short-term exploration vs. long-term ex-

ploration (Dey & Henze, 2024).  

Findings and recommendations:  

We found that training on long trajectories from sur-

rogate models with full random explorations, alt-

hough successful in reducing the exploration of the 

agent, had the worst performance on test days. Arti-

ficial long trajectories with full random exploratory 

paths yielded unsatisfactory results as training on 

paths with imperfect predictions from unseen states 

in the trajectories led to poor training. Limiting the 

exploration within a certain bound around a rule-

based control strategy by control action paths led to 

better performance. We regard actions based on es-

tablished rules as “safe”. Initially prioritizing these 

actions helped improve the accuracy of the system's 

estimates and the dynamics of rewards related to ac-

tions within the rule-based space, as modeled by the 

surrogates. Consequently, this approach allowed the 

RL agent to gradually adjust its policy away from 

these rule-based actions towards areas where it antic-

ipates higher rewards. This incremental adjustment 

prevents the agent from abruptly moving into unfa-

miliar state spaces, where it might encounter inaccu-

rate value estimates. Due to the nature of the applica-

tion, buildings with large thermal time constants 

might not be effective with this approach as ap-

proaches with longer trajectories were not successful. 

 

5.4 Online Learning With Guided  
Exploration and Imitation Learning 

This approach is similar to the previous approach ex-

cept that the agent starts with an imitated rule-based 

policy but is still assisted with surrogate models for 

artificial exploration.  

Findings and recommendations:  

This approach addresses the ‘performance dip’ that is 

inherent in the imitation learning approach. The sur-

rogate model trajectories prevent the agent from 

moving further away from the rule-based policy in its 

early stages.  

6. Transfer Learning  

Transfer learning (TL) involves leveraging know-

ledge gained from one domain and task to improve 

the learning performance in a different yet similar do-

main. TL addresses the challenges of scalability in 

building domain where it is challenging to develop 

accurate building models for each commercial build-

ing and use that model for pre-training with RL. We 

investigated two types of TL and present the findings 

below.  

6.1 Transductive Learning  

In the study on transductive learning, the task and 

the state-space remain the same but the building do-

main changes.  We trained an agent on a large com-

mercial building, optimizing for costs of energy, ther-

mal discomfort and demand and applied the trained 

agent to a mid-sized commercial building in the same 

climate (Lissa et al., 2020; Zhang et al. 2020).  

Findings and recommendations:  

Although this direct transfer of weights approach is 

beneficial in reducing the training time as well as un-

stable early-stage training unstable behaviour in the 

agent, a key challenge lies in transferring the agent to 

scenarios involving additional tasks or tasks with dif-

ferent input and output architecture of states and ac-

tion of the RL agent. Moreover, this approach does 

not lend itself to offering any insight into how the 

transferred agent will behave in a new environment, 

which might not help in gaining trust with the adap-

tation by building control managers.  
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6.2 Inductive Learning  

In inductive learning, the source and the target do-

main are the same while the source and the target 

tasks are different. A key challenge arises in transfer-

ring knowledge to scenarios involving additional 

tasks or states, despite application in similar build-

ing. In this approach, a conditional rule extraction 

method from a trained agent was employed utilizing 

decision trees. The target agent learns this conditional 

policy with supervisory learning on artificial datasets 

generated from the states and action based on condi-

tional rule-set extracted.  

Findings and recommendations:  

This strategy reduces the reliance on the specific in-

put-output architecture of the trained RL agent and 

provides an interpretable starting policy due to its 

conditional ruleset. This interpretability is often ab-

sent in direct or partial weight transfer methods used 

in ML transfer learning methods, where control man-

agers might have difficulty to predict the agent’s be-

havior in new settings. Furthermore, these rules can 

be integrated with or augmented with human-gener-

ated rules, facilitating the transfer of domain 

knowledge when introducing new tasks to the RL 

agent. The approach allows for flexibility as building 

control managers can review and adjust the rules to 

better suit the target building agent’s starting policy. 

Although this rule extraction method was employed 

in inductive learning, the method can also be used for 

transductive transfer learning. A minor setback with 

the rule extraction method is the agent's tendency to 

replicate actions without truly understanding the 

value function of the states and actions. The progress 

plot shows a slight decrease in performance due to 

the ‘performance dip’ before it finds a better policy 

than the starting policy.  

7. Future Work  

For effective adaptation of AI in building controls, the 

decision-making processes of AI models must be 

transparent and comprehensible. However, the in-

herent complexity of deep neural networks, which 

underpin many advanced AI algorithms, poses a 

challenge to their interpretability. Despite this, their 

depth and structure equip them to efficiently tackle 

intricate tasks and derive near-optimal solutions. 

Gaining insights into how these models function can 

assist developers in pinpointing inaccuracies or bi-

ases in the established policies.  A practical method 

for this is observing an AI agent's actions in a simpli-

fied simulator, especially under extreme conditions 

not covered in training. Creating artificial datasets for 

these scenarios can help in understanding the 

model’s decisions through inductive learning, lead-

ing to performance refinement by adjusting or add-

ing rules.  This hands-on verification and validation 

serve as a tangible bridge between AI's abstract com-

putations and real-world expectations.  

Human-in-the-loop (HITL) reinforcement learning 

(RL) is an emerging interest in artificial intelligence 

that incorporates human input into the training pro-

cess to enhance the performance of AI agents in com-

plex environments (Nagy et al., 2023). This approach 

is especially beneficial in sectors such as robotics, au-

tonomous vehicles, and healthcare, where explora-

tion errors could lead to significant real-world conse-

quences. In building controls, HITL RL integrates es-

tablished operational strategies and occupant needs, 

thus mitigating the risks associated with trial-and-er-

ror learning. This is achieved by considering their ex-

pressed preferences on indoor environmental condi-

tions such as thermal comfort, indoor air quality, vis-

ual comfort, or acoustic conditions while optimizing 

for factors such as energy consumption, demand 

management, and other user needs (e.g., EV charge 

scheduling). Examples of feedback received could be 

occupant preferences collected through edge devices 

and information about impending electric grid stress 

events by the system operator. Recent discussions 

among RL researchers also underscore the im-

portance of HITL in building management, highlight-

ing its potential to improve occupant productivity, 

reduce energy costs, and aiding in building decar-

bonization goals. 

8. General Recommendations 

In the absence of operational data, the combination of 

online learning with guided exploration and imita-

tion learning is recommended if extensive modelling 

efforts are to be avoided. Buildings having slower 
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thermal response will require a grey-box model or a 

physics-informed neural network (PINN) as surro-

gate models to assist with the training.  

Normalizing input features or states is beneficial for 

speeding up the convergence of learning algorithms. 

By ensuring that all input features are scaled simi-

larly, normalization facilitates faster convergence in 

gradient-based optimization algorithms. This process 

results in models that are more generalizable and less 

prone to overfitting specific scales or magnitudes in 

the training data. Additionally, many RL algorithms 

are sensitive to reward scales. Normalizing rewards 

not only stabilizes the learning process but also 

makes hyperparameter tuning more uniform across 

various environments and tasks. This standardiza-

tion of rewards keeps value function estimates, such 

as Q-values in Q-learning (Watkins & Dayan, 1992), 

within a consistent range, which is advantageous 

during the transfer learning process when weights 

are transferred directly from one agent to another. 

Building control systems present distinct challenges 

due to their real-world operational context, where 

data collection can be both time-intensive and expen-

sive. In terms of sample efficiency, algorithms like 

Soft Actor-Critic (SAC) (Haarnoja et al., 2018) and 

Proximal Policy Optimization (PPO) (Schulman et al., 

2017) outperform Deep Q-Network (DQN) (Mnih et 

al., 2013), making them more suitable for situations 

where data gathering is resource-heavy. SAC and 

PPO are known for their consistent stability during 

training, whereas DQN struggles with stability is-

sues, particularly in environments with high variabil-

ity. The specific nature of the problem often dictates 

the algorithm of choice. For tasks involving discrete 

action spaces, such as binary decisions or selecting 

from a limited set of options, DQN excels due to its 

effectiveness in simpler contexts where computa-

tional resources are a concern. However, for tasks 

that involve complex dynamics, PPO or SAC are pre-

ferred for their nuanced approach and potential to 

achieve near-optimal performance. 

It is essential to have a fail-safe or override system in 

place for the control actions of RL agents to prevent 

unexpected consequences. Initially, it is crucial to 

identify and define the proper constraints of the sys-

tem. For instance, an RL controller setting the temper-

ature to 15°C during occupied hours in winter should 

automatically trigger an override, as this decision is 

clearly inappropriate. Such incorrect actions should 

incur significant penalties to teach the agent about 

these constraints. A building domain expert should 

oversee the setup of these overrides, recognizing po-

tential constraints ahead of time. In practical scenar-

ios, a fail-safe mechanism is necessary for cases 

where there may be gaps in real-time sensor data, 

preventing unexpected control behaviour. Addition-

ally, it would be advantageous to implement a sys-

tem that monitors whether the input states deviate 

significantly from the expected range, allowing the 

controller to switch to a baseline control until a build-

ing control engineer can verify the appropriateness of 

the untested control actions. 
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Nomenclature 

Symbols 

AI 
BMS 
DNN 
DQN 
MPC 

Artificial intelligence 

Building management systems  

Deep neural network 

Deep Q-Network 

Model predictive control 
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PPO 
PINN 
RL 
SAC 

Proximal Policy Optimization 

Physics-informed neural network 

Reinforcement learning  

Soft actor-critic  

IRL  Inverse Reinforcement learning 

TL Transfer learning  

 γ 

 s 
Discount Factor  

Current state 

 a 

 s' 

 d 

Action  

Next state  

Done flag 
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